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ABSTRACT

The production effect is a simple phenomenon in human memory: words that are read
aloud are more likely to be remembered on a subsequent memory test (e.g., a recognition
task) compared to words read silently. This effect, along with its proposed underlying
mechanisms, has received much attention from cognitive research relying near-
exclusively on data from behavioural paradigms. To date, the neural underpinnings of this
effect remain largely unexplored. In this dissertation | present a comprehensive functional
magnetic resonance imaging (fMRI)-based investigation of the production effect in
recognition memory. In three fMRI experiments, participants read a series of words either
aloud or silently and (in two experiments) were later tested on their recognition memory
for all the studied words. Potential neural correlates of the production effects ought to
be evidenced by contrasts of brain activity between aloud and silent reading conditions;
therefore, across three empirical chapters, | present evidence of differences in encoding
and retrieval processes between these two reading conditions. In Chapter 2 | show that
aloud reading (during both encoding and subsequent recognition) elicits preferential
activity in brain areas associated with speech production and perception. In Chapter 3, |
use representational similarity analysis (RSA) to demonstrate that reading aloud is
associated with increased sensitivity to multiple properties of presented words; primarily
phonological and articulatory features. In Chapter 4, | use pattern similarity analysis (PSA)
to show that recognising aloud versus silent words depends on dissociable roles of neural
reactivation (reinstatement of stimulus-specific activity patterns from encoding) and
neural transformation (systematic changes to activity patterns). Taken together, these
findings are broadly consistent with dominant theoretical accounts of the production
effect whereby aloud words benefit from distinctive sensorimotor processing. However,
some results are also compatible with alternative accounts which emphasise semantic
and attentional components. Moreover, evidence for dissociable processes between
aloud and silent reading challenges long-standing assumptions of prior research in this
area. Overall this work provides novel insights, at the neural level, into encoding and
retrieval processes which contribute to the behavioural production effect.
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CHAPTER 1 GENERAL INTRODUCTION

1.1. Overview

The goal of this dissertation is to characterise neural correlates of the production effect
as revealed by functional magnetic resonance imaging (fMRI). The production effect is a
behaviourally-defined empirical phenomenon whereby words read aloud are more readily
remembered than words read silently (MacLeod et al., 2010). With some exceptions, this effect
is typically studied in the context of recognition memory; as such, | will focus on the production
effect in recognition specifically. While the production effect has received much attention from
a cognitive-behavioural perspective, its neural basis remains largely unexplored. Research in this
area is valuable because the production effect speaks to broader principles of human memory;
that is, how interactions with other cognitive domains, such as language, can modulate encoding
and subsequent remembering. Therefore, understanding this behavioural effect, as well as its
neural substrates, will improve our broader understanding of encoding and retrieval in the
context of a complex cognitive system in which multiple processes (memory, language, motor

control, etc.) interact, giving rise to our internal cognitive states and behaviour.

In this dissertation | will present data from three fMRI experiments which entailed
adaptations of the classic production effect paradigm. More precisely, | will report results
garnered from different types of fMRI analyses for each respective experiment: (i) conventional
univariate analysis, (ii) representational similarity analysis (RSA), and (iii) pattern similarity
analysis (PSA). Each type of analysis is intended to provide a different perspective on the neural
processes contributing to the production effect. In brief, univariate analysis is informative as to
processes shared across all stimuli in a particular condition, while RSA and PSA are both types of
multivariate analysis that seek to decode (i.e., detect) known information in stimulus-specific
activation patterns. | will report on results from each type of analysis in Chapters 2, 3, and 4

respectively.

The purpose of this chapter is to provide an overview of the production effect, as well as
the fMRI analysis methods that will form the basis of later chapters. In Section 1.2 | will introduce

the production effect and describe major theoretical issues surrounding its underlying



mechanisms. In Sections 1.3—1.7 | will outline basic principles of fMRI as well as the univariate
and multivariate data analysis methods that will form the basis of this dissertation. Because
Chapters 3 and 4 are concerned with task-relevant changes in multivariate decodability, Section
1.8 provides some context for how such effects can emerge in RSA and PSA. Finally, Section 1.9

lays out the specific objectives of each chapter.

1.2. The Production Effect

In the traditional production effect paradigm, participants must study two intermixed lists
of words; words in one list are read aloud, words in the other are read silently. On a subsequent
recognition test all of the studied words are intermixed with a number of new, unstudied words,
and on each trial participants must indicate whether a presented word is “old” (i.e., they
recognize it from earlier) or “new” (they do not recognize it). The production effect, coined by
Macleod et al. (2010), is the finding that participants remember a greater proportion of words
read aloud compared to those read silently. This phenomenon has since been replicated in
multiple studies (see Fawcett, 2013; Fawcett et al., 2023; MacLeod & Bodner, 2017 for meta-
analyses and review), while variants on the original paradigm have revealed that this effect
extends to types of study material other than single words, including complex sentences (Ozubko,
Hourihan, et al., 2012), word-pair associations (Putnam et al., 2014), and names for presented
images (e.g., Fawcett et al., 2012). The production effect also generalises to productive acts other
than speaking; for example singing (Quinlan & Taylor, 2013, 2019), mouthing silently (Forrin et
al., 2012; MacLeod et al., 2010; Experiment 5), and typing or writing (Forrin et al., 2012). Overall,
the production effect appears to be both reliable and highly generalisable. However, its

underlying cognitive mechanisms remain controversial.

1.2.1. Possible Mechanisms

Relative distinctiveness. Prevailing theoretical accounts of the production effect
emphasise a role of distinctive motor and sensory experiences afforded by production. The act
of vocalising a word requires the speaker to engage their jaw and tongue in an appropriate

manner to produce the word’s constituent phonemes in the correct order. These movements are



accompanied by sensory input—proprioceptive feedback from one’s jaw and tongue, feeling
one’s larynx vibrate, and hearing the sound of one’s own voice. These features provide a
distinctive encoding experience that is specific to the word being produced; in turn, this
distinctive information is thought to facilitate subsequent retrieval (Forrin et al., 2012; Jamieson
et al., 2016; Macleod et al., 2010; MaclLeod & Bodner, 2017). More precisely, during encoding
the sensory, motoric, and auditory features elicited by speech production are supposedly
appended to the episodic representation for having read a word (the memory trace), making
produced items more discriminable during retrieval. This is often termed relative distinctiveness
because memory traces for aloud words are only distinctive when compared against the

backdrop of non-produced words (MaclLeod et al., 2010, p. 681).

Perhaps the strongest evidence for a role of relative distinctiveness is the observation
that the magnitude of the production effect scales with the complexity (and therefore the
distinctiveness) of the productive act. For example, a study by Quinlan and Taylor (2013) reported
a gradient in recognition memory whereby singing words elicited the largest production effect,
followed by reading in a loud voice, followed by reading in a normal voice (this memory
advantage for singing, relative to reading aloud, was further replicated by Quinlan & Taylor,
2019). In a similar vein, less elaborate productive acts such as whispering or mouthing silently
elicited a smaller production effect than reading aloud in a normal voice (Forrin et al., 2012).
These findings indicate that the production effect scales with the degree of distinctiveness
conferred upon study items: more elaborate productive acts entail additional distinctive
elements, such as the act of modulating volume intensity (reading loudly) or modulating pitch
and timbre (singing). Further supporting this conclusion is the finding that non-distinctive
productive acts, such as pressing a key or speaking a non-specific word, do not elicit a production

effect (Macleod et al., 2010; Experiment 4).

Another line of evidence for relative distinctiveness (though one which has become
something of a double-edged sword for its proponents) is the finding that the production effect
is larger when comparing memory for aloud and silent words within subjects, as opposed to
between subjects. As outlined earlier, relative distinctiveness is only relevant to memory when

presented against the backdrop of non-distinct silent words (MacLeod et al., 2010, p. 681). As



such, this account predicts that the production effect should be present when memory for aloud
and silent words is compared within the same subjects, but not between different subjects. While
early experiments supported this prediction (e.g., MaclLeod et al.,, 2010; Experiments 2 & 3),
subsequent meta-analyses revealed a small but reliable between-subjects effect (Fawcett, 2013;
Fawcett et al.,, 2023). Therefore, while larger within-subjects (relative to between-subjects)
effects do support a role of relative distinctiveness, the reliable presence of a between-subjects

effect opens the door to alternative accounts.

Strategy. A slightly different view of distinctiveness proposes that memory for aloud
words may benefit from a production heuristic—that is, a metacognitive strategy that
participants use to endorse or reject a presented word in a recognition task (Taikh & Bodner,
2016). This heuristic account supposes that, when presented with a previously studied word, a
participant may attempt to recollect the productive experience; successful recollection allows
the participant to endorse the presented word as “old”: | remember reading this word aloud,
therefore | must have studied it (MacLeod & Bodner, 2017)%. In a similar vein, Wakeham-Lewis et
al. (2022) recently proposed a novel “sensorimotor reinstatement” account whereby at test,
participants mentally simulate reading the presented word aloud. If the simulated experience

matches the encoded information about the presented word, the word is endorsed as “old”.

Both strategy accounts still depend on sensorimotor distinctiveness—since participants
are thought to mentally replay or simulate the productive experience—however they differ from
the relative distinctiveness account in two ways. First, relative distinctiveness emphasises
encoding processes (the addition of sensorimotor features to the memory trace), while both
strategy accounts emphasise mental processes during retrieval. Second, because strategy does

not necessarily require discriminability from non-distinct items (merely successful recollection or

1 As an aside, one may question whether this account really entails a heuristic, rather than simply the act
of recollection. Here | have described a heuristic (importantly, one which is fundamentally recollective in nature),
because that is how the account is generally represented in the production effect literature (e.g., Fawcett, 2013;
Macleod et al., 2010; Zhou & Macleod, 2021).



simulation), strategy effects ought to be observable between subjects (Taikh & Bodner, 2016;

Zhou & Macleod, 2021).

While the heuristic account is often invoked in the production effect literature, and often
hand-in-hand with relative distinctiveness (e.g., Forrin et al., 2012; Macleod et al., 2010;
MacLeod & Bodner, 2017; Zhou & MaclLeod, 2021), to my knowledge only one study has explicitly
tested it. Taikh and Bodner (2016; Experiments 3 & 4) report that a previously observed between-
subjects production effect was abolished when they introduced a within-group imagery
manipulation, whereby participants in both groups were instructed to visualise half the studied
words’ referents. These authors suggest that the introduction of the within-subjects
manipulation may have caused participants to switch from using a production-based heuristic to
an imagery-based one, providing tentative support for the heuristic account. These authors also
found that a majority (78%) of participants subjectively report using a production heuristic in
experiments where the between-subjects effect was observed (Experiment 2), however this
proportion was significantly decreased (to 58%) when the effect was abolished. As for the
reinstatement account; Wakeham-Lewis et al. (2022; Experiment 1) report having participants
read words aloud in an unusual voice (e.g., impersonating Elvis Presley or Kermit the Frog) did
not elicit a production effect for those words (while the production effect for words read in a
normal voice was preserved). The authors suggest that, at test, participants usually simulate
reading in their own (normal) voice; therefore the simulated experience would not match the
encoded experience for unusually-voiced words. These authors further reported that allocating
a larger proportion of aloud words to the unusual voice condition caused a production effect to
emerge, and suggest that reading more words in unusual voices may cause participants to use
those voices in their mental simulations at test (therefore endorsing unusual words) (Wakeham-

Lewis et al., 2022; Experiment 2).

Attention. It has been suggested that participants allocate more attention to produced
words than to nonproduced words (because the former require an overt response), and that this
behaviour results in stronger encoding (Fawcett & Ozubko, 2016; Mama et al., 2018; Mama &
Icht, 2019; Ozubko, Gopie, et al., 2012). This view has received some empirical support.

Behavioural work has shown that disrupting attention during encoding by applying complex



auditory noise can abolish the production effect (Mama et al., 2018); while enhancing attention
with a dose of methylphenidate (Ritalin) increased the magnitude of the production effect in a
group of individuals with attention-deficit hyperactivity disorder (ADHD) (Mama & Icht, 2019).
Taken together, these two studies indicate a relationship between participants’ ability to deploy
attention during encoding and the observed production effect’. Moreover, an
electroencephalography (EEG)-based investigation of the production effect revealed that the
instruction to read aloud or sing words at study elicited a P300 ERP component, relative to
reading silently (Hassall et al., 2016). While the authors interpreted this as evidence of more
distinctive processing (based on evidence that perceptually or semantically distinctive stimuli
tend to elicit the P300, particularly in the context of encoding, e.g. Fabiani & Donchin, 1995; Karis
et al., 1984) it is worth noting that the P300 has also been associated with detection of task-
relevant stimuli (e.g., Dinteren et al., 2014 for review). As such, the results of Hassal et al (2016)
are arguably consistent with an attentional account whereby aloud words are attended to

because they are task-relevant.

Semantics. Recognition memory for aloud words may also benefit from elaborate
semantic processing during encoding. This idea was proposed by Fawcett et al. (2022), who
reported that the production effect was diminished in a two-alternative forced choice task when
non-target words (lures) were semantically related to (previously studied) target words. These
authors suggested that, in contexts where semantic lures are absent, participants may rely on
encoded semantic information for recognition of aloud words. More precisely, reading words
aloud might facilitate access to semantic features of the presented words; these features may be
appended to the episodic representation for that word. In turn, the appended semantic features
may to some extent guide recognition decisions at test—this would explain why semantic lures
disrupted recognition performance for aloud words, because the (ordinarily useful) semantic
features would not be diagnostic when choosing between semantically related alternatives. The

notion that semantic processing might underlie the production effect is a relatively new idea; to

2|t is worth noting that both of these studies examined the production effect using a free recall procedure.
It is not clear if these results are applicable to the production effect in recognition memory.



my knowledge, no other studies have investigated this possibility. Nevertheless, it presents an

interesting avenue for further research.

Summary. Multiple mechanisms—relative distinctiveness, strategy, attention, and
semantics—have been proposed to explain the production effect. Although distinctiveness
appears to dominate the literature (indeed, it seems impossible to discuss the production effect
without reference to distinctiveness), the reliable presence of a between-subjects effect
necessitates different explanations. Attentional, semantic, and strategy-based accounts have
arisen to meet this demand, and there appears to be at least some support for each. Importantly,
the mechanisms discussed in this section are not necessarily mutually exclusive, and it is entirely
possible that each contributes somewhat to the production effect (an idea expressed by multiple
authors, e.g., Fawcett, 2013; Fawcett et al., 2022; Ozubko, Gopie, et al., 2012). Contributions
from different processes/mechanisms likely depend on distinct neural correlates. This possibility

may be explored through univariate and multivariate analysis of fMRI data, discussed below.

1.3. Functional Magnetic Resonance Imaging (fMRI)

fMRI is a neuroimaging technique that measures neuronal activity indirectly by detecting
changes in Blood Oxygen Level Dependent (BOLD) contrast, which in turn is determined by the
relative concentration of oxygen-bound haemoglobin (oxyhaemoglobin) to oxygen-unbound
haemoglobin (deoxyhaemoglobin) in the brain’s blood vessels. In brief, these two forms of
haemoglobin have different magnetic properties, such that the recorded MRI signal is relatively
stronger in areas where there is a higher concentration of oxyhaemoglobin (Ogawa et al., 1990).
This property of the BOLD signal is relevant to neuronal activity because neurons require oxygen
to perform action and synaptic potentials (the basic physiological processes underlying brain
activity). Neural activation—that is, a transient and synchronous increase in activity of many
adjacent neurons in response to a stimulus—is therefore characterised by a large local influx of
oxyhaemoglobin to the activated area (Malonek & Grinvald, 1996). As such, relative changes in
the ratio of oxy- to deoxy-haemoglobin within a patch of cortex provide an indirect measure of

neuronal activity in that area. The BOLD signal is recorded as a continuous time series at each of



a number of voxels (volumetric pixels), which in turn make up a three-dimensional image of the
brain. The spatial resolution of fMRI is therefore limited by the size of these voxels; typically, a
functional image will have a resolution of a few millimetres, meaning that a single voxel will
encompass tissue containing thousands of neurons. Having said this, the spatial resolution of
fMRI is relatively high compared to other imaging techniques, therefore it currently represents
the gold standard for non-invasive spatial localisation of brain function. By contrast, the temporal
resolution of fMRI is very poor; the hemodynamic response function (HRF) - which describes the
canonical time course of the BOLD response - takes approximately 6-10 seconds to peak following
stimulus presentation, and only returns to baseline after approximately 15 seconds (e.g., Arichi

et al.,, 2012).

The BOLD signal at any given voxel is ultimately arbitrary; making meaningful inferences
about this signal depends on identifying systematic variance associated with experimental
manipulations. In brief, the continuous BOLD time course may be compared to a model time
course in which temporally-defined events (e.g., periods in which stimuli are presented) are
convolved with HRFs. Such a model time course represents a sensible prediction about the time
course of the BOLD response in a given voxel, assuming that the voxel in question is sensitive to
(i.e., activated by) the presented stimuli. Therefore, by comparing the observed data to the
model time course at every voxel, one may estimate each voxel’s sensitivity to stimuli in a given

experimental condition.

1.4. Univariate Analysis of fMRI Data

To date, most fMRI research has depended on univariate analysis methods.
Fundamentally, these methods consider each voxel as an independent unit of measurement and
are contrastive in nature. In a typical univariate design, at each voxel, the activation elicited by a
given experimental condition (that is, the aggregate response to all stimuli within that condition)
may be contrasted either with baseline periods or with activation elicited by other experimental
conditions. While these contrasts are, strictly speaking, performed at each individual voxel, in
practice inferences are made at the level of clusters. Clusters, in turn, are defined as groups of

contiguous, statistically significant voxels (that is, whose activation is significantly different from



baseline and/or between conditions) which meet some other a-priori criteria such as spatial or

statistical extent, or a combination of the two (S. M. Smith & Nichols, 2009).

Most univariate-based research to date has been concerned with neural processes at the
level of broad experimental conditions. Here, researchers assume that neural responses that are
consistently elicited by different exemplars of a given condition—which might be a task or
stimulus category—are representative of that condition broadly. Any variance between stimuli
are therefore considered unimportant and disregarded as noise. For example, one might present
participants with images of different faces (faces condition) and images of different household
objects (objects condition). By contrasting activation between these two conditions, one may
identify areas that are relatively more sensitive to faces than to objects. One might even
determine that a particular area is specialised for a specific domain, such as face processing, by
demonstrating that the area in question responds preferentially to images of faces compared
with multiple other image classes (such as houses, tools, and other body parts, e.g., Kanwisher
etal., 1997). Critically, information revealed by such contrasts reflect processes that are common

to all stimuli in the condition(s) being examined.

The contrastive approach described above has formed the backbone of much of cognitive
neuroscience over the past two decades. However, this approach is limited in two major ways.
First, univariate analyses only reveal focal clusters of voxels that are maximally responsive to a
particular condition; in reality, stimulus- and task-relevant processes are widely distributed
amongst less-responsive voxels as well (Haxby et al., 2001). Second, the inherent assumption that
voxels represent independent measurement units means that univariate analyses are relatively
insensitive to fine-grained differences in neural responses between unique stimuli. This is
because the activation level of a single voxel (or, indeed, the isolated activation levels in many
contiguous voxels) is minimally informative as to a participant’s perceptual or cognitive state,
considering that most stimuli elicit complex responses spanning hundreds or thousands of voxels.
These issues fundamentally limit our ability to characterise neural responses to unique stimuli

using univariate analyses.



1.5. Multi-Voxel Pattern Analysis (MVPA)

Multivariate approaches to analysing fMRI data—collectively referred to as multi-voxel
pattern analyses (MVPA)—can to some extent overcome the limitations of univariate analyses
outlined above. Broadly speaking, MVPA approaches characterise the neural response to a
stimulus as a pattern of activation across N contiguous voxels. Many applications of MVPA are
decoding-based; that is, they aim to predict stimulus- or experimentally-defined information
from observed activation patterns. Decoding may be conceptualised broadly as a means of
describing statistical dependency between observed activation patterns and known information
(Kriegeskorte & Kievit, 2013). Known information might refer to broad stimulus categories (e.g.,
in the case of a binary classifier), variance along a particular stimulus dimension (as in RSA), or
stimulus identity (as in PSA). | will elaborate on the latter two cases in Sections 1.6 and 1.7

respectively.

From a decoding perspective, the benefits of examining activation patterns (as opposed
to activation levels in individual voxels) are twofold. First, the distributed pattern of activation
elicited by a particular condition or stimulus often contains information that is unique to that
condition and, in turn, discriminable from activity elicited by other conditions (M. Peelen &
Downing, 2022). This has led to the finding that neural responses are distributed across relatively
large, often overlapping areas of cortex (Haxby et al., 2001)—contrary to the modular view
provided by univariate analyses that specific patches of cortex are dedicated to processing
specific types of stimuli (e.g., Kanwisher et al., 1997). A second benefit is that individual stimuli
can often be differentiated from one another based on the unique patterns of activation that
they elicit, regardless of the stimulus class or experimental condition to which they belong. For
example, a number of studies have shown that images of unique objects elicit discriminable
patterns of activation in ventral temporal cortex (e.g., see Grill-Spector & Weiner, 2014 for

review), indicating that this area processes visual information in an object-specific manner.

An important concept for any application of MVPA is that pairs of activation patterns can
be quantitatively compared. Activation patterns may be represented mathematically as pattern
vectors—that is, numerical sequences of length N where N is the number of voxels from which

the pattern was extracted, and each value in the sequence describes the activation level in the
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corresponding voxel. This framework makes pairwise comparisons of activation patterns
mathematically trivial, provided that both patterns are derived from an equal number of voxels.
Different approaches to comparing patterns may use measures of similarity or dissimilarity.
Measures of pattern similarity quantify the degree to which pairs of patterns are alike; for
example, based on their Pearson correlation. By contrast, measures of dissimilarity quantify the
degree to which patterns are different (e.g., correlation distance; 1 — Pearson correlation).
Measures of similarity and dissimilarity form the basis of many decoding-based applications of

MVPA. Two such applications are RSA and PSA, discussed below.

1.6. Representational Similarity Analysis (RSA)

RSA is a method which enables quantitative comparison of stimulus-specific information
garnered from different types of measurement, including measures of neural activity patterns
(e.g., from fMRI), measures along a particular stimulus dimension, or formal computational
models (Kriegeskorte et al., 2008). Central to RSA is the representational dissimilarity matrix
(RDM), which is a matrix comprising pairwise dissimilarity values for a given set of stimuli. An
RDM may be derived from any of the types of measurement listed above. Here | will focus on

measures of stimulus properties as these are relevant to the analyses undertaken in Chapter 3.

Any stimulus can be represented in multiple dimensions. For example, a printed word
may be described in terms of its visual properties, its meaning (semantics), or the sound of it
being spoken (phonology). Assuming that one has a meaningful way of quantifying the
(dis)similarity between items with respect to these properties, one can build a corresponding
RDM based on dissimilarity values between each pair of stimuli; one can therefore construct
separate RDMs to represent visual properties, semantic properties, and so on. RDMs are said to
characterise the representational geometry of a stimulus set—that is, a model of the information
content that is based on relationships between stimuli, according to the measure being examined

(Kriegeskorte & Kievit, 2013).

The value of representing information content in this way is that it provides a valid means

of assessing correspondence (i.e., representational similarity) between different sources
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(Kriegeskorte et al., 2008). For example, one might assess how well neural activity patternsin a
specific path of cortex reflect visual information by simply correlating a neural RDM (derived from
fMRI data) with a visual RDM (derived from pixel-wise RGB values) (Kriegeskorte & Kievit, 2013)
or by implementing a general linear model that includes a neural RDM as the dependent variable
and a visual RDM as a regressor (Oosterhof et al., 2016). RSA therefore allows us to decode
different kinds of information—such as information about specific stimulus properties—in neural
activation patterns. Within this framework, it is useful to describe RDMs that reflect specific
stimulus properties as hypothesis models. One might hypothesise that visual information will be
decodable in a particular brain area (e.g., primary visual cortex); a visual RDM would therefore
represent a formal—and testable—model of one’s prediction about the information content of

neural activity patterns in the area in question.

Much prior work has used RSA to explore the decodability of various types of information
in neural data. For example, low-level visual information has been decoded from activity elicited
in early visual cortex when viewing complex pictures or words (e.g., when visual information is
defined by binary silhouette models; Devereux et al., 2013; Kriegeskorte et al., 2008). Semantic
information, such as animal or object category distinctions, has been decoded in ventral temporal
cortices (Borghesani et al., 2016; Devereux et al., 2013; Nastase et al., 2017; Tong et al., 2022;
Wang et al., 2018); while phonological and orthographic information have both been decoded in
the left fusiform gyrus (Fischer-Baum et al., 2018; Li et al., 2022; Qu et al., 2022; Zhao et al., 2017),
which notably houses the visual word-form area (VWFA), thought to play a critical role in reading

(see Dehaene & Cohen, 2011 for review).

Overall, RSA is a powerful tool that allows us to decode different kinds of information
from neural activity patterns. The value of RSA in the context of this dissertation is that it can be
used to compare the decodability of specific types of information that are relevant to word
reading (e.g., phonology, semantics, etc.) between different tasks, such as reading aloud and

reading silently. Such task-related differences in decodability will form the basis of Chapter 3.
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1.7. Pattern Similarity Analysis (PSA)

In contrast to RSA, which is concerned with mutual information between different sources
(e.g., stimulus properties and fMRI response patterns), PSA is directly concerned with
relationships between pairs of neural activation patterns. As an aside, the distinction between
these two terms is not always clear in MVPA literature—for example, applications of PSA (as
conceptualised here) are sometimes labelled as RSA. For convenience | use RSA to describe the
process of comparing neural data with a given hypothesis model(s), as described in the previous
section. By contrast, | consider PSA to encompass simple comparisons between pairs of activation
patterns, as described below. Many studies employing PSA have focussed on episodic memory;

as such, the following description of PSA is framed in terms of this research area.

As outlined in Section 1.5, the similarity of two neural pattern vectors (i.e., neural
responses from a set of voxels) may be quantified by their Pearson correlation. This simple
principle has been leveraged to great effect in research examining neural correlates of episodic
memory. Such research has identified two distinct processes that are relevant to episodic

encoding and retrieval: neural pattern reactivation and neural pattern transformation.

1.7.1. Neural Pattern Reactivation

Neural pattern reactivation refers to recapitulation of cortical states across multiple
presentations of the same item. | use the term item here instead of stimulus, because the same
item may be represented in different stimulus formats (a printed word, a picture, etc.) across
repetitions. A robust finding in MVPA studies is that pairs of responses elicited by the same item
are more similar than pairs elicited by different items (Favila et al., 2018; Hasinski & Sederberg,
2016; Kuhl & Chun, 2014; Long & Kuhl, 2021; Ritchey et al., 2013; Xiao et al., 2017; Xue et al.,
2010, 2013; Zeithamova et al., 2017). In such cases, we can say that item identity is decodable in
the observed activation patterns, because the relationships between different patterns can be
differentiated by (i.e., are statistically dependent upon) known information—that is, the identity
of the eliciting stimulus. The decodability of item identity is thought to be relevant to encoding

and retrieval because it often tracks with subsequent memory success. That is, the fidelity of
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responses to a unique study item, either across encoding episodes (Hasinski & Sederberg, 2016;
Xue et al., 2010, 2013; Zeithamova et al., 2017), or between encoding and retrieval (Davis et al.,
2014; Ritchey et al., 2013) is often higher for subsequently remembered items compared to
forgotten items. Similar memory-dependent reactivation effects have been reported from
experiments where participants study stimulus pairs (picture-picture or picture-word pairings)
during encoding, and later are presented with a single item and must retrieve its paired associate
(Favila et al., 2018; Jonker et al., 2018; Kuhl et al., 2013; Kuhl & Chun, 2014; Staresina et al., 2012;
Tompary et al., 2016; Trelle et al., 2019; Wing et al., 2015).

We can, to some extent, make inferences about the information content of these
reactivated patterns based on known functional properties of cortical areas in which reactivation
is observed. Reactivation in ventral and lateral temperooccipital cortices (Danker et al., 2017;
Hasinski & Sederberg, 2016; Long & Kuhl, 2021; Ritchey et al., 2013; Wing et al., 2015; Xue et al.,
2010; Zeithamova et al., 2017) may reflect reinstatement of visual perceptual processes, as both
of these areas have long been associated with visual object recognition (e.g., Goodale & Milner,
1992; Grill-Spector et al., 2001; M. V. Peelen & Downing, 2017). By contrast, reactivation in
frontoparietal (Kuhl & Chun, 2014; Xiao et al., 2017; Xue et al., 2010, 2013; Zeithamova et al.,
2017) and medial temporal (Davis et al., 2014; Staresina et al., 2012; Tompary et al., 2016) areas
may reflect amodal (i.e., perceptually invariant) processing demands that were present during
encoding. Medial temporal lobe structures (particularly the hippocampus) have long been
understood as essential for successful episodic encoding (e.g., Squire, 2009), while frontoparietal
cortices have been implicated in higher-level executive processes relevant to encoding and
retrieval (Ciaramelli et al., 2008). That being said, some studies have revealed that visual category
information can be decoded from activity patterns in frontoparietal regions (e.g., Kuhl et al.,
2013; Long & Kuhl, 2021; Zeithamova et al., 2017), indicating that these areas may represent

specific mnemonic content.

Overall, reactivation has been revealed as a robust neural substrate of successful
remembering. This observation is consistent with the view that successful remembering should,
at least to some extent, entail reinstatement of cognitive operations (and their underlying neural

states) that were elicited during encoding.
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1.7.2. Neural Pattern Transformation

In contrast to reactivation, neural pattern transformation refers to systematic alteration
of activation patterns (Favila et al., 2020; Xue, 2022). Transformation has been operationalised
in a few different ways, but all broadly describe changes in decodability (of both item identity
and stimulus properties) between encoding and retrieval. On the one hand, transformation may
be captured as a shift in the spatial position of encoded information. Xiao et al. (2017) and Favila
et al. (2018) both report that during encoding, item identity was decodable in ventral visual areas
but not (or was markedly less so) in frontoparietal areas; during retrieval, however, these effects
was reversed such that item identity was more decodable in frontoparietal areas. Favila et al.
(2018) additionally reported that the decodability of stimulus colour and taxonomic class
(properties that were both dissociable from item identity) was similar in ventral visual areas
across encoding and retrieval, but was significantly higher during retrieval (compared to
encoding) in lateral parietal cortices. These findings suggest that stimulus information, initially
encoded in ventral visual areas, may be reinstated in frontoparietal areas during retrieval.
Moreover, Xiao et al. (2017) reported that the representational geometry elicited in ventral visual
cortex during encoding was significantly correlated with that of frontoparietal areas during
retrieval, thus providing an explicit link between encoded information in one area with retrieved

information in another.

Transformation may also be captured as a systematic change in decodability within one
or more discrete region(s), without necessarily invoking corresponding changes in other regions.
Importantly, in order to be considered systematic, such within-region transformation should not
reflect mere a weakening of response patterns or an increase in noise between encoding and
retrieval (either of which would result in decreased decodability). The findings of Xiao et al. (2017)
and Favila et al. (2018) arguably provide examples of such within-region transformation: in both
cases, stimulus information was more decodable in frontoparietal cortices during retrieval
compared to encoding, suggesting a systematic change in how stimuli were represented in those
areas. Furthermore, within-region transformation was explicitly demonstrated by Chen et al.

(2017) using a novel between-subjects analysis. Chen et al. (2017) had participants watch
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(encode) and later recall information about a movie, and examined activation patterns elicited
by discrete scenes during both tasks. These authors correlated activation patterns for the same
scenes across participants: correlations were performed either between encoding and recall
patterns (encoding-recall correlations) or between recall patterns (recall-recall correlations). In a
number of areas, notably including frontal and parietal cortices, recall-recall correlations were
significantly higher than encoding-recall correlations, suggesting that neural responses to scenes
changed systematically between encoding and retrieval. As before, these changes could not
reflect mere weakening of encoded patterns, because item-specific information was robustly
decodable during recall. This within-region approach to characterising transformation is

particularly relevant to my dissertation because it is the approach that | will adopt in Chapter 4.

It has been suggested that neural pattern transformation (either within or across regions)
reflects systematic reorganisation of encoded information, perhaps as part of the encoding
process and/or to meet specific cognitive demands involved in retrieval (Favila et al., 2020; Xue,
2022; see Section 1.8 for a discussion of task-dependent transformation). Such reorganisation
might entail semanticization of encoded perceptual information - that is, an emphasis on
semantic features of the encoded event, as opposed to low-level sensory properties. In support
of this, some electrophysiology (i/EEG)-based work has linked neural transformation to a shift
from perceptual to semantic decodability between encoding and retrieval. Linde-Domingo et al.
(2019) report that neural responses to presented images of objects could be classified based on
perceptual stimulus distinctions (grayscale vs colour) earlier in time after stimulus presentation
compared to semantic distinctions (animate vs inanimate) during encoding; this effect was
reversed during retrieval. Moreover, an RSA by Liu et al. (2021) revealed that successful retrieval
of word-picture pairs was associated with greater semantic, relative to perceptual, decodability
during encoding. Both of these studies provide evidence that encoding and retrieval are

associated with differential decodability of perceptual versus semantic information.

Unlike research surrounding reactivation, few studies (to my knowledge) have explicitly
linked transformation effects to behavioural retrieval success. However, two data points stand
out. First, there is Liu and colleagues’ (2021) observation that subsequently remembered items

were associated with greater decodability of semantic information. Moreover, Chen et al. (2017)
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reported that the magnitude of event-specific transformation in medial parietal cortex was
significantly correlated with the number of participants who successfully remembered that event
(see J. Chen et al., 2017, Supplementary Figure 9). These findings, together with the general
observation that transformation effects are often identified between encoding and retrieval,
suggest that neural pattern transformation represents an important component of successful
remembering. While still a relatively new area of research, transformation as a component of
retrieval is consistent with the traditional view of remembering as a reconstructive (rather than

reproductive) act (Schacter et al., 1998).

1.8. Task Dependent Decodability

An important finding from both RSA and PSA studies is that the decodability of
information from activation patterns is often dependent on participants’ internal cognitive state,
which often varies systematically according to task-related cognition or response goals. This
concept is relevant to my dissertation, which aims to investigate differences in decodability
between aloud and silent reading. A convenient framework for understanding such task-based
effects is that of embodied and grounded cognition. Proponents of this framework argue that
our internal cognitive states, and in turn the neural substrates of those states, are influenced (if
not determined) by the manner in which we receive input from and interact with our
environment (Matheson & Barsalou, 2018). A natural prediction of this perspective is that the
decodability of information in neural responses, elicited by a given task, will be driven in large
part by an individual’s experience of that task—both in terms of explicit sensory input and top-
down, goal-directed cognition. Accordingly, any hypotheses that we make about neural states

(e.g., during aloud versus silent reading) should take such experiential processing into account.

An excellent example of how task-related cognition can affect decodability in RSA comes
from Nastase et al. (2017). These authors presented participants with video clips of animals
behaving in their natural environment, and participants were instructed to make decisions
concerning either the animals’ taxonomy or their behaviour. When attending to taxonomy,

participants’ responses in ventral temporal cortex showed a higher correlation with a
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taxonomically-defined hypothesis model than with a behavioural model; when attending to
behaviour, however, this effect was reversed within the same brain region. Similar effects have
been reported in RSA studies of single word reading, which have revealed task-dependent
variability in taxonomic versus contextual decodability in VWFA (Wang et al., 2018), as well
variable phonological and orthographic decodability when reading aloud versus a perceptual
judgement task (Qu et al., 2022). These findings indicate that goal-directed cognitive states may

modulate the decodability of particular stimulus features.

Neural reactivation is also task-dependent. Of particular interest here are studies in which
participants study arbitrary word-picture pairs and are then instructed to recall the picture when
cued with its paired word. Such studies often report decodability of (picture-specific) object
identity information in lateral/ventral visual and lateral frontoparietal areas—which are notably
associated with object-specific visual processing (see end of Section 1.7.1)—during retrieval
(Favila et al., 2018; Jonker et al., 2018; Kuhl et al., 2013; Kuhl & Chun, 2014; Staresina et al., 2012;
Tompary et al., 2016; Trelle et al.,, 2019; Wing et al., 2015). The fact that object identity
information is still detectable in these areas during retrieval, despite the pictures depicting those
objects being perceptually absent, indicates that successful retrieval entails reinstatement of
processes that were present during encoding. Stated differently, one’s memory for presented
objects appears to be grounded in the perceptual experiences through which those objects were

encoded.

With respect to neural transformation, the demands imposed by a particular retrieval task
may necessitate reorganisation of the encoded information in a manner that best suits that task.
This principle was demonstrated by Favila et al. (2018; Experiment 2), who reported variable
decodability of stimulus colour or taxonomic class in lateral parietal cortex when participants
were instructed to emphasise each of these respective features during retrieval. This finding
demonstrates a direct relationship between top-down retrieval goals and the decodability of
perceptual information. Moreover, one might consider encoding and retrieval to involve
different goals generally (perception versus mental reconstruction), which may account for the
emergence of object identity or perceptual information in different cortical areas during

encoding versus retrieval (J. Chen et al., 2017; Favila et al., 2018; Xiao et al., 2017).
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In summary, the decodability of information as revealed by RSA and PSA is dependent on
both perceptual experiences and goal-directed cognition. This is relevant to my dissertation
because, as | will argue throughout, aloud and silent reading represent fundamentally different
perceptual and cognitive states. Therefore, it is entirely possible that the production effect—
defined as a contrast between these tasks—may entail differential decodability of perceptual

and/or cognitively relevant information.

1.9. Goals Of The Current Work

As stated earlier, the overall goal of this dissertation is to examine neural correlates of
the production effect. Below | outline specific research questions that will be empirically tested
in Chapters 2, 3, and 4. These research questions are naturally driven by theoretical accounts
presented in Section 1.2.1. To be clear, it is not my intention to explicitly test or evaluate these
accounts; rather, | consider them useful for making predictions and inferences about observed

results.

In Chapter 2 | aim to identify brain areas that broadly contribute to the production
effect—that is, areas which show effects common to all stimuli in the aloud reading condition
versus silent reading. fMRI analyses will entail univariate contrasts between words that were read
aloud versus silently, during a study phase (encoding) and test phase (retrieval). Based on the
view that reading aloud entails rich sensorimotor and auditory experiences, and that these
experiences facilitate later retrieval, reading aloud should elicit more activation (relative to silent
reading) in areas governing those processes during study and test. Alternatively, aloud reading
may be associated with greater activation in hubs for semantic (e.g., ventral temporal) or

attentional (e.g., frontoparietal) processes.

In Chapter 3 | will use RSA to examine the decodability of different kinds of information
(that are relevant to single word reading) during aloud versus silent reading. Aloud and silent
reading entail different response goals, sensory experiences, and (perhaps) semantic and
attentional processes. Therefore, these two tasks arguably reflect fundamentally different

perceptual and cognitive states. Based on this reasoning, they may entail differential decodability
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of different kinds of information (visual, orthographic, phonological, etc.) during encoding. | will
apply RSA to fMRI data acquired while participants read single words either aloud or silently, with
a view to ascertain which (if any) types of information are more decodable during aloud versus

silent reading.

In Chapter 4 | will use PSA to examine relative contributions of neural reactivation and
transformation to successful recognition of words that were previously read aloud or silently. |
will compute behaviourally-relevant (that is, contrasts of remembered and forgotten items)
measures of reactivation and transformation, based on the similarity or divergence of activation
patterns between encoding and retrieval. Both processes are arguably compatible with
theoretical accounts of the production effect. For example, a role distinctiveness during retrieval
might manifest as reactivation in sensorimotor cortices; alternatively, evaluative recognition
judgements (e.g., “do | remember reading this word aloud?”) may entail transformation of
encoded perceptual information. Regardless, differential contributions of either process for

aloud versus silent words would signal a meaningful neural substrate of the production effect.
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CHAPTER 2. NEURAL CORRELATES OF THE PRODUCTION EFFECT: AN FMRI STUDY

2.1. Publication Information

Bailey, L. M., Bodner, G. E., Matheson, H. E., Stewart, B. M., Roddick, K., O’Neil, K., Simmons, M.,
Lambert, A. M., Krigolson, O. E., Newman, A. J., & Fawcett, J. M. (2021). Neural correlates of the
production effect: An fMRI study. Brain and Cognition, 152, 105757.
https://doi.org/10.1016/j.bandc.2021.1057573

2.2. Abstract

Recognition memory is improved for items produced at study (e.g., by reading them aloud)
relative to a non-produced control condition (e.g., silent reading). This production effect is
typically attributed to the extra elements in the production task (e.g., motor activation, auditory
perception) enhancing item distinctiveness. To evaluate this claim, the present study examined
the neural mechanisms underlying the production effect. Prior to a recognition memory test,
different words within a study list were either read aloud, silently, or while saying “check” (as a
sensorimotor control condition). Production improved recognition, and aloud words vyielded
higher rates of both recollection and familiarity judgments than either silent or control words.
During encoding, fMRI revealed stronger activation in regions associated with motor,
somatosensory and auditory processing for aloud items than for either silent or control items.
These activations were predictive of recollective success for aloud items at test. Together, our
findings are compatible with a distinctiveness-based account of the production effect, while also
pointing to the possible role of other processing differences during the aloud trials.

2.3. Statement of Student Contributions To Manuscript

My contributions to this chapter included writing the published manuscript (I fully revised an
earlier unpublished draft), data curation, fMRI data analysis and interpretation, and creation of
tables and figures. The only major element of this manuscript that | did not contribute was
behavioural data analysis (performed by one of my co-authors, Jonathan Fawcett).

3 This manuscript has been reformatted for integration into this thesis: page and section numbers are not
as they appear in the published manuscript. An additional section (“Additional contrasts — results & discussion”) has
been added to the supplementary materials that were originally published alongside the article.
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ABSTRACT

Recognition memory is improved for items produced at study (e.g., by reading them aloud) relative to a non-
produced control condition (e.g., silent reading). This production effect is typically attributed to the extra ele-
ments in the production task (e.g., motor activation, auditory perception) enhancing item distinctiveness. To
evaluate this claim, the present study examined the neural mechanisms underlying the production effect. Prior to
a recognition memory test, different words within a study list were read either aloud, silently, or while saying
“check” (as a sensorimotor control condition). Production improved recognition, and aloud words yielded higher
rates of both recollection and familiarity judgments than either silent or control words. During encoding, fMRI
revealed stronger activation in regions associated with motor, somatosensory, and auditory processing for aloud
items than for either silent or control items. These activations were predictive of recollective success for aloud
items at test. Together, our findings are compatible with a distinctiveness-based account of the production effect,
while also pointing to the possible role of other processing differences during the aloud trials as compared to

silent and control.

Introduction

A central issue in memory research is understanding how encoding
strategies influence subsequent retention. An encoding strategy that has
shown great promise for improving memory is the simple act of reading
items aloud rather than silently. The memory advantage for reading
aloud has recently been termed the “production effect” (MacLeod,
Gopie, Hourihan, Neary, & Ozubko, 2010; see also MacLeod & Bodner,
2017), and this advantage has been found for variants of production
including mouthing, typing, writing, and spelling (e.g., Fawcett, Quin-
lan, & Taylor, 2012; Forrin, MacLeod, & Ozubko, 2012; MacLeod et al.,
2010), singing (Quinlan & Taylor, 2013; Hassall, Quinlan, Turk, Taylor,
& Krigolson, 2016), and even drawing (Wammes, Meade, & Fernandes,
2016). The production effect often scales up with the complexity of the
productive act (e.g., Fawcett et al., 2012; Forrin et al., 2012; Quinlan &
Taylor, 2013). Further, an influence of production is seen on various

* Corresponding author.
E-mail address: jfawcett@mun.ca (J.M. Fawcett).

https://doi.org/10.1016/j.bandc.2021.105757

tests of explicit long-term memory including recognition and recall (e.g.,
Conway & Gathercole, 1987; Fawcett et al., 2012; Lin & MacLeod,
2012), but not on tests of implicit memory (MacLeod et al., 2010). This
effect is typically larger when manipulated within-subjects as opposed to
between-subjects (Bodner, Taikh, & Fawcett, 2014; Fawcett, 2013;
Fawcett & Ozubko, 2016), suggesting that context modulates its influ-
ence (MacLeod et al., 2010; Ozubko, Gopie, & MacLeod, 2012).

The production effect has most often been attributed to production
enhancing the distinctiveness of items in memory (e.g., Conway &
Gathercole, 1987; Dodson & Schacter, 2001; MacLeod et al., 2010). Si-
lent reading invokes both orthographic (visual) and semantic (meaning)
processing but reading aloud necessitates additional productive ele-
ments — including engagement of the articulatory-motor system fol-
lowed by auditory perception of the spoken item. The production record
laid down at encoding thus includes these additional elements (Fawcett,
2013), which can later serve to help retrieve items from memory.
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By one version of a distinctiveness account, participants employ a
distinctiveness heuristic at test (Dodson & Schacter, 2001; MacLeod
et al.,, 2010) whereby access to the production record is used to
discriminate studied from non-studied items (“If I can recollect saying it
aloud at study, it was studied”). Although participants often report using
this strategy (Fawcett & Ozubko, 2016), recent computational modeling
of the production effect suggests that use of the production record need
not be intentional/conscious (Jamieson, Mewhort, & Hockley, 2016).
Instead, Jamieson et al. suggest that a distinctiveness account of the
production effect may reflect intrinsic retrieval dynamics favouring re-
covery of items containing discriminative features.

Initial failures to observe a between-subjects production effect were
taken as important evidence in favour of a distinctiveness account (e.g.,
MacLeod et al., 2010; Ozubko et al., 2012). To the extent that items are
thought to be “distinctive” only in relation to other “non-distinctive”
items from the same list (Hunt, 2006), a relative distinctiveness account
predicts a production effect in within-subject designs but not in
between-subject designs where there is no “backdrop” of non-produced
items against which produced items stand out. However, meta-analyses
and subsequent experiments have revealed a between-subject produc-
tion effect in recognition memory (e.g., Bodner et al., 2014; Fawcett,
2013; Fawcett, Baldwin, Drakes, & Willoughby, submitted for publica-
tion; Forrin & MacLeod, 2016). Furthermore, Fawcett and Ozubko
(2016) showed that the within-subject production effect reflects an in-
crease in both familiarity (i.e., a sense of “knowing” that the item had
been studied) and recollection (i.e., the ability to re-experience the
episode in which the item had been studied) for produced items. In
contrast, the between-subject production effect reflects only an increase
in familiarity. These findings are difficult to explain with reference to
distinctiveness alone and suggest that additional factors may contribute
to the within-subject effect (Fawcett & Ozubko, 2016). For example,
participants self-report paying more attention to the aloud items in post-
experimental questionnaires (Fawcett & Ozubko, 2016) and are less
likely to mind-wander when reading aloud than reading silently (Varao
Sousa, Carriere, & Smilek, 2013).

The neural basis of speech production and human memory

The present study is the first to use functional magnetic resonance
imaging (fMRI) to isolate the brain regions and processes contributing to
the read-aloud version of the production effect. To inform this work, we
first summarize research characterizing the neural networks involved in
the processes invoked during a production task, including single-word
speech production and memory retention.

Neuroimaging work in the area of speech production has implicated
a left-lateralized network including the inferior frontal gyrus (IFG),
middle frontal gyrus (MFG), superior frontal gyrus (SFG)—especially in
the supplementary motor area (SMA), anterior cingulate cortex (ACC),
insula, intra-parietal sulcus (IPS) and adjacent superior parietal lobule
(SPL), angular gyrus (AG), and occipito-temporal cortex (including the
fusiform, inferior occipital, middle occipital, and inferior temporal gyri;
for meta-analyses, see Martin, Schurz, Kronbichler, & Richlan, 2015;
Taylor, Rastle, & Davis, 2013; Vigneau et al., 2006; Vigneau et al., 2011;
Wagner, Sebastian, Lieb, Tuscher, & Tadic, 2014). Subcortical regions
have beensimilarly implicated, including the caudate nucleus, putamen,
and thalamus. Right hemisphere brain regions are also consistently
activated — albeit on a more restricted basis — including the IFG, pre-
central gyrus (premotor cortex), middle temporal gyrus, and inferior
parietal lobe.

Beyond production itself, participants also maintain — and further
process — studied items in working memory (WM). Meta-analyses of
studies involving such processes highlight a network of regions pri-
marily infrontal and parietal cortices (Nee et al., 2012; Owen, McMillan,
Laird, & Bullmore, 2005; Rottschy et al., 2012). Greatest convergence is
observed in the superior frontal sulcus (separating the SFG and MFG)
and superior parietal lobule, regions that relate most strongly to
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executive function. Additional regions implicated include the IFG and
MFG (associated with maintenance of verbal information, and selection
of information), ACC (e.g., task switching), and inferior parietal lobe
(directing attention between items; Nee et al., 2012; Owen et al., 2005;
Rottschy et al., 2012).

Work on longer-term memory representations has often focused on
the medial temporal lobe (MTL), encompassing the perirhinal cortex,
parahippocampal cortex, entorhinal cortex, and hippocampus. Activa-
tion levels in the hippocampus, left IFG/MFG, bilateral regions of pre-
motor cortex, IPS/SPL, fusiform cortex, and hippocampus have been
identified as predictive of later memory performance (Kim, 2011). Tasks
involving item-specific encoding were associated with stronger activa-
tion of posterior IFG/MFG and premotor cortex, and the IPS/SPL. In
contrast, associative encoding (i.e., memory for items in relation to one
another) was more strongly related to activity in anterior IFG/frontal
pole, insula, and hippocampal regions. Premotor and posterior parietal
activation may relate to increased attention to individual items during
such tasks (Kim, 2011), in line with the suggestion that parietal regions
act as an “attentional circuit-breaker” that re-orients attention to rele-
vant stimuli (Astafiev, Shulman, & Corbetta, 2006; Corbetta & Shulman,
2002; Vilberg & Rugg, 2008).

Recent work has highlighted the contrast between inferior and su-
perior parietal regions in memory retrieval. For example, the Attention
to Memory (AtoM) model (Ciaramelli, Grady, & Moscovitch, 2008)
draws analogies between (1) bottom-up, alerting processes in attention
and attentional capture by retrieved memory items, supported by the
inferior parietal lobe (IPL); and (2) the SPL’s involvement in top-down
strategic orienting of attention and more effortful memory retrieval (e.
g., of low-confidence items). A more recent model (Sestieri, Shulman, &
Corbetta, 2017) takes a slightly different view, associating the SPL/IPS
region with maintenance and attentional selection of task-relevant in-
formation retrieved from memory, and the IPL (primarily AG) region
with recollecting specific details of an event or other retrieved
information.

In addition to areas involved in encoding and retrieval generally, a
popular view holds that successful retrieval should involve at least
partial reinstatement (or recapitulation) of neural states that were pre-
sent at encoding. Indeed there is evidence that activation during
retrieval often reflects task-specific activation that was present during
encoding. For example, a number of studies have shown that items
studied alongside visual scenes, sounds, or scents during encoding
differentially elicit greater levels of activation in visual association
cortex, auditory association cortex, and olfactory cortices respectively
during both encoding and test (e.g. Gottfried, Smith, Rugg, & Dolan,
2004; Vaidya, Zhao, Desmond, & Gabrieli, 2002; Wheeler, Petersen, &
Buckner, 2000; see Danker & Anderson, 2010 for a review). More work
advanced this area using multivoxel pattern analyses (MVPA), which
permits examination of item-specific patterns of neural activation eli-
cited by unique study items. In brief, a number of studies have shown
that item-specific activity patterns elicited during encoding are often
reinstated during successful recollection of those items, both with
respect to task-relevant cortical activation (e.g. Ritchey, Wing, LaBar, &
Cabeza, 2013; Wing, Ritchey & Cabeza, 2017) and activation in MTL
structures (e.g. Danker, Tompary, & Davachi, 2017; Schultz et al., 2019;
Staresina et al., 2012).

The present study

Participants studied a list of words, presented one at a time, in an
event-related fMRI experiment. A cue indicated whether the word was to
be read aloud, silently, or while saying aloud a control word (“check”).
This control condition provided an estimate of baseline brain activation
associated with articulating and hearing oneself produce a single word
— but in a non-distinctive (i.e., non-item-specific) way. A similar
manipulation was used by MacLeod et al. (2010), who showed that
responding aloud with the same word (“yes” in that study) did not elicit
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a production effect; hence, we did not expect our control condition to
confer a memory benefit. After the study phase, participants completed a
recognition test.

This design permitted a preliminary neuroimaging investigation into
the mechanisms that underlie the production effect. Because
distinctiveness-based accounts emphasize the additional sensorimotor
processing of produced items (e.g., motor articulation), we expected
stronger activation during encoding in both motor cortex (central sul-
cus/precentral gyrus) and auditory cortex (superior temporal gyrus) in
the aloud condition than in the silent and control conditions. Presuming
this information was used heuristically at test, activation in these re-
gions was expected to correlate with the magnitude of the recollective
component of the behavioural production effect. If participants differ-
entially attended to the aloud items, stronger activation might also be
expected for aloud items in areas associated with attention at encoding,
such as the premotor and posterior parietal cortices (Kim, 2011). Insofar
as manipulations of attention are most strongly associated with changes
in recollection, activation in those regions should correlate with the
magnitude of the production effect on recollection. Finally, participants
might also demonstrate enhancement to other forms of encoding, such
as semantic elaboration, resulting in greater activation of frontal or
anterior superior temporal regions (e.g., Weber, Lau, Stillerman, &
Kuperberg, 2016).

While our primary interest was in comparisons between conditions,
we also examined item-specific patterns of neural activation with MVPA.
One useful method of MVPA is representational similarity analysis (RSA;
Kriegeskorte, Mur, & Bandettini, 2008), which allows researchers to
explore correspondence between item-specific neural activation and
computational models that convey information about particular prop-
erties of experimental stimuli (for example, properties such as
phonology, orthography, or semantic content). In the context of the
current investigation, we reasoned that if produced items are indeed
encoded more distinctively—owing to richer sensorimotor proc-
essing—then speaking words aloud ought to elicit more distinctive (i.e.,
dissimilar) activation patterns in sensorimotor regions, compared to
reading them silently or saying “check” in response to every word.
Moreover, activation patterns for produced items should better reflect
the phonological properties of to-be-remembered words, given that
phonology should approximately reflect sensory and motor information
obtained through articulation. This claim would be evidenced by higher
correspondence between neural data for produced items and a phono-
logical model, compared to silent or control items.

Our primary interest was in brain activity during encoding, since the
production effect is defined by how items are encoded. However, we also
examined activity during the recognition test. To the extent that
retrieval recapitulates encoding processes, similar regions may be
recruited across study and test. In particular, if production results in
relatively more elaborate memory representations, then we might see
more activation in sensorimotor areas for aloud items at test. Models of
the role of the parietal lobe in memory retrieval predict greater activa-
tion of the IPL for aloud items because they contain additional episodic
details not present for items in the other two conditions.

Method

Subjects

Thirty-two healthy, English-speaking young adults (convenience
sample; 20 females, 12 males; 20-32 years of age; M = 24.1 years) were
recruited through on-campus advertising in exchange for $30 and an
image of their brain. Previous work on the production effect has indi-
cated that within-subjects designs typically elicit effect sizes of
approximately Hedges g = 0.6 (Fawcett & Ozubko, 2016). A power
analysis (implemented in R using the pwr package; Champely, 2020)
indicated that a sample size of 26 (see below) had 80% power to detect a
minimum effect size of 0.57. As such, our sample size was sufficient to
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detect the behavioural production effect. In the absence of prior pub-
lished fMRI studies on this phenomenon, we assumed that the sample
size appropriate for detecting the behavioural effect would be sufficient
to identify an associated fMRI effect; as well, this number is consistent
with typical sample sizes in fMRI studies published in recent years
(Szucs & Ioannidis, 2020).

All participants were right-handed (Oldfield, 1971), with normal or
corrected-to-normal vision, and reported no history of neurological
conditions, attentional or language difficulties, current use of psychi-
atric medications, or contraindications to MRI scanning. The study was
approved by the Dalhousie University Research Ethics Board. Partici-
pants provided informed consent according to the Declaration of Hel-
sinki. Behavioural responses were not recorded for 4 subjects due to the
response box malfunctioning; they were excluded from all behavioural
and fMRI analyses. Two additional participants were excluded for
appearing to confuse “know” and “no” responses at test (see Stimulus
and Apparatus), or for not using each response category at least once.
Thus, data from 26 participants were analyzed.

Stimuli and apparatus

Stimuli were presented using a custom script built in PsychoPy2
1.84.2 (Peirce, 2009). The words were 120 nouns from MacDonald and
MacLeod (1998), 5 letters to 10 letters in length, with frequencies
greater than 30 per million (Thorndike & Lorge, 1944). For each subject,
the script randomly assigned each word to one of four lists (30 words
each), corresponding to the four experimental conditions (read aloud,
read silently, sensorimotor control, and foils).

All words were presented in white, lowercase Courier size 20 font
against a black background measuring 330 x 100 pixels superimposed
in the centre of a complex visual scene that covered the remainder of the
screen to reduce between-trial boredom. Study phase encoding in-
structions were provided using icons of a mouth (aloud condition), an
eye (silent condition), or a check mark (sensorimotor control condition).
These icons each measured 150 x 150 pixels, and were presented at the
centre of the screen. All stimuli were presented on an LCD projector that
was focused on a Mylar screen positioned in the bore behind the par-
ticipants, viewed via an angled mirror. Throughout the test phase,
participant responses were recorded by a fiber optic response pad
(Current Designs Inc., Philadelphia, PA), using three buttons which were
pressed by the index, middle, and ring fingers of one hand determined at
random. Response hand was randomly determined for each subject to
mitigate lateralized sensorimotor activation associated with operating
the response box in the group-level contrasts. During the test phase, the
mapping of the recollect, know, and no responses to these buttons was
continuously presented as a reminder on-screen, centered and above the
black background upon which stimulus words were presented.

Procedure

After providing informed consent and passing MRI safety screening,
each participant was positioned in the MRI scanner. A brief scout scan
determined head position, followed by four functional scans, and finally
a structural scan. The study and test phase were both conducted in the
MRI scanner. Each phase was further subdivided into two “runs” cor-
responding to separate fMRI scans, with a brief break in between. The
first run of each phase was preceded by a practice version of the cor-
responding task, containing four replications of each condition. These
practice phases used a unique set of words that did not appear in the
main experimental fMRI runs, but were otherwise similar to their
experimental counterparts.

Study phase

Participants were instructed to remember the studied items for an
unspecified memory test. Each study phase trial began with a 250 ms
fixation cross (“+”) presented in the center of the screen to alert
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participants to a new trial. The icon for that trial was then presented for
1000 ms, after which a word was presented for 2500 ms. During each
study phase run, participants were presented with 15 trials of each
condition (aloud, silent, sensorimotor control), presented in pseudo-
random order. In addition to the 250 ms fixation period between tri-
als, 30 additional “null” events lasting 2200 ms each were interspersed
randomly to facilitate recovery of the event-related BOLD responses to
each condition. These null events consisted of continuous display of the
fixation cross. The placement of these null events, as well as the
sequence of trials for each condition, was determined by the application
optseq2 (Dale, 1999; Dale, Greve, & Burock, 1999) to optimize recovery
of the hemodynamic responses to individual stimuli (i.e., to improve
estimation efficiency). The same trial order and timing were used for all
participants, but the assignment of items to conditions and the order of
specific items were randomized for each participant. Each study phase
run lasted approximately 4 min.

Test phase

Recognition of the study items was tested using the remember-know
recognition paradigm (Tulving, 1985), following a procedure detailed in
Fawecett, Lawrence, and Taylor (2016). For each test item, the partici-
pant indicated whether they could recollect specific detail(s) about their
studying of the item, knew they had studied the item but could not
specifically recollect doing so, or did not recognize the item as one they
had studied. Examples of each response type were provided. It was
emphasized that recollect and know did not reflect differences in con-
fidence, but rather reflected qualitative differences in how participants
experienced their recognition of the items.

Each test phase trial began with a 1000 ms fixation cross (“+7)
presented in the center of the screen to alert participants of a new trial. A
test item was then presented for 3000 ms, during which participants
made their response using one of three buttons on the button box. The
experiment continued after a period of 3000 ms, regardless of response.

During each test phase block, participants were presented with 15
items from each of the conditions used in the study phase (aloud, silent,
sensorimotor control), as well as 15 “foil” items that were not presented
during the study phase (i.e., the ratio of old items to new was 3:1). Each
test phase run lasted approximately 5.5 min. As in the preceding phase,
40 null events (fixation lasting 2200 ms) were interspersed among the
remaining trials according to an optimized sequence generated by opt-
seq2 (Dale, 1999). The same sequence of trial types and timing were used
for all participants, but the order of the words was randomized for each
participant.

MRI data acquisition

MRI scans were acquired on a 1.5 Tesla GE SIGNA LX MRI system
(GE Medical Systems, Waukesha, WI) equipped with an 8 channel head
coil. Each participant completed four functional scans followed by an
anatomical scan. The fMRI scans used a gradient-echo, echo-planar
pulse sequence with TR = 2 s, TE = 25 ms, flip angle = 90 deg, 64 x 64
matrix resulting in 3.75 x 3.75 mm in-plane voxel resolution with 34,
3.7 mm thick axial slices (no gap, interleaved slice acquisition). For each
run, we obtained either 113 or 115 functional volumes (originally we
specified 113 volumes, however after scanning 25 participants we
realized that the response to the last stimulus item might be truncated,
so added an additional two time points) during the study phase; 165
volumes during the test phase. Three additional volumes were acquired
but automatically discarded from the start of every run immediately
following acquisition. The T1-weighted anatomical image was obtained
using a 3D fast spoiled gradient echo sequence (FSPGR BRAVO) with TR
=11.8 ms, TE = 4.69 ms, TI = 450 ms, flip angle = 12 deg, FOV = 202
mm, matrix = 224 x 224, 202 axial slices.
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Behavioral data

Trials that did not contain a response (0.61%) were labelled as
“missed” trials and were removed from analysis. The remaining
behavioural data were analyzed as a function of condition (aloud, silent,
control, foil) using multilevel logistic regression models (Baayen,
Davidson, & Bates, 2008) implemented with the brms package (Biirkner,
2017a, 2017b) in R 3.5.1 (R Core Team, 2016)." These models were fit
using a fully Bayesian approach with weakly informative priors”. Results
are summarized on the back-transformed response (i.e., percentage)
scale rather than the logit scale. Models included random intercepts and
slopes for both subject and item, representing the “maximal” random
structure corresponding to our design (Barr, Levy, Scheepers, & Tily,
2013).

fMRI data

The fMRI data were processed using FEAT (fMRI Expert Analysis
Tool) Version 5.98, part of FSL (FMRIB’s Software Library, www.fmrib.
ox.ac.uk/fs]). To mitigate potential task-related motion artefact
(particularly during the aloud and sensorimotor control conditions, in
which speaking aloud might cause head motion), motion correction
using MCFLIRT (Jenkinson, Bannister, Brady, & Smith, 2002) was
applied; visual inspection of the results was used to exclude any data
where head motion across time points exceeded 2 mm. This resulted in
the removal of 5 runs from further analysis; no more than one run per
participant was removed. Additionally, 4 runs had excessive head
movement only later in the runs, and so were trimmed by removing time
points from the onset of excessive head motion to the end of the run
(anywhere from 50 to 100 time points). Additional preprocessing steps
included: non-brain removal using BET (Smith, 2002); spatial smoothing
using a Gaussian kernel of FWHM 6 mm; grand-mean intensity
normalization of the entire 4D dataset by a single multiplicative factor;
and high pass temporal filtering (Gaussian-weighted least-squares
straight line fitting, with sigma = 50.0 s). Prior to statistical analyses
we excluded all trials that corresponded to an incorrect response at test
from both study- and test-phase fMRI analyses.

Spatial registration and normalization was carried out using FLIRT
(Jenkinson & Smith, 2001; Jenkinson et al., 2002), with each in-
dividual’s EPI volumes registered to their respective high-resolution
structural image (using rigid body transformation), and the high-
resolution structural in turn registered to the MNI152 template using
first linear affine, and then nonlinear methods (the latter implemented
in FNIRT; Andersson et al., 2007a, 2007a). The outputs of first-level
statistical analysis (see next paragraph) were transformed to standard
space using the combined EPI-to-structural and structural-to-MNI152
transforms, and resliced to 2 mm isotropic resolution.

Statistical analyses of the fMRI data proceeded over three levels. The

1 Each model was fit using 10,000 iterations with 5000 warm-up samples;
convergence was verified through visual inspection and using standard
convergence metrics such as R-hat ~ 1 (Gelman & Hill, 2006). There were no
divergent transitions. For more detail see Fawcett and Ozubko (2016) and
Fawcett et al. (2016).

2 For the “old” and independence know data, priors for the intercept (false
alarm rate) and slopes were represented by Normal(-1, 2) and Normal(0, 4),
respectively. Priors for the intercept were broad but acknowledged that false
alarms were likely to be rare (i.e., < 50%); priors for the slopes were effectively
uniform. For the recollect data, priors for the intercept (false alarm rate) and
slopes were represented by Normal(-4, 2) and Normal(0, 4), respectively. These
changes reflected our knowledge that false alarms would be less common for
recollect responses. Priors for the SD of each random effect were represented by
Normal(0, 2) with a regularizing prior on the correlation matrix equivalent to
LKJ(4). All priors are reported on the logit scale. Models fit instead using (less
principled) default priors provided by the brms package produced similar
results.
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first level was performed on each run individually, and involved mul-
tiple linear regression using FSL’s FILM with local autocorrelation
correction (Woolrich, Ripley, Brady, & Smith, 2001). Regressors
included time series for each stimulus type (aloud, silent, sensorimotor
control; foils for test phase runs) convolved with a model of the hemo-
dynamic response (a gamma function), as well as the six parameters
derived from the motion correction step as covariates of no interest. The
regressors of interest were orthogonalized with respect to the motion
parameters to eliminate issues of collinearity. Contrasts of interest
included each condition relative to baseline, as well as the pairwise
contrasts aloud-silent, aloud-control, and control-silent. For the test
phase, we also contrasted each “old” condition (aloud, control, silent)
against the foil items.

The parameter estimates and associated variances from first-level
analyses were combined in the second-level analysis, separately for
each participant and phase (study/test) using fixed-effects linear
regression to estimate the mean effect across runs for each contrast for
each participant.

Finally, the third-level analysis was performed using nonparametric
permutation inference with FSL’s randomise (Winkler, Ridgway,
Webster, Smith, & Nichols, 2014). Correction for multiple comparisons
of the resulting statistical maps was applied using threshold-free cluster
enhancement (Smith & Nichols, 2009) with family-wise error correction
set at p < .05. For between-condition contrasts, the data were masked
during the nonparametric inference procedure to restrict the analyses to
voxels that were significantly (p < 0.05) activated in the nonparametric
analysis of the minuend for that contrast relative to baseline. For
example, the aloud-control contrast was restricted to voxels that were
significant in the aloud-baseline contrast. Tables of the resulting acti-
vations were generated using FSL’s cluster routine to identify clusters of
contiguous voxels (with a minimum spatial extent of 25 adjacent voxels,
to exclude small clusters that were likely spillover from another ROI)
and the location of the peak z score within each cluster, and atlasquery to
identify the anatomical label of the voxel having the peak z value within
each cluster.

We conducted additional analyses in which we correlated fMRI data
from the study phase either with test-phase performance in each con-
dition corrected for false alarms®, or with the behavioural production
effect’. Both behavioural measures were calculated three ways: (1)
overall ‘old’ performance (percentage of items correctly identified as old
at test), (2) ‘independent know’ performance (percentage of old items to
which participants made a ‘know’ response after excluding trials with a
‘recollect’ response), and (3) recollection performance (percentage of
old items to which participants made a ‘recollect’ response). This
resulted in six behavioral scores for each participant: three accuracy
scores and three production effect scores, computed separately for old,
know, and recollect performance.

We correlated the BOLD response for each condition during the study
phase relative to baseline with the six behavioural scores. Here, the first-
and second-level analyses included all trials from the study phase (i.e.,
we did not exclude items that were incorrectly identified as ‘new’ at
test). We then conducted three sets of third-level analyses in which the
BOLD response for each condition (aloud, silent, control) was correlated
with behavioural scores: either overall performance in the correspond-
ing condition (e.g., BOLD responses to aloud trials were correlated with

3 This correction involved subtracting the percentage of false alarms (i.e.
“remember” or “know” responses to foil items) from the percentage of hits to
items that were present during the study phase. This correction was intended to
control for participants guessing at test.

4 For correlations involving neural data from the aloud or silent conditions,
the production effect was defined as performance on aloud trials minus per-
formance on silent trials. For correlations involving neural data from the con-
trol condition, the production effect was defined as performance on aloud trials
minus performance on control trials.
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accuracy for aloud items), or the behavioural production effect. This was

achieved by conducting third-level analyses as described earlier, but in
this case the behavioural score of interest was included as a covariate.
Finally, the results from these correlation analyses were masked with
activation maps from our main analyses (described above) to ensure that

correlations with behaviour were restricted to areas showing task-
related activation. (see Table 1)

This procedure was repeated for each condition, resulting in 18
separate correlation analyses, each including one behavioural score as a
single covariate. Finally, we replicated this procedure to correlate the
BOLD response derived from the aloud-silent and aloud-control con-
trasts during the study phase with the behavioural production effect
(aloud-silent and aloud-control respectively) separately for old, know,
and recollect judgments. Having conducted these 24 correlation ana-
lyses, we corrected for multiple comparisons by applying a Bonferroni
adjustment (i.e., alpha level / 24) to the results of any correlation that
yielded significant results.

Most of the fMRI analyses resulted in very large clusters spanning
multiple brain regions; inmany cases, all activations were subsumed ina
single contiguous cluster. To produce tables that accurately represented
the brain regions included in these large activation clusters, we per-
formed clustering for each activation map of interest, within each brain
region defined in the Oxford-Harvard cortical and subcortical atlases (e.
g., Newman et al., 2010a, 2010b, 2015). In all cases, the statistical an-
alyses for each contrast were performed on the entire brain and cor-
rected using threshold-free cluster enhancement; this segmentation into
regions of interest (ROIs) was performed only for the purpose of
generating Tables 2-6.

With respect to results from the test phase, because we were pri-
marily interested in activation that reflected encoding processes (i.e.,
reinstatement), activation derived from each contrast at test was
spatially constrained to areas that were activated for the same contrast
at study (e.g., results from the aloud-baseline contrast at test were
masked with the aloud-baseline contrast at study, and so on). Contrasts
involving foils were constrained to the contrast of the minuend condi-
tion relative to baseline at study (e.g., the aloud—foil contrast was
masked with aloud-baseline from the study phase, and so on). The only
test phase contrast that was not spatially constrained in this manner was
foil-baseline. Results for non-masked test phase contrasts are reported in
supplementary material.

Representational similarity analysis (RSA)

Procedures for our multivariate analyses are detailed in supple-
mentary materials, so we will describe them only briefly here. We first
obtained single-trial estimates of activation for every item presented
during the study phase using an iterative modelling procedure proposed
by Mumford, Turner, Ashby, and Poldrack (2012). Mathematically,
single-trial estimates provide a pattern vector for every trial, whereby
each value in the vector indicates the level of activation in a particular
voxel. We performed RSA to assess correspondence between these
neural pattern vectors and a formal phonological model, using a whole
brain searchlight analysis. More specifically, at the center of every
searchlight sphere (3 mm radius) we constructed a neural dissimilarity
matrix (DSM) comprising pairwise correlation distances between the
activation patterns to each item, for each condition and subject sepa-
rately. These neural DSMs were correlated with a phonological model: a
DSM comprising pairwise phonological edit distances reflecting
phonological dissimilarity between study items. Our searchlight analysis
used functions from the CoOSMoMVPA toolbox (Oosterhof, Connolly, &
Haxby, 2016) implemented in MATLAB (The MathWorks, Inc., Natick)
and additional custom code.

To avoid biasing the MVPA results with the results from our uni-
variate analysis, the results from our searchlight analysis were con-
strained to a set of independent, a priori ROIs relevant to word reading
identified by Murphy, Jogia, and Talcott (2019; see Table S1 for the list
of ROIs and their MNI coordinates). Within these ROIs, we used random-
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Table 1 (continued)

Control-Baseline

Silent-Baseline

Aloud-Baseline

Study Phase

X

Max z

Cluster size

Max z X
(mm3)

Cluster size

X
(mm3)

Max z

Cluster size

(mm3)

Hemi

ROI

Lobe

32

4.35
3.26
3.73
3.51
4.35

835
106
52
71

36

5.4
5.04

1220
610

RH
LH

— —-20
-18
-18

-16
-36
34

-18

-20

Parahippocampal Gyrus anterior

—20
~14

-18

28

4.22
5.26
3.22
3.67
5.5

586
469
27

RH
LH

252

—26
-36
-30

-20
-18

10

Parahippocampal Gyrus posterior

—24

143
389

RH
LH

12

-10

3.85

230

10

-10

Caudate

Basal

Ganglia

18

18

3.04
4.21
3.88
4.57
4.41
4.21
4.28

37

4.5

231

RH
LH
RH
LH
RH
LH
RH

-20
26

139
168
664
624
699

-18
20

4.62
4.78
5.08
5.05
5.75
5.09

243
234
740
696

Pallidum

-10

—22
26

—26
22

Putamen

10

-10

-10

1065
941

Thalamus

Midbrain

549
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effect cluster statistics to identify any clusters which significantly
differed between conditions.

Results
Behavioural

Recollect and know responses during the recognition test were
initially aggregated into “old” responses and analyzed as a function of
item type (aloud, silent, control, foil). Mean proportions corresponding
to each condition are plotted in Fig. 1. Contrasts for differences between
the individual conditions were calculated using the emmeans package
(Lenth, 2018). Participants were more likely to respond “old” to silent
items than to foil items, difference = 43.4%, 95% HDI [37.0%, 50.0%],
but there was little difference in the recognition of silent and control
items, difference = 1.9%, 95% HDI [— 5.7%, 9.8%]. The latter finding
supports previous work showing that producing a non-unique response
to items does not reliably improve memory (MacLeod et al., 2010).
Importantly, we also replicated the standard production effect: Recog-
nition was greater for aloud items compared to either silent items, dif-
ference = 21.3%, 95% HDI [13.9%, 28.5%], or control items, difference
= 19.4%, 95% HDI [10.6%, 27.9%].

We next evaluated the effect of production on recollection and fa-
miliarity. For familiarity, we first excluded all trials for which a recollect
response had been made, to correct for nonindependence of remember/
know judgments that can underestimate familiarity (e.g., Jacoby,
Yonelinas, & Jennings, 1997; Mangels, Picton, & Craik, 2001; Ochsner,
2000; Ozubko et al., 2012; Yonelinas, 2002; Yonelinas & Jacoby, 1995).
In the context of a logistic regression model, fitting the model for “know”
responses after excluding “recollect” responses produces an estimate
comparable to standard independent remember/know calculations (for
statistical proof, see Fawcett et al., 2016; Fawcett & Ozubko, 2016).

Complementary models were fit to the proportion of recollect and
independent know responses made for each item type. Separate models
were fit to each judgment because recollect and know judgments were
mutually exclusive and hence dependent. Mean proportions are also
reported in Fig. 1. For the recollection model, participants were more
likely to recollect silent items than foil items, difference = 11.6%, 95%
HDI [6.8%, 16.9%], whereas recollection of the silent items again failed
to differ from the recollection of the control items, difference = 2.3%,
95% HDI [—3.0%, 7.6%]. Recollection was greater for aloud items
compared to either silent items, difference = 14.1%, 95% HDI [7.7%,
21.3%], or control items, difference = 11.9%, 95% HDI [5.0%, 19.2%].

For the familiarity model, silent items were more familiar than foil
items, difference = 35.2%, 95% HDI [27.8%, 42.7%], but not control
items, difference = 0.0%, 95% HDI [9.4%, 9.2%]. Familiarity was again
greater for aloud items compared to either silent items, difference =
20.9%, 95% HDI [12.3%, 29.7%], or control items, difference = 20.9%,
95% HDI [10.2%, 31.4%]. These findings replicate the production ef-
fects on recollection and familiarity in past behavioural studies (Fawcett
& Ozubko, 2016; Ozubko et al., 2012).

We calculated the Cohen’s d effect size of the behavioural production
effect, defined as the standardised difference between produced and
silent items, for each measure separately (using the R package rstatix;
Kassambara, 2021). This yielded effect sizes of d = 1.36, 1.00, and 1.29
for the combined “old”, recollection, and familiarity judgments respec-
tively. Finally, we assessed the split-half reliability for the observed
production effect using a permutation-based approach (implemented in
R using the splithalf package; Parsons, 2020) with 5000 random splits. In
brief, this entailed iteratively splitting the data from each participant
into two halves (without replacement) such that, for each permutation,
the production effect was calculated twice. Production effect scores were
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Table 4
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Activation coordinates for contrasts between aloud, silent, and sensorimotor control conditions during the test phase, constrained to areas that were active for the same

contrasts during the study phase.

Conjunction Study & Test Aloud-Silent

Aloud-Control Control-Silent

Phase - - - L =
Lobe ROI Hemisphere  Cluster Max X y z Cluster Max x y z Cluster Max X y z
size z size z size z
(mm3) (mm3) (mm3)
Frontal Middle Frontal LH 25 3.31 -32 0 46
Gyrus
Precentral LH 81 3.56 —-48 4 16 25 2.78 —-46 —6 40
Gyrus
Parietal Central LH 60 3.5 —-42 2 6
Opercular
Cortex
Postcentral LH 25 3.06 —44 -20 46
Gyrus
Temporal  Lingual Gyrus LH 60 2.79 0 -80 22
RH 137 3.16 4 -80 -20
92 3.4 14 -60 14
Superior LH 41 3.22 —60 —-38
Temporal
Gyrus posterior
Occipital Lateral LH 27 2.88 -30 —-64 46
Occipital
Cortex superior
Occipital RH 34 3.28 30 -72 =26
Fusiform Gyrus
25 3.05 14 -84 —24
Medial Insular Cortex LH 40 3.65 —-40 2

then compared between the two halves to gain an estimate of internal
consistency. The (Spearman-Brown corrected) mean split-half internal
consistency for combined “old” judgments was rsg = . 0.35, 95% CI
[— 0.06, 0.65]; for recollection rgg = 0.44, 95% CI [0.07, 0.72].°

Neuroimaging

Study phase

Activation for each condition was first contrasted with fixation
baseline, to identify the broad networks engaged in each condition.
Details of these results are provided in Table 1. All three con-
ditions—aloud, silent, and sensorimotor control—were associated with
extensive bilateral cortical activation (more extensive in the left hemi-
sphere) in all lobes of the cortex as well as the midbrain, but the silent
condition was associated with relatively less extensive activity. Similar
regions were activated in all three conditions but an absence of activa-
tion in the silent condition was notable in the following regions: audi-
tory processing regions of the superior and middle temporal gyri
(including Heschl’s gyrus and the planum polare); the hippocampus,
parahippocampal gyri, basal ganglia and amygdalae; posterior medial
cortical regions including the supra-calcarine cortex, parietal opercu-
lum, and posterior cingulate gyri.

The contrasts between conditions, shown in Fig. 2 and Table 2,
focused on our research questions. We first consider brain areas

5 We did not compute split-half reliability for familiarity because calculating
the familiarity-based production effect requires the exclusion of all trials with a

“recollect” response. Therefore, reliability calculations for familiarity would be
based on an extremely low number of trials (as low as 6 trials per half for some
participants). More generally, our reported estimates may be imprecise, and
should therefore be viewed with caution, again owing to the low number of
trials involved in these calculations (15 trials for each condition in each half).
Indeed, this experiment was not designed to accurately assess reliability and
split-half calculations were undertaken only because no other reports of reli-
ability for this measure are available within the literature. The robustness of our
behavioural results is further supported by the fact that the experiment was
sufficiently powered to detect expected effect sizes, and that our results are
entirely consistent with prior literature.

activated significantly more in the aloud condition than in the control
condition (which was similar in terms of motor activity and auditory
perception of self-generated speech). Reading the study words aloud,
compared to saying the word “check” while reading them, yielded
greater activation along the superior temporal cortex bilaterally,
including areas consistent with primary and secondary auditory cortices
(including Heschl’s gyrus and the planum temporale) as well as more
anterior regions often associated with speech processing. Activation was
also found in the inferior motor cortex region (pre- and post-central gyri
and central opercula), consistent with areas associated with speech ar-
ticulators; this activation was bilateral but more extensive in the right
hemisphere.

The contrasts for the aloud and control conditions against the silent
condition yielded relatively more extensive differences, but these two
contrasts yielded generally similar patterns of activation as shown in
Fig. 2, with details provided in Table 2. For both contrasts, the central
sulci (primary motor/sensory cortices) and superior temporal gyri were
more strongly and extensively activated bilaterally, relative to the aloud
versus control contrast. Activation in these contrasts also extended into
additional areas including the frontal lobes (bilateral IFG, SFG, SMA, left
MFG), inferior and superior parietal regions (bilateral SMG; left SPL and
left AG were activated only for the control-silent contrast), and
temporal-occipital areas including the middle and inferior temporal
gyri, lateral occipital cortex, fusiform and lingual gyri. Extensive medial
and subcortical activation was also obtained, including in the hippo-
campi, parahippocampal gyri, amygdalae, cingulate gyri (anterior and
posterior), and basal ganglia (putamen, pallidum; caudate for the aloud-
silent contrast only).

Given that the behavioral production effect was characterized by
better memory for aloud items than either silent or control items, we
performed a conjunction analysis to identify the brain regions that were
significantly activated in the contrasts of the aloud condition against
each of the other conditions; this analysis is shown in the bottom right
panel of Fig. 2. The brain areas consistently associated with the “pro-
duction effect” contrasts during study were those identified in the aloud
versus control contrast—motor and auditory cortices—confirming that
these were a subset of the regions identified in the control versus silent
contrast.
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Table 5 (continued)

Control-Foil

Silent-Foil

Aloud-Foil

Conjunction Study & Test Phase

X

Max z

Cluster size
(mm3)

z

X

Max z

Cluster size

(mm3)

z

X

Max z

Cluster size
(mm3)

Hemi

ROI

Lobe

28 16

2.92

26

20

32

38
231
62

RH
LH
RH
LH

—40
—34

3.83
3.16
5.26

Parahippocampal Gyrus posterior

12

-10

4.68

156

12

-10

330

Caudate

Basal

Ganglia

10 10

4.26
4.74
3.84

166
64

RH
LH
LH

-14
-16
-32
24

3.97
3.55
3.19
2.77
4.41
3.2

3.73

39

-12
-16

Pallidum

106
59
26

111

Putamen

“14
12

RH
LH

10
10
14

-10
-16

338
40

12

-18

4.84

720

Thalamus

Midbrain

-20
-16

215

12

-18

4.44

345

RH
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Table 6
Activation coordinates from the Aloud-baseline contrast during the study phase
correlating with behavioural performance (recollection success) at test.

Study Aloud-baseline vs “recollect” accuracy
Phase
Lobe ROI Hemi  Cluster Max X y z
size z
(mm3)
Frontal Precentral LH 41 3.62 -56 2 8
Gyrus
Parietal Central LH 27 3.44 -54 2 6
Opercular
Cortex
Parietal LH 27 3.56 —48 -30 18
Operculum
Cortex

Representational similarity analysis (RSA)

Our RSA investigation of study phase data did not reveal any sig-
nificant differences between conditions for individual study item acti-
vation patterns. However, we did observe some interesting non-
significant trends, detailed in Table S2. Aloud items exhibited higher
correlations with a phonological model in frontal ROIs (left SMA, right
IFG and right precentral gyrus) when compared to silent items, and in
temporal ROIs (left posterior ITG and MTG) as well as the occipital pole
when compared to control items.

Test phase

Because our primary interest with respect to the test phase concerned
activation reflecting encoding processes (i.e., reinstatement), activation
from all contrasts at test was masked with the same contrasts at study
(with the exception of the foil-baseline contrast). Non-constrained re-
sults from the test phase are described in supplementary materials;
activation coordinates are reported in Tables S3, S4, and S5.

Activation for each type of item at test relative to fixation is reported
in Table 3. Relative to baseline, all item types elicited extensive acti-
vation across all lobes of the cerebral cortex and subcortical regions.
Notably, much less activation was obtained in the test phase, relative to
the study phase, in superior temporal lobe regions associated with
auditory processing.

Contrasts between conditions are shown in Fig. 3 and Table 4. No
differences were observed for the aloud-control contrast. For the aloud-
silent contrast, activation was present in inferior motor cortex (left
precentral gyrus and central operculum) and temporo-occipital (bilat-
eral lingual gyrus, left posterior STG) cortices associated with vocali-
zation and auditory processing. This contrast also yielded focal
activation in the fusiform gyrus on the inferior temporal lobe. The
control-silent yielded a similar, though less extensive pattern of acti-
vation, including clusters in left MFG, pre- and postcentral gyri, and
superior lateral occipital cortex.

Additional contrasts were made for each study condition relative to
the recognition test foils. The contrasts are shown in Fig. 4 and Table 5.
Notably, activation elicited by aloud and control conditions relative to
foil yielded bilateral activation (though more extensive in the left
hemisphere) in frontal (SFG, MFG, IFG), sensorimotor (pre- and post-
central gyri), and temporal cortices (MFG, temporal pole). Moreover,
the aloud-foil contrast elicited more extensive activation in frontal,
temporal and parietal cortices whereas activation for the control-foil
contrast was more extensive in the parietal lobe (IPL, SMG). The
silent-foil contrast yielded more focal activation, with significant clus-
ters in frontal (IFG and MFG), parietal (AG, SMG), and occipital (supe-
rior lateral occipital cortex) cortices in the left hemisphere. No areas
were commonly activated by all three studied conditions relative to foil
items (but see supplementary materials for a description of commonly
activated areas when test phase results were not constrained to areas
activated in the study phase).
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Old (Recollect + Know) Recollect
100 4
80 1
=4 =4
8 8
g g 401
20 1 20 1
04 04 5 A
Aloud Silent Control Foil Aloud Silent Control Foil
Know Independent Know (Know/[1-Recollect])
100 1 100 1
80 1 80 1
% 60 % 60 -
(=4 [=4
8 8
& 401 & 401
20 1 20 1
04 04
Aloud Silent Control Foll Aloud Silent Control Foll

Fig. 1. Mean old responses and separate recollect, know, and independent know responses (%) as a function of item type (aloud, silent, control, foil). Violin plots and
X’s indicate the distribution of individual participant means. Fitted circles reflect the empirical means; error bars reflect the standard error of the mean. X’s have been
jittered in the horizontal plane to make them more easily distinguishable.

Study Phase

Aloud - Silent Aloud - Control

Fig. 2. Differences in activation between conditions in the study phase. Contrasts show aloud items relative to silent items (top left panel), aloud items relative to
sensorimotor control items (top right), sensorimotor control items relative to silent items (bottom left), and conjunction of aloud relative to sensorimotor control and
aloud relative to silent (bottom right).
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Test Phase

Aloud - Silent

Fig. 3. Differences in activation between conditions in the test phase, con-
strained to areas showing activation for the same contrasts in the study phase.
Contrasts show aloud items relative to silent items (top panel), aloud items
relative to sensorimotor control items (middle panel), sensorimotor control
items relative to silent items (bottom panel).

Brain-Behavior correlations

We also investigated correlations between brain activation and both
(1) overall performance in each condition (aloud, control, silent) as
indexed by recollect and know judgments (separately), as well as for the
combined ‘old’ (recollect + know) judgments, each corrected for false
alarms; and, (2) the behavioural production effect as indexed by recol-
lect and know judgments (separately), as well as for the combined ‘old’
(recollect + know) judgments. Significant correlations from these ana-
lyses (surviving multiple comparison correction) are shown in Fig. 5 and
Table 6.

With respect to successful recollection, activation in the aloud-
baseline contrast during the study phase significantly correlated with
recollect judgments in left inferior motor cortex regions (precentral
gyrus, central and parietal opercular cortices). No other significant
correlations were present with respect to the aloud or silent conditions

Brain and Cognition 152 (2021) 105757

Test Phase

Aloud - Foil

Fig. 4. Differences in activation between foil items and all other conditions in
the test phase. Contrasts show aloud items relative to foil (top panel), silent
items relative to foil (middle panel), and sensorimotor control items relative to
foil (bottom panel).

relative to baseline. Moreover, there were no significant correlations
with respect to either the aloud-silent or aloud-control contrast.

Discussion

The present study is the first to use fMRI to characterize the neural
mechanisms giving rise to the production effect. Participants studied
subsets of words aloud, silently, or by making a non-unique verbal
“check” response (sensorimotor control condition), followed by a
recognition memory test. With respect to behavioural findings, a pro-
duction effect was obtained, with greater recollection and familiarity
ratings for the aloud items than for the silent items. These findings
replicate earlier work in this area (Fawcett & Ozubko, 2016; Ozubko
et al., 2012). Our primary focus, however, was in understanding the
neural correlates of the production effect. In this respect, a
distinctiveness-based account predicted that reading aloud, relative to
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Study Phase

Aloud - Baseline correlation
with Recollection success

Fig. 5. Coloring indicates activation from the aloud-baseline contrast during
the study phase that significantly correlated with recollection success for aloud
items at test.

the other conditions, would result in stronger activation of sensorimotor
and phonological regions both at study (reflecting the encoding of these
features) and test (reflecting their retrieval). This account was supported
by the data, as we summarize below according to the experimental
phase.

Study phase

Contrasting the three encoding conditions against the fixation
baseline revealed activation in brain regions typically associated with
encoding in verbal memory tasks, along with regions reflecting the
relative sensorimotor demands of the tasks. These activations included
inferior frontal (including IFG and MFG), premotor, and parietal (IPS
and SMG) regions. Occipital and inferior temporal cortex were also
activated (consistent with visual presentation of words), as was the
posterior/middle superior temporal sulcus region (consistent with lexi-
cal processing). The conditions involving motor speech output (aloud
and control) activated motor and somatosensory cortex along the central
sulcus, basal ganglia (also associated with sensorimotor control), and
auditory processing regions in the superior temporal gyrus and
extending into inferior parietal and middle temporal regions. Hippo-
campal and parahippocampal gyri were also more activated in the aloud
and control conditions, which we attribute to greater allocation of
attention in those conditions (see our discussion of study contrasts).

Our primary goal was to identify brain regions that showed differ-
ential activation for the contrasts between the aloud condition and the
two other conditions — those revealing the neural basis of the production
effect. The aloud-silent contrast elicited more extensive activation than
the aloud-control contrast, but recognition did not differ credibly be-
tween the silent and control conditions. Therefore, differences between
these contrasts are not likely due to factors driving the production effect.
In particular, the stronger activation in motor and auditory cortices for
the aloud and control conditions likely reflected these tasks’ recruitment
of motor speech production and auditory perception by both of these
tasks.

For this reason, we focus on areas that were consistent in the con-
trasts of the aloud condition with the other two conditions. Most
extensively, the superior temporal lobe bilaterally was most activated in
the aloud condition, from the planum temporale through Heschl’s gyrus
(primary auditory cortex) to anterior regions commonly associated with
speech processing (Hickok & Poeppel, 2016; Venezia et al., 2017),
including the superior temporal sulcus and part of the right middle
temporal gyrus. Stronger activation was also obtained for aloud items in
the inferior parts of the precentral and postcentral gyri (bilaterally

Brain and Cognition 152 (2021) 105757

although more extensive in the right hemisphere) — areas involved in the
motor control of speech. This pattern is consistent with a distinctiveness
account in which the articulatory and sensory (auditory and somato-
sensory) experiences that occur during production are incorporated into
the production record. Supporting this interpretation, activation in
inferior motor regions correlated with recollection success for the aloud
condition (relative to baseline).

Surprisingly, we did not observe correlations with respect to either
contrast (aloud-silent or aloud-control) or the behavioural production
effect. This may be because activation in the silent and control condi-
tions are poorly correlated with test performance (indeed, neither the
silent-baseline nor control-baseline contrasts yielded significant corre-
lations with test performance on trials of their respective condition).
Given that activation in the silent condition contributes to the
aloud-silent contrast, this may have introduced noise (uncorrelated
variance) which masked potential correlations with the behavioural
production effect. A similar account may explain why the aloud—control
contrast did not correlate with a behavioural production effect defined
as performance on aloud trials minus control trials. Alternatively, the
absence of correlations with between-conditions contrasts may be due to
a lack of sensitivity, given that the magnitude of between-condition
differences are inherently lower than for contrasts of conditions
involving stimulus presentation and/or motor responses relative to a
resting baseline. More generally, these correlation analyses should be
viewed with some caution; they were largely exploratory, and it is also
possible that the absence of correlations with respect to the production
effect and/or either contrast was due to limited power for an fMRI
investigation of individual differences (Dubois & Adolphs, 2016). As
such, the significant correlation between aloud-baseline activation and
recollection accuracy might be viewed as providing greater confidence
in a distinctiveness account of our main findings (whereby sensorimotor
activation facilitates later retrieval of aloud items), but may not be
immediately informative as to the neural mechanisms underlying the
production effect. This finding warrants replication with a larger sample
size.

Finally, our multivariate analysis (RSA) indicated some interesting
non-significant trends whereby activation for aloud items was more
distinctive—evidenced by higher correlations with a phonological
model—in areas associated with articulation (SMA, IFG, precentral
gyrus) when compared to silent items; and areas associated with lexical
processing (ITG, MTG) when compared to control items. Although these
between-condition differences were non-significant, it is important to
recognize that the study was not designed with this analysis in mind, and
that these were exploratory post hoc analyses. As such, they provide
further — however tentative — support for a distinctiveness account
and warrant further investigation by future studies, perhaps with de-
signs specifically tailored to MVPA (e.g., Zeithamova, de Araujo San-
chez, & Adke, 2017).

Our results are also consistent with the possibility that the produc-
tion effect arises in part from increased attentional engagement or
supplementary processing during aloud trials. Task-relevant activation
in sensorimotor areas was greater for the aloud relative to the control
condition, congruent with attentional up-regulation on aloud trials (e.g.,
Johansen-Berg & Matthews, 2002; Rinne et al., 2005; Rowe, Friston,
Frackowiak, & Passingham, 2002). However, we cannot rule out the
possibility that sensorimotor activation in the control condition was
muted due to its repetitive nature. Moreover, activation was present in
IFG and superior temporal gyrus in both the aloud and control condi-
tions relative to silent. With respect to semantic processing, a meta-
analysis of brain networks related to semantic comprehension of
spoken and written language implicated both the IFG and superior
temporal gyrus (Rodd, Vitello, Woollams, & Adank, 2015). Therefore,
enhanced encoding and semantic processing of aloud items may
generate more stable memory representations, facilitating later
recollection.

Medial temporal regions such as the hippocampus were more active
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during aloud than silent trials but, interestingly, they were also more
active during control trials—despite recognition being similar in the
control and silent conditions. Moreover, activation in medial temporal
regions at study did not correlate with later recognition. Given that the
hippocampus is often associated with successful encoding, and is also
known to be modulated by attentional manipulations, this lack of cor-
relation was unexpected. This suggests that encoding was enhanced for
both aloud and control trials, but proved to be of little benefit for the
control trials because the dominant feature in that episode (i.e., having
said “check”) was not deemed to be as diagnostic of prior study as
retrieval of having said the actual test item aloud. Indeed, hippocampal
activation in the aloud condition might reflect greater attention to and
encoding of the stimuli, whereas hippocampal activation in the control
condition might reflect greater attention to and encoding of the
response. This possibility warrants further exploration.

Test phase

Surprisingly, we did not find differences in brain activation between
the aloud and control conditions at test. However, activation of areas in
the aloud-silent and control-silent contrasts that were, critically, also
active during encoding may indicate reinstatement of task-related pro-
cesses. In particular, activation of areas associated with articulation and
auditory processing (somatosensory cortex and posterior STG) may
reflect recollection of speech production for both aloud and control
items. Importantly, such retrieval would only be diagnostic at test for
aloud items; recollection of speaking a nonspecific word (“check”) was
likely insufficient to differentiate specific words from one another
(evidenced by the absence of a behavioural production effect for the
control condition). Moreover, activation of the fusiform gyrus (which
houses the visual word form area) in the aloud-silent contrast may
reflect more vivid recollection of reading the word during the study
phase.

Conclusion

Producing items during study, particularly by reading them aloud,
provides a simple and effective means of enhancing memory (MacLeod
& Bodner, 2017). Our fMRI study explored the neural basis of the pro-
duction effect. Our results are compatible with the dominant distinc-
tiveness account, in demonstrating greater activation of primary sensori-
motor cortex (associated with articulation) and auditory cortex (asso-
ciated with perception) for produced than non-produced words during
encoding. This account is further supported by our findings that acti-
vation in these regions correlated with later recognition only for pro-
duced items, and was somewhat more distinctive for aloud compared to
silent and control items. However, our data also suggest that partici-
pants may be more engaged during aloud than silent trials. For example,
they showed heightened activation of task-relevant regions on aloud
trials, and greater recruitment of areas implicated in semantic process-
ing. These differences emerged in analyses based only on items that were
later correctly recognized, thus they were not artefacts of the aloud
condition yielding proportionately better memory performance. Future
studies should investigate these patterns of activation in more detail, for
example by using network-based connectivity and/or designs more
tailored to MVPA.
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2.12. Supplementary Materials

2.12.1. Supplementary Methods

Single trial estimation. In order to address our multivariate hypotheses, we first extracted
item-specific estimates of neural activation using FEAT. Here we used an iterative modelling
procedure proposed by Mumford et al. (2012). In brief: for each trial we modelled a GLM with
two regressors: one regressor for that trial, and another regressor for all other trials. This entailed
high-pass temporal filtering and motion correction, and we rejected runs with excessive motion as
described for our univariate analysis. However, due to concerns that the 6 mm spatial smoothing
kernel (used in our univariate analysis) might obscure item-specific activation patterns, performed
this analysis on data that were not spatially smoothed. Having performed the above procedure,
each subject’s single-trial estimates were transformed to standard MNI space using the same

procedure described for our univariate analysis.

Searchlight analysis (RSA). For each participant, we conducted a whole brain
searchlight analysis (spherical searchlights with radius of 3 mm) to compare their neural response
patterns with a formal phonological model using the CoSMo library. Within each searchlight, we
constructed a 30 x 30 neural dissimilarity matrix (DSM) comprising pairwise correlation distances
(1 — Pearson correlation) between the activity patterns for each study item. This was done
separately for each condition, such that each DSM contained pairwise distances only for aloud,
silent, or control items. Following this, neural DSMs were correlated with a phonological model
comprising pairwise edit distances, reflecting phonological dissimilarity, between study items
(Figure S1). Phonological edit distances are an analogue to Levenshtein distance, based on
phonological features rather than characters (described here:

https://readthedocs.org/projects/corpustools/downloads/pdf/v1.1.0/). Phonological edit distances
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were obtained from the Irvine Phonotactic Online Dictionary (IPHOD; Vaden, Halpin & Hickok,
2009) using functions from Phonological CorpusTools toolbox (Hall et al., 2017) and additional
custom code implemented in Python 3 (Python Software Foundation). Given that items were
randomly allocated to conditions for every participant, we computed separate models for every
condition/participant. Relative to the rest of our stimulus set, one study item—“uniform”—elicited
unusually high distances from all other items and therefore represented an extreme phonological
outlier (see Figure S1 for a comparison of a model with and without this item). Therefore, this item
(and its associated neural pattern vectors) was excluded from our searchlight analysis to prevent

results being skewed by extreme values.

Statistical analysis of searchlight results. To avoid an extremely high number of
multiple comparisons associated with analyzing whole brain maps, and to prevent our univariate
results from biases our multivariate results, we constrained the output from our searchlight to 11
ROIs relevant to silent and aloud single word reading, identified by Murphy, Jogia and Talcott
(2019; see S Table 1). More specifically, for each ROI we generated a spherical mask (radius = 3
voxels) centered on the MNI coordinates for that ROI, and then combined all 11 spheres into a
single mask. Searchlight results from each participant were constrained to the combined mask prior

to statistical analysis.

Correlation values from the searchlight results were used as input for random effect cluster
statistics, implemented with the Cosmo Monte Carlo Cluster Stat function with “maxsum” multiple
comparison correction within the CoOSMoMVPA toolbox (Oosterhof, Connolly, & Haxby, 2016).
This entailed two Monte Carlo-based permutation t-tests (10,000 iterations): one comparing
correlation values from aloud items to those from silent; the other comparing aloud to control. In

each test, correlation values (derived from the correlation between the neural DSM and
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phonological model) at every voxel were compared between conditions, yielding a ¢ value at each
voxel. These ¢ values were converted to z values; each test therefore generated a statistical map
with a z value at every voxel within our ROIs. Within each map, z values > 1.65 are indicative of

a statistically significant difference between conditions at the p < .05 level for a one-tailed test.

2.12.2. Supplementary Results

Test phase. Activation for each item type at test relative to fixation baseline is reported in
Table S3. Relative to baseline all item types elicited extensive activation across all lobes of the
cerebral cortex and subcortical regions. Notably, much less activation was obtained in the test
phase, relative to the study phase, in superior temporal lobe regions associated with auditory
processing. At the same time, activation in the middle and superior frontal gyri, and superior
parietal lobule, was more extensive during the test phase than during the study phase across all

conditions.

Contrasting activation between conditions yielded more focal activation differences, as
shown in Table S4. In contrast to the study phase, no differences were obtained for the aloud-
control contrast at test. For the aloud-silent contrast, activation was present in the left [FG pars
opercularis and precentral gyrus. As well, significant differences were obtained in IPL bilaterally
(but more extensively in the left hemisphere), including the AG, SMG, and LOC. These
differences extended in the left hemisphere into the posterior STG and, in both hemispheres,
differences were also found in the posterior portions of the inferior and middle temporal gyri.
Medially, greater activation for aloud than silent was found in the precuneus and posterior
cingulate cortex, as well as the posterior parahippocampal gyrus. Differences for the control-silent

contrast were restricted to the IPL bilaterally, and medial regions. The IPL differences again
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included the AG and LOC, and were both more restricted in their spatial extent, and more bilateral,
than in the aloud-silent contrast. Differences were obtained medially again in the precuneus and

posterior cingulate, but not in the parahippocampal gyri.

Additional contrasts were made for each study condition relative to the recognition test
foils. We reasoned that activation common to studied items relative to foil items would identify
the neural network associated with recognition of familiar words. In turn, this identification
allowed us to determine whether activations for aloud items relative to silent and control items
represented increased activation within this same network, or areas specific to production. These
contrasts are shown in Table S5. The areas commonly activated by studied items that were
correctly recognized as such, relative to foil items, included a cluster including the left MFG, IFG,
and frontal pole, and a left IPL cluster including the AG, SMG, and LOC, and extending into the
SPL and precuneus. Items associated in the study phase with speech production (aloud and control)
also showed stronger activation than foils in smaller areas of the homologous right frontal and IPL

regions.

Additional contrasts — results and discussion. Given that the current investigation was
concerned with the production effect, which is defined as a behavioural advantage for aloud words
versus silent words, we mainly focused on brain activity that was preferentially elicited by the
aloud reading and sensorimotor control conditions relative to silent reading (i.e., aloud-silent and
control-silent fMRI contrasts). However, contrasts in the opposite direction (silent-aloud and
silent-control) are arguably interesting as well, because they may reveal brain areas that are
preferentially engaged by silent reading. Stated differently, such contrasts may help us better

understand neural processes that are increased during silent reading.
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The fMRI analyses described on p. 5 of the Methods section also included between-
condition contrasts of the silent condition relative to aloud and control reading, during both the
study and test phases. Results from these contrasts are not reported in the manuscript proper, given

our focus on neural activity relevant to the production effect. Instead, they are reported below.

The silent-aloud contrast in the study phase revealed activation in the left middle frontal
gyrus (MFG), left angular gyrus, and the superior portion of lateral occipital cortex (LOC)
bilaterally. These results are shown in Table S6. No other contrast (of the four described above)

revealed any significant results.

Left MFG has long been associated with speech planning (see Hertrich et al., 2021 for
review) while recent work has indicated that this area actively represents goal-relevant information
in contexts where response output requires effortful cognitive control (e.g., in a Stroop task where
participants must ignore the meaning of a presented word and instead report the colour in which
the word is printed; Freund et al., 2021). We suggest that, in our study, left MFG activation may
be related to inhibition of (inappropriate) vocal responses on silent trials. Considering that silent
trials were intermixed with aloud and sensorimotor control trials during the study phase, such
inhibition likely would have been necessary as participants switched between these different

conditions from trial to trial.

The angular gyrus receives input from cortices governing sensory perception in multiple
modalities and is thought to serve as a hub for multisensory integration during perception, as well
being involved in high-level, goal-directed cognition—for example, manipulating or evaluating
incoming information, or orienting attention towards goal-relevant features (see Seghier, 2013 for

review). More recently, multivariate fMRI work has indicated that this area may also represent

48



perceptual features of visually presented stimuli, such as colour and/or object category, particularly
when those features are relevant to the one’s current goal (e.g., Favila et al., 2020). Why this area
should be preferentially activated by silent compared to aloud reading is not entirely clear, though
it may reflect differential processing of information between the two tasks. For example, silent
reading may entail relatively more emphasis (in terms of cognitive processing / attentional
allocation) on visual/orthographic features of presented words, resulting in those features being
“up-regulated” in the angular gyrus. The role of superior LOC in silent reading is not clear—this
area has previously been associated with visual object recognition (e.g., Grill-Spector et al., 2001)
but, to our knowledge, not with word reading. Further work may be needed to clarify the functional

significance of this finding.

While results for the silent-aloud contrast were much less extensive than those of the
opposite contrast (reported in the main results), the fact that this contrast revealed any clusters
supports the notion that silent reading may entail cognitive processes that are not present (or, at
least, present to a lesser degree) during aloud reading. This provides a rather different perspective
from what is typically presented in literature surrounding the production effect, which (to our
knowledge) only considers processes that are increased / facilitated during aloud compared to

silent reading.
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2.13. Transition To Chapter 3 (Bridging Section)

Chapter 3 comprises an under-review manuscript that is intended to build upon
the findings of Chapter 2. Chapter 2 reported univariate analyses of fMRI data collected
during a production effect paradigm; Chapter 3 builds on this work by applying
multivariate analysis (RSA; see section 1.6.) to data from a simple fMRI experiment in
which participants saw words onscreen and read each one aloud or silently. Chapter 3 is
framed in terms of general reading processes (rather than the production effect
specifically); however, as argued throughout Chapters 3 and 5, many of the findings
therein are informative as to encoding processes which likely contribute to the production

effect.

The analyses presented in Chapter 3 (as well as Chapter 4) involve computation of
feature-wise Bayes factors in order to test hypotheses at the group level. As this method
is relatively new to the field of fMRI (and therefore may be unfamiliar to readers who are
versed in conventional approaches to group-level statistical testing), it is worth outlining
the method and underlying reasoning here to provide some context for inferences

presented in Chapters 3 and 4.

To date, most fMRI studies have relied on frequentist statistical testing to
determine whether their data support a null hypothesis Ho (e.g., “there is no difference
between conditions A and B”) or an alternative hypothesis Hi (“there is a true difference
between A and B”). Typically, researchers will compute a statistic (often a p value or z
score) which determines statistical significance—that is, whether Ho may be rejected, at
which point one would accept Hi by default. Whether statistical significance is achieved
depends on whether the computed statistic falls above or below an a-priori threshold
(e.g., p < .05 or z > 2.3). In practice, a given contrast will yield a p or z statistic at every
voxel, and Ho is accepted or rejected at the level of clusters. Clusters, in turn, are defined
as groups of contiguous, statistically significant voxels which meet some other a-priori
criteria (e.g., spatial or statistical extent, or a combination of the two; S. M. Smith &

Nichols, 2009).
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The frequentist approach imposes two major limitations on statistical inference.
First, achieving statistical significance simply means that one may reject Ho (and therefore
accept Hi); p and z values do not speak to quantitative strength of evidence for either
hypothesis. Second, this approach is susceptible to errors arising from multiple
comparisons. This is because a p value reflects an estimate of the long-run frequency at
which the observed result would be elicited if the experiment were run many times,
assuming Ho were true (stated differently: the probability that the observed result is a
false positive). Accordingly, p < .05 is taken as an acceptable threshold for significance,
because it places the probability of a false positive at less than 5%. Performing multiple
tests, therefore, raises the likelihood that a false positive will occur (Jafari & Ansari-Pour,
2019). A common solution to this problem is to adjust one’s criteria for statistical
significance in a manner that is proportional to the number of tests being performed. In
the context of fMRI, clustering methods (e.g., threshold-free cluster enhancement; S. M.
Smith & Nichols, 2009) correct for multiple comparisons across voxels in a manner that
does not excessively punish the data (considering that a single fMRI contrast will involve
a single test at each voxel). However, multiple sets of tests (e.g., multiple between-
condition contrasts) require additional correction to ensure that the actual chance of a
false positive remains at the desired threshold (Alberton et al., 2020). This imposes harsh
penalties in cases where many contrasts are performed (for example, the analyses
presented in Chapter 3 entail 15 independent statistical contrasts). As argued by Dienes
(2016), this framework punishes curiosity, because asking more questions (i.e.,

performing more contrasts) demands increasingly stringent statistical corrections.

Bayes factors offer an alternative to the traditional approach described above, and
are becoming increasingly popular for group-level analyses in multivariate decoding
studies (Grootswagers, Robinson, & Carlson, 2019; Grootswagers, Robinson, Shatek, et
al., 2019; Kaiser et al., 2018; Matheson et al., 2023; Proklova et al., 2019; Teichmann et
al., 2022). Unlike p values, which are concerned only with the long-run probability of a
single hypothesis (Ho), Bayes factors reflect the probability of the data under a model of

one hypothesis versus another. For example, the Bayes factor BFio is a ratio expressing
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the likelihood of the observed data under Hi versus Ho (Dienes, 2014, 2016; Schmalz et
al.,, 2021). A major advantage of Bayes factors is that they quantify the strength of
evidence supporting either hypothesis. BF1p values range from 0 to e, wherein values <
1.0 express evidence in favour of Ho, and values > 1.0 express evidence for Hi. Within this
framework, deviations from 1.0 reflect increasing strength of evidence, such that
incrementally larger values above 1.0 reflect increasingly strong evidence for Hi. By
convention, Bayes factors are typically assigned qualitative labels to express quantitative
strength of evidence: BFio values < 3.0 are considered to reflect “weak” evidence for Hy,
values < 10.0 reflect “moderate” evidence, and values > 10.0 reflect “strong” evidence
(Dienes, 2014; M. D. Lee & Wagenmakers, 2014). Because BFio reflects the probability of
the data under Hi versus Ho (rather than the long-run probability of Ho) one can interpret
it at face value without needing to account for repeated testing (Dienes, 2016; Teichmann
et al., 2022). Stated differently, the relative probability of a given data point under either
model does not change if additional tests are performed. This removes the necessity for
punishing post-hoc corrections in instances where multiple questions are asked of the

data.

In Chapters 3 and 4 | will evaluate evidence for Hi—that there is a true difference
in decodability between aloud and silent reading, or that decodability in either condition
is greater than zero—by performing independent Bayesian t-tests at each voxel
(separately for each contrast / analysis). This is inspired by recent M/EEG work in which
Bayesian t-tests were performed at each discrete time point (e.g., to detect above-chance
classification accuracy; Grootswagers, Robinson, & Carlson, 2019; Grootswagers,
Robinson, Shatek, et al., 2019; see Teichmann et al., 2022 for a thorough description of
this approach). | refer to this approach as feature-wise Bayes factor computation, because
BF10 is computed at each feature (i.e., discrete point of measurement), which might be
time points (M/EEG) or voxels (fMRI). Having computed BFio at each feature, one can
interpret the evidence for H; at face value (Teichmann et al., 2022). Stated differently,
this approach enables one to compute easily interpretable whole-brain statistical maps

for a given contrast, wherein the value at a given voxel (or, more intuitively, the
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distribution of values over a large area) reflects the strength of evidence for or against

one’s hypothesis.
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CHAPTER 3. DIFFERENTIAL WEIGHTING OF INFORMATION DURING ALOUD AND SILENT
READING: EVIDENCE FROM REPRESENTATIONAL SIMILARITY ANALYSIS OF FMRI DATA

3.1. Publication Information

Bailey, L.M., Matheson, H.E., Fawcett, J.M., Bodner, G.E., & Newman, A.J. (under review).
Differential weighting of information during aloud and silent reading: Evidence from
representational similarity analysis of fMRI data. Manuscript ID: IMAG-24-01444

3.2. Abstract

Single word reading depends on multiple types of information processing: readers must
process low-level visual properties of the stimulus, form orthographic and phonological
representations of the word, and retrieve semantic content from memory. Reading aloud
introduces an additional type of processing wherein readers must execute an appropriate
sequence of articulatory movements necessary to produce the word. To date, cognitive
and neural differences between aloud and silent reading have mainly been ascribed to
articulatory processes. However, it remains unclear whether articulatory information is
used to discriminate unique words, at the neural level, during aloud reading. Moreover,
very little work has investigated how other types of information processing might differ
between the two tasks. The current work used representational similarity analysis (RSA)
to interrogate fMRI data collected while participants read single words aloud or silently.
RSA was implemented using a whole-brain searchlight procedure to characterise
correspondence between neural data and each of five models representing a discrete
type of information. Compared with reading silently, reading aloud elicited greater
decodability of visual, phonological, semantic, and articulatory information. This occurred
mainly in prefrontal and parietal areas implicated in speech production and cognitive
control. By contrast, silent reading elicited greater decodability of orthographic
information in right anterior temporal lobe. These results support an adaptive view of
reading whereby information is weighted according to its task relevance, in a manner that
best suits the reader’s goals.

3.3. Statement Of Student Contributions To Manuscript

My contributions to this chapter included writing (original and subsequent drafts), study
design, data collection, curation, analysis and interpretation, and creation of tables and
figures.

4 This chapter is a modified version of the manuscript submitted for peer review.
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3.4. Introduction

Single word reading is an automatic and effortless process for most literate
individuals. From a cognitive perspective, however, word reading may be considered as a
series of computations whereby a printed stimulus is mapped to cognitively relevant
representations. In order to characterise the neural underpinnings of word reading, it is
useful (and, indeed, commonplace in cognitive neuroscience) to decompose this complex
process into discrete types of information processing; while recognizing insights from
recent language models which reveal complex interactions between different levels of
representation (e.g., Caucheteux et al., 2023; Henningsen-Schomers & Pulvermiiller,
2022). In this spirit, we consider five broadly-defined types of information that may be
extracted from a printed word: visual, orthographic, phonological, semantic, and (in the
case of reading aloud) articulatory. While neural processes concerning each type of
information have been studied extensively, it remains unclear how, and to what extent

they might differ between reading aloud and reading silently.

This question is particularly relevant in the context of embodied and grounded
cognition; that is, the perspective that our internal cognitive states are influenced (if not
determined) by the manner in which we receive input from and interact with our
environment (Matheson & Barsalou, 2018). From this perspective, viewing cognitive
processes (such as reading) as being fundamentally experience-dependent is essential for
understanding their neural substrates. In many respects, reading aloud and reading
silently entail fundamentally different experiential (and, therefore, cognitive) states. First
and foremost, reading aloud entails additional motoric / articulatory processes required
for speech production. In turn, the physical act of articulation elicits sensory experiences:
the sensation of moving one’s mouth and tongue, feeling one’s larynx vibrate, and hearing
one’s own voice. Moreover, reading aloud has been shown to confer a reliable memory
advantage (Macleod et al., 2010), suggesting differences in cognitive processing beyond
low-level motoric and sensorimotor mechanisms. This production effect is often
attributed to distinctive sensory experiences brought about through articulation, though

other mechanisms have been proposed. For example, there is evidence that words read
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aloud benefit from more elaborate semantic processing (Fawcett et al., 2022), which may
facilitate encoding and retrieval. All of this is to say that differences between aloud and
silent reading extend beyond the mere physical act of articulation, and entail extensive
cognitive differences. Although some work has investigated this possibility from a
cognitive-behavioural perspective, it remains unclear how such differences might

manifest at the neural level.

This question may be addressed with neuroimaging. In particular,
representational similarity analysis (RSA) is a technique that allows us to decode different
types of information (defined by formal hypothesis models) in neural patterns. The
purpose of the present study was to investigate the presence of information in neural
patterns associated with different types of information present in printed words, by
applying RSA to functional magnetic resonance imaging (fMRI) data acquired during aloud

and silent reading.

Below we provide a brief overview of the functional neuroanatomy of single word
reading, emphasising cognitive and neural processes associated with each type of
information described above. This is intended to provide some context for RSA literature

on single-word reading and, ultimately, the design of the current study.

It is worth noting that most of the work discussed in the following section is based
on experiments where Latin alphabet stimuli were read by speakers of Latin alphabet
languages—predominantly English, but also others such as German (e.g., Pleisch et al.,
2019), ltalian (e.g., Liuzzi et al., 2020), and Finnish (e.g., Tarkiainen et al.,, 1999). In
addition, dominant models of word reading (e.g., Coltheart et al., 2001; Seidenberg &
McClelland, 1989) are predicated on rules of written English. Therefore, the findings
discussed below may not be fully generalizable to speakers of languages using other
scripts. That being said, fMRI studies exploring phonological analysis (C.-Y. Lee et al.,
2004) and vocal production (Qu et al., 2022) in Chinese have revealed similar results to
comparable studies in English, indicating consistency in the neural correlates of these

processes across different scripts. Neural correlates of other components of words
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reading, therefore, might also be consistent across different scripts. However, given that
most work to date has focused on Latin alphabet speakers, we cannot assume that all of

the following generalizes beyond those languages.

3.4.1. Functional Neuroanatomy Of Single Word Reading

When presented with a printed or written word, an individual must process its
low-level visual properties—shape and orientation of the constituent letter strokes, size,
colour, etc. At the neural level, these perceptual processes are largely governed by
primary and associative visual cortices housed in occipital cortex (Cornelissen et al., 2009;
Gramfort et al., 2012; Hauk et al., 2012; Tarkiainen et al., 1999). Distinct from this low-
level perceptual processing is orthographic processing—the recognition of multi-
character strings as visual word-forms. Visual word-forms may be described as
perceptually invariant mental representations of words, irrespective of size, colour, font,
or position in the visual field (Warrington & Shallice, 1980). With respect to the neural
correlates of orthographic processing, much emphasis has been placed on the visual word
form area (VWFA), located in the temperooccipital portion of the left fusiform gyrus.
Neuroimaging work has demonstrated that this area responds preferentially to both real
words and orthographically regular pseudowords compared to irregular consonant-string
pseudowords (Cohen et al., 2002; Petersen et al., 1990; Polk & Farah, 2002), and also to
real words and consonant strings compared to false font or unknown character strings
(Baker et al., 2007; Brem et al., 2010; Carreiras et al., 2014; Pleisch et al., 2019). These
findings indicate that VWFA is sensitive to letter strings generally, relative to perceptually
similar non-letter visual objects, and also to orthographic regularity. In other words, it
appears specialised for detecting visual stimulus properties that adhere to learned
orthographic rules (i.e., statistics of written language), thus enabling recognition of
familiar visual word forms. Moreover, studies on individuals suffering from pure alexia
(selective impairment of the ability to recognise words rapidly and automatically, while

identification of individual letters is preserved; McCandliss et al., 2003) often report
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damage to VWFA (Pflugshaupt et al., 2009; Turkeltaub et al., 2014), suggesting a causal

role of this area in orthographic processing.

During reading, orthographic information is associated to an auditory
phonological code—that is, a mental representation of the constituent sounds that make
up the spoken form(s) of the word they are reading (Leinenger, 2014). The nature of
phonological processing in reading has historically been contentious, with opposing
connectionist (e.g., Seidenberg & McClelland, 1989) and dual-route (e.g., Coltheart et al.,
2001) models describing different mechanisms (see Seidenberg et al., 2022 for review and
discussion). Here we adopt the connectionist principle of weighted spelling-to-sound
mapping (Seidenberg, 2005)—which has been integrated into more recent connectionist-
dual-process (CDP) models of word reading, and whose purpose is to bridge the gap
between the two accounts (e.g., the CPP++; Perry et al., 2010). From this perspective,
phonological forms are computed based on weighted connections between orthographic
units and sounds; the weightings themselves are determined by the consistency of
spelling-to-sound mappings within the language in question®. Words with inconsistent
mappings may be considered to impose greater demands on the spelling-to-sound
conversion system; hence, structures that are sensitive to spelling-sound consistency
likely play a role in this process. A number of fMRI studies have revealed preferential
activation of the left inferior frontal gyrus, and neighbouring structures such as anterior
insula and anterior cingulate, when participants see words with inconsistent spelling-to-
sound mappings relative to those with consistent mappings, implicating these structures
in spelling-to-sound mapping (Bolger et al., 2008; Fiez et al., 1999; Fiez & Petersen, 1998;
C.-Y. Lee et al., 2004).

Readers also experience semantic processing—that is, rapid and automatic

retrieval of the meaning of the word they are reading. Based on a meta-analysis of 180

5 For example, the vowel sound in wave, cave, save, etc. has high spelling-sound consistency in
English, because -ave usually produces the er vowel. By contrast, the vowel sound in have has low
consistency because it does not obey this conventional spelling-sound mapping.
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fMRI studies (Binder et al., 2009), Binder and Desai (2011) proposed a left-lateralized
neurobiological model of semantic processing comprising dorsomedial and inferior
prefrontal, inferior parietal, and inferior and ventral temporal cortices. Some of these
same areas (particularly the inferior frontal gyrus, inferior parietal lobule, and inferior and
superior temporal gyri) have also been identified by other meta-analyses of semantic
processing (Rodd et al., 2015; Vigneau et al., 2006). In line with these meta-analyses, more
recent evidence from RSA of fMRI data (described in more detail in 1.3) has supported
the view that representation of semantic knowledge is distributed across bilateral
prefrontal, parietal, and ventral temporal areas (Carota et al., 2021; Devereux et al., 2013;

Liuzzi et al., 2020; Nastase et al., 2017).

In the case of reading aloud, an individual must engage additional articulatory
(motor) processes, and will experience both proprioceptive feedback from moving one’s
mouth and tongue, and acoustic stimulation associated with hearing the sound of one’s
own voice. Indeed, a number of fMRI studies have reported that, compared to silent
reading, reading aloud is associated with activation of auditory and sensorimotor cortices
(Bailey et al., 2021; Dietz et al., 2005; Qu et al., 2022). Bailey and colleagues attributed
their findings to motoric and sensory experiences involved in articulation, while Dietz and
colleagues emphasised increased phonological processing demands in the context of
reading aloud. In addition, a meta-analysis by Murphy et al. (2019) identified a single
cluster in left STG that responded preferentially to aloud compared to silent reading.
Although the authors did not offer an interpretation of this finding, one might take left
STG activation to reflect auditory processing while reading aloud, given that STG has been
implicated in both basic auditory processing, and speech production specifically (Hickok

& Poeppel, 2007; Scott et al., 2000).

3.4.2 Investigating Aloud And Silent Reading With RSA
Recent years have seen growing popularity of multivariate analysis methods for
fMRI, which are all broadly concerned with the distributed patterns of activation elicited

by stimuli. One such approach is RSA (Kriegeskorte et al., 2008), which allows us to
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characterise the informational content of these distributed activation patterns. Rather
than making inferences based on contrasts between experimental conditions (as in
univariate studies described above), RSA permits direct comparison between neural
activation patterns and explicit hypothesis models, which often characterise specific
stimulus information. Formally, this method quantifies the representational geometry of
stimulus-specific activation patterns—that is, the geometric relationships between
stimuli in high-dimensional space—as a representational dissimilarity matrix (RDM). This
neural RDM may then be compared to one or more researcher-defined RDMs (hypothesis
models) derived from quantitative measures of a given stimulus property. Within this
framework, we can decode (i.e., detect) specific types of stimulus information (visual,
orthographic, semantic, etc.) in a given patch of cortex, by demonstrating statistical
dependence between a neural RDM (extracted from patterns in that patch) and a relevant

hypothesis model (Kriegeskorte & Kievit, 2013).

Some prior RSA work has investigated decodability of different types of
information during single word reading®. Much of this work has taken a region-of-interest
(ROI)-based approach to examine patterns in ventral temperooccipital cortex, which is
largely specialised for visual object processing, and notably includes the VWFA. Studies in
which participants see visually presented words or logographic characters often report
that phonological and orthographic information can be decoded in the left fusiform gyrus
(Fischer-Baum et al.,, 2017; Qu et al., 2022; Zhao et al., 2017), while one study also
decoded low-level visual information in its right-hemisphere homologue (Fischer-Baum
et al., 2017). Semantic information may also be decoded in ventral temperoccipital
cortices (Fischer-Baum et al., 2017; Wang et al., 2018), consistent with a larger body of
work investigating semantic representation of images (as opposed to words) in this area
(e.g., Devereux et al.,, 2013; Liuzzi et al., 2020; Nastase et al., 2017). Beyond ventral

temporal cortex, phonological information has been decoded in left prefrontal and

6 As with the univariate literature surrounding single word reading, much of the data has come
from English-speaking participants reading English stimuli. That being said, a number of RSA studies have
been conducted in Chinese (Li et al., 2022; Qu et al., 2022; Wang et al., 2018; W. Zhang et al., 2020; Zhao
et al,, 2017), which has strengthened the generalizability of this literature.
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inferior parietal cortices (Fischer-Baum et al., 2018; Li et al., 2022), as well as middle and
superior temporal regions (Li et al., 2022). Moreover, Zhang et al. (2020) had participants
either read aloud, mouth, orimagine reading aloud simple consonant-vowel syllables, and
reported that articulatory and acoustic information was decodable across a range of
frontal, temporal, and parietal ROIs previously implicated in speech production and
sensation. Taken together, these studies indicate that each type of information that we
consider relevant to word reading may be decoded in multiple brain areas during single

word reading.

Most of the studies described above focussed on aloud or silent reading tasks
independently; a critical question, however, is whether the decodability of various types
of information might differ between these two tasks. This question is particularly relevant
to research on neural correlates of the production effect, which is defined as a contrast
between aloud and silent reading. Moreover, from an embodied and grounded cognition
perspective, this question is important for assessing the degree to which the neural

correlates of reading are experience-dependent.

Decoding-based differences between aloud and silent reading would be
consistent with prior RSA work showing that semantic decodability in particular is often
task- or experience-dependent (e.g., when performing tasks that emphasise different
semantic features of presented stimuli; Meersmans et al.,, 2022; Nastase et al., 2017;
Wang et al., 2018). It is possible that decodability of other types of information is similarly
variable when comparing aloud to silent reading. Indeed, there are many reasons to
expect such differences, outlined as follows. First and perhaps most obviously, one might
expect greater dependence on (and therefore increased decodability of) articulatory
information during aloud versus silent reading, because speaking a word necessarily
requires participants to execute an appropriate sequence of articulatory movements. In
this context, articulatory information should be decodable in primary motor and/or
premotor cortices (i.e., precentral gyrus and supplementary motor area). Indeed,
previous fMRI work has shown that vocalising different phonemes elicits discriminable

responses in the precentral gyrus (Pulvermiiller et al., 2006); this area may therefore have
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the capacity to represent whole words as linear combinations of articulatory features that

are required to produce the constituent sounds.

Neural mechanisms distinguishing aloud and silent reading likely extend beyond
the motoric components of articulation. Cognitive work surrounding the production
effect—whereby words read aloud are more readily remembered compared to words
read silently (MacLeod et al., 2010)—has emphasised the role of distinctive sensorimotor
experiences during articulation. These include the sensation of moving one’s mouth and
tongue, feeling one’s larynx vibrate, and experiencing auditory feedback from hearing
one’s own voice. At a higher cognitive level, reading aloud also entails planning and
monitoring of speech output, and possibly sensory attenuation of efferent signals
(corollary discharge) (Khalilian-Gourtani et al., 2022). At the neural level, we might expect
such distinctiveness to be manifest as changes in decodability of articulatory and/or
phonological information, perhaps in higher-level (i.e., non-sensorimotor) areas
associated with speech planning and monitoring, or episodic encoding. Broadly speaking,
the former processes have been linked to medial and lateral prefrontal cortices
(Bourguignon, 2014; Hertrich et al., 2021), while episodic encoding is thought to depend

largely on frontoparietal and medial temporal areas (e.g., H. Kim, 2011).

There is also evidence that reading aloud enhances semantic processing (Fawcett
et al., 2022). We might therefore expect to see higher semantic decodability during aloud
versus silent reading. It has also been suggested that people allocate more attention to
words that they read aloud (Fawcett, 2013; Mama et al., 2018; Ozubko, Gopie, et al.,
2012). While attention is not clearly defined in this context (particularly in terms of its
relationship to specific types of information), we might broadly consider this term to
reflect changes in one’s cognitive state whereby words read aloud are assigned greater
weighting (i.e., they are prioritised) during perceptual and goal-directed cognitive
operations, compared to words read silently. This interpretation is consistent with prior
conceptualizations of attention as the allocation of (limited) cognitive resources to a
stimulus (P. A. MacDonald & MaclLeod, 1998; Mama et al., 2018). Upon seeing a cue to

read an upcoming word aloud, participants may experience an overall increased level of
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arousal as they prepare to map upcoming visual/orthographic information onto an
appropriate vocal response. Increased arousal may lead to greater cognitive “investment”
in processing multiple types of information (and therefore increased decodability of
each), recognising that successful word production depends on accurate mapping of low-

level visual information to orthography, phonology, and articulatory features.

The predictions outlined above have received partial support from two studies
examining task-dependent changes in decodability during single word reading. Qu et al.
(2022) reported that, relative to silent reading, aloud reading elicited greater decodability
of orthographic and phonological information in the left anterior fusiform gyrus.
Moreover, Zhang et al. (2020) presented participants with consonant-vowel syllables and
reported that reading aloud, mouthing, and imagined reading aloud elicited differential
correlations with an articulatory model in a number of areas implicated in speech
production and sensation. Notably, articulatory information was decodable in left angular
and superior temporal gyri when reading aloud, but not in the other two conditions.
These two studies provide proof-of-principle that different reading tasks may modulate
decodability of phonological, orthographic, and articulatory information. However, a
number of questions still remain. Qu et al.’s (2022) analysis was confined to the fusiform
gyrus; therefore, it is unclear how phonological and orthographic information (or, indeed,
other types of information) might be differentially represented in other brain areas.
Moreover, Zhang et al. (2020) did not explicitly compare aloud reading with silent reading
(rather, these authors examined three production tasks with variable degrees of
enactment), and so it remains unclear how articulatory decodability might differ between

the former conditions.

3.4.3. The Current Study
In the above section, we showed that different kinds of information—visual,
orthographic, phonological, semantic, and articulatory—may be decoded during single

word reading. There is some evidence for differential decodability of phonological and
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orthographic information between aloud and silent reading, but whether similar effects
are present outside occipitotemporal cortex, or for other types of information, remains
unclear. As such, the goal of the current work was to establish how reading words aloud
versus silently affects the decodability of visual, orthographic, phonological, semantic,
and articulatory information throughout the whole brain. We conducted an fMRI
experiment in which participants saw visually presented words (each repeated multiple
times throughout the experiment) and were instructed to read each word either aloud or
silently. We used a searchlight procedure to generate a neural dissimilarity matrix centred
on each voxel throughout the brain’; we then compared the neural data from each
searchlight to hypothesis models representing each of the five types of information

discussed above.

Given that articulatory information is essential for speech production, we
predicted that, relative to silent reading, reading words aloud would result in increased
articulatory decodability in primary and associative motor areas. Articulatory (and
possibly phonological) information may also be present in frontoparietal and/or medial
temporal areas associated with speech planning/monitoring and episodic encoding,
consistent with accounts of the production effect which emphasise sensorimotor
experiences during encoding of words spoken aloud. From the view that reading aloud
enhances semantic processing, we predicted increased semantic decodability relative to
silent reading. While univariate studies have implicated multiple areas in semantic
processing (see Section 3.4.1), changes in semantic decodability seems most likely in
ventral temperooccipital cortex, as this area has been implicated by multiple RSA studies.
Finally, increased attention to aloud words may lead to increases in decodability of

multiple types of information. Given that ventral temperooccipital cortex (particularly the

" The searchlight method entails “scanning” a relatively large area (which might be the entire brain
or a pre-defined ROI of any size) by parcellating it into a series of smaller searchlight areas, with each
centred on a single voxel. An activation pattern for each searchlight area is extracted from its constituent
voxels, meaning that one may construct a neural RDM (and, subsequently, compare that RDM to any
number of hypothesis models) corresponding to every point in the brain/ROI (Kriegeskorte et al., 2008;
Oosterhof et al., 2016).
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left fusiform gyrus) has attracted much attention concerning visual, orthographic, and
phonological decodability, it seems plausible that such attentional effects would be
present in this area. All of these predictions would be evidenced by higher correlations
between the relevant hypothesis model(s) and neural patterns elicited by aloud,

compared to silent reading.

3.5. Methods
3.5.1. Subjects

Data were collected from 30 participants, aged 18-40 (M = 21.43, SD = 4.57), 21
female, three left-handed. All participants reported normal or corrected-to-normal vision,
proficiency in English, no history of neurological illness or trauma, and no
contraindications to MRI scanning. Handedness information was obtained using the
Edinburgh Handedness Inventory (Oldfield, 1971). Participants were recruited through
on-campus advertising at Dalhousie University, and received $30 CAD reimbursement and
a digital image of their brain. All data collection took place at the IWK Health Centre in
Halifax, NS. All procedures were approved by the IWK Research Ethics Board. Participants

provided informed consent according to the Declaration of Helsinki.

Four participants were excluded from data analysis: one reported difficulty
reading visually presented words while in the scanner; one reported that they did not
follow task instructions properly (they silently mouthed words in the aloud condition,
instead of vocalising the words as instructed); one disclosed that they did not fit inclusion
criteria (neurological normality) after having completed the study; one withdrew prior to
completing all parts of the experiment. Therefore, data from 26 participants (18 female,

two left-handed) were included in our analyses.

3.5.2. Stimuli And Apparatus
Participants viewed all stimuli while lying supine in the MRI scanner; stimuli were

presented using the VisualSystem HD stimulus presentation system (Nordic Neuro Lab,
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Bergen, Norway). Stimuli were presented on an LCD screen positioned behind the scanner
and viewed by participants via an angled mirror fixed to the MR head coil. During the
experiment, participants made button-press responses using MR-compatible
ResponseGrip handles (Nordic Neuro Lab, Bergen, Norway), one in each hand. Stimuli
were presented using PsychoPy 2020.2.1 (Peirce et al., 2019). We selected a subset of 30
nouns from Bailey et al. (2021) which, in turn, were sourced from MacDonald and
MaclLeod (1998). Words were 6 to 10 characters in length, each with a frequency greater
than 30 per million (Thorndike & Lorge, 1944). Our full word list is presented in

Supplementary Table 3.1.

All words were presented at the centre of the screen in white lowercase Arial font
against a dark grey background (RGB: 128, 128, 128). Response instructions for each word
(see Procedure) were grayscale icons presented at the start of each trial in the centre of
the screen—participants were instructed to speak the word aloud if they saw a mouth
icon, or to read the word silently if they saw an eye icon. For our active baseline task (see
Procedure), individual numbers 1-9 were presented in white Arial font at the centre of

the screen against the same grey background as the words.

Hypothesis Models. We constructed a set of hypothesis models to be used for
RSA reflecting visual, orthographic, phonological, semantic, and articulatory properties of
the words presented in our experiment. Unique hypothesis models were generated for
each participant and condition separately (because words were randomly allocated to
conditions for each participant, see Section 3.5.3) in the Python environment using
custom scripting and publicly available Python packages. Each hypothesis model
comprised a 15 x 15 square dissimilarity matrix (DSM) containing zeros along the diagonal;
off-diagonal cells contained pairwise dissimilarity values corresponding to all possible
pairs of words within that condition, and matrices were symmetrical about the diagonal.
To generate each model, we computed dissimilarity values according to measures that
were theoretically relevant to the respective type of information / stimulus property

being examined. Each of these measures is briefly outlined below, with more details
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provided in Supplementary Materials. Hypothesis models from a representative subject

and condition are shown in Figure 3.1.

We computed visual dissimilarity as the correlation distance (1 - Pearson
correlation) between vectorized binary silhouette images of each word as it was
presented in the experiment (as in Kriegeskorte et al., 2008). This procedure was
implemented using the Pillow package (Umesh, 2012). We computed orthographic
dissimilarity as the correlation distance between unconstrained open bigram feature
vectors (similar to Fischer-Baum et al., 2017), using the wordkit package (Tulkens et al.,
2018). For phonology, words were vectorised according to their syllable-wise spelling-to-
sound consistency (Chee et al., 2020), and dissimilarity was computed as the Euclidean
distance between vectors (we found that using Euclidean distances produced overall
more normally distributed hypothesis models, compared with other metrics such as
correlation or cosine distance). While we are not aware of prior RSA work employing this
measure, we suggest that spelling-sound consistency provides an appropriate measure of
phonological processing as conceptualised in the Introduction. For semantic models, we
computed cosine distances (1 - cosine similarity) between word2vec representations of
each word’s semantic content (consistent with previous work; Carota et al., 2021; Guo et
al., 2022; Liu et al., 2021; Tong et al., 2022; Wang et al., 2018). Word2vec representations
were acquired from the publicly available glove-wiki-gigaword-300 model
(https://github.com/RaRe-Technologies/gensim-data) using the gensim package
(Rehdfek & Sojka, 2010). Finally, we computed articulatory dissimilarity as the feature-
weighted phonological edit distance (Fontan et al., 2016) between words, normalized for
word length (Beijering et al.,, 2008; Schepens et al, 2012) using the
PhonologicalCorpusTools package (Hall et al., 2019). While this is ostensibly a measure of
phonological dissimilarity, it depends on articulatory features necessary to produce each
word (e.g., place of articulation, movements of the tongue, teeth, and lips, etc.). As such,
we feel that it provides a suitable means for modelling articulatory information.
Moreover, our analyses required that our five measures be independent from one

another (i.e., minimally correlated); as such, we were motivated to select measures of
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phonological and articulatory dissimilarity that were as different as possible from one

another.

To ensure that our five measures were independent from one another, we
computed pairwise correlations between (vectorised) exemplar models. Exemplar
models contained all words in our stimulus set, and were computed for each measure.
We reasoned that, because stimulus allocation to each condition was randomised for
each participant, comparing exemplar models (containing all possible stimulus
combinations) was the best way to approximate potential correlations between models
used in our analysis. Correlations between our five exemplar models are displayed in
Table 3.1. Accompanying parenthetical values in Table 3.1 show Bayes factors BFio
(described in Section 3.5.6) for each correlation, computed using the bayesFactor package
(Krekelberg, 2022) in the MATLAB environment, with default JZS priors (Rouder et al.,
2009). These comparisons revealed moderate evidence for a true correlation between
the phonological and semantic models (r = 0.106, BF1o = 3.38); all other comparisons

revealed equivocal evidence (BFi0 < 2.0).

Table 3.1. Correlation matrix for the five dissimilarity measures used in this study. Values
are correlation coefficients for each pair of measures; values in parentheses are Bayes
factors indicating strength of evidence of a true (anti-)correlation.

Visual Orthographic Phonological Semantic  Articulatory

. -0.037 -0.043 0.03 >0.001
Visual

(0.051) (0.057) (0.046) (0.038)
Orthographic -0.028 0.106 0.134
(0.045) (0.449) (1.934)
Phonological 0.143 0.118
(3.382) (0.792)
Semantic 0.01
(0.039)

Articulatory
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After providing informed consent and completing MRI safety screening and the
Edinburgh Handedness Inventory, participants completed a shortened version of the
experiment described below (using a different stimulus list) on a laptop computer to
familiarise them with the task. Participants were also asked to confirm (verbally) that they
understood the task requirements before entering the scanner. Once participants were
positioned in the MRI scanner, a brief scout scan determined head position. Following
this, participants completed three functional scans as part of another study, followed by
a structural scan. After the structural scan, participants completed four three-minute

functional scans that comprised the data for the present study.

During each three-minute scan, participants performed a word reading task, in
which the 30 words (Supplementary Table 3.1) were randomly allocated to one of two
conditions (aloud or silent; 15 words in each condition) for each participant. Word-
condition mappings were randomised between participants. Each trial of the word
reading task began with a fixation cross (“+”) presented for 500 ms to alert the participant
that the trial was starting, followed by a cue presented for 1000 ms instructing
participants to read the upcoming word either aloud (if they saw a mouth icon) or silently
(if they saw an eye icon). Following the cue, a word from the corresponding condition was
presented for 2500 ms. Each word appeared once in each functional run, and each of the

four runs used a different random order of presentation.

On every trial, following word presentation, participants completed a short active
baseline task: a randomly generated number between 1 and 9 was presented for 2000
ms, and participants were instructed to decide whether the number was odd or even, and
to make an appropriate button-press response. During this baseline period, response
mapping cues were presented as a reminder in the top corners of the screen (left-hand
button press for odd, right-hand for even). Response mappings were the same for all
participants. This active baseline served two purposes: (i) to lengthen SOA of each trial to
6 seconds, and therefore ensure reliable item-level estimation (Zeithamova et al., 2017),
while (ii) ensuring that participants did not mind-wander between trials. We selected a

simple odd-even judgement task because prior work has shown this task to be an effective
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alternative to the traditional resting baseline in fMRI (Stark & Squire, 2001). A schematic

of our trial structure is shown in Figure 3.2. Each functional run included 30 trials.

Fixation
500 ms
0ms
(sta_rt of + Cue
trial) 1000 ms

Word
2500 ms

Baseline
2000 ms
Time <0ODD EVEN>

6000 ms
(end of trial)

Figure 3.2. Schematic of an example trial. The red outline indicates the period modelled
by the time series regressor for each trial (i.e., the temporal window from which
activation patterns were estimated).

3.5.4. MRI Data Acquisition

MRI data was acquired on a 1.5 Tesla GE MRI system (GE Medical Systems,
Waukesha, WI) equipped with a 19 channel head coil. Each participant completed a
structural scan followed by four functional scans. As noted above, participants also
completed three additional functional scans at the start of their session, but those
functional scans are beyond the scope of the current work. For the structural scan, a T1-
weighted anatomical image was obtained using a magnetization-prepared rapid
acquisition gradient echo (MPRAGE) sequence, Tl = 1134 ms, flip angle = 8°, NEX = 2, FOV

= 224 mm, matrix = 224 x 224, resulting in an in-plane voxel resolution of 1 x 1 mm.
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Functional scans used a gradient echo-planar pulse sequence, TR = 1800 ms, TE = 23 ms,
FOV = 240 mm, flip angle = 90°. Images were obtained in 34 axial slices® (no gap,
sequential acquisition) of thickness = 3.75 mm, matrix = 64 x 64, resulting in an in-plane
voxel resolution of 3.75 x 3.75 mm. The FOV included full cortical coverage and partial
cerebellar coverage. For each run we collected 100 functional volumes. Five additional

volumes were acquired at the start of each run, but were discarded following acquisition.

3.5.5. fMRI Data Processing

All fMRI data processing was implemented with custom bash scripting, unless
otherwise stated. To improve efficiency of our analysis pipeline, we used GNU Parallel
(Tange, 2011) to perform many of the steps described below in parallel for multiple
subjects/runs. The fMRI data were processed using functions from FEAT (fMRI Expert
Analysis Tool) Version 6.00, part of FSL (FMRIB's Software Library,
www.fmrib.ox.ac.uk/fsl). Preprocessing steps included non-brain removal with BET (S. M.
Smith, 2002), grand-mean intensity normalisation of the entire 4D dataset by a single
multiplicative factor, high pass temporal filtering (Gaussian-weighted least-squares
straight line fitting, with sigma = 50.0 s), and spatial smoothing (using a Gaussian kernel
of FWHM 6 mm). We also performed motion correction using MCFLIRT (Jenkinson et al.,
2002) to mitigate the impact of any potential movement during functional runs. We
visually inspected motion correction output; our a-priori threshold for excessive motion
between contiguous time points was 2 mm, however no runs exceeded this threshold,

therefore no runs were removed due to excessive motion.

Following preprocessing, we used FEAT to estimate activation patterns for each
trial using the least-squares-all (LSA) method (Mumford et al., 2014), described as follows.
For each functional run, we constructed a single GLM that included one regressor for each

trial in the run. Each regressor comprised a timeseries modelling the period during which

8 We added 4 axial slices (total = 38) to the protocol for one participant to accommodate their entire
cerebral cortex.
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the word for that trial was presented (duration: 2500 ms), convolved with a gamma
function (lag: 6 sec, sigma: 3 s) as a model of the haemodynamic response function (HRF).
Additionally, we included parameters derived from motion correction as regressors of no
interest. We defined 30 contrasts of interest, with each contrast comprising one
regressor. This procedure generated four contrasts of parameter estimates (i.e., COPE
images) for every unique item; one per trial. Because functional data from different runs
are rarely perfectly aligned (due to small head movements between runs), we next
aligned all the COPEs from each subject to a common native functional space. We used
Advanced Normalization Tools (ANTs; http://stnava.github.io/ANTs/) to rigidly align
COPEs from the second, third and fourth runs with the example functional volume
(example_func in FSL) from the first fMRI run. We additionally masked the aligned data

with a COPE image from the first run, thus removing non-overlapping voxels across runs.

Iltem-level pattern estimation (described as follows) was performed in the
MATLAB environment using functions from the CoSMoMVPA toolbox (Oosterhof et al.,
2016). We estimated item-level activity patterns for each unique item by averaging across
COPEs from that item’s four respective trials. We then subtracted the mean pattern (i.e.,
the mean value at each voxel across items) from item-level patterns in each condition
separately, in order to remove the activation pattern common to all items in each

condition (Walther et al., 2016)°.

% While mean pattern subtraction is a contentious topic (Diedrichsen et al., 2011; Garrido et al.,
2013), we argue that it is necessary in the case of our study. Shared mean activation has been shown to
artificially inflate pairwise correlations between patterns (Walther et al., 2016); this in turn will add noise
to correlation-based neural dissimilarity matrices. This has major implications for our study, the purpose of
which was to compare decodability (that is, correspondence between neural DSMs and hypothesis models)
between aloud and silent reading. Aloud reading reliably elicits more univariate activation than silent
reading (Bailey et al., 2021; Dietz et al., 2005; Qu et al., 2022); in turn, item-level patterns for words read
aloud likely share more common activation than do patterns for words read silently. As a result, we ought
to see relatively greater inflation of pairwise correlations between patterns for words read aloud. Stated
differently, failing to control for shared activation (within each condition) would likely result in
systematically different degrees of noise contributing to decodability in aloud and silent reading, which
would obfuscate any comparisons of decodability between these conditions.
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3.5.6. Representational Similarity Analysis

Searchlight Analyses. We performed RSA using a whole-brain searchlight
approach, separately for each subject and condition (aloud or silent reading), in each
subject’s native functional space. Searchlights were implemented in the MATLAB
environment using functions from the CoSMoMVPA toolbox (Oosterhof et al., 2016).
Within each searchlight area (spherical searchlight, radius = 3 voxels), we first generated
a neural DSM comprising pairwise Pearson correlation distances (i.e., 1 minus the Pearson
correlation) between item-level patterns for all items within that condition. Each neural
DSM was vectorized and submitted to a GLM with five regressors, with each regressor
comprising one of the five (vectorized) hypothesis models described above. Both the
neural data and models were standardised using the z transform prior to estimating
regression coefficients (Oosterhof et al., 2016). Each searchlight analysis generated five
whole-brain statistical maps with a beta (B) value at each voxel; one map was generated
for each hypothesis model. B values reflected correspondence between the neural DSM
at that voxel (computed from patterns in the corresponding searchlight sphere) and the
respective hypothesis model. A separate searchlight analysis was performed for each
condition, such that each subject was associated with ten B maps in native functional

space.

We next transformed each subject’s searchlight output (i.e., whole-brain B maps)
from native functional space to template MNI152 space using ANTs
(http://stnava.github.io/ANTs/). We first computed a structural-to-EPI transformation
matrix by rigidly aligning participants’ high-resolution structural T1 image to their
example functional volume from the first fMRI run. We next computed an MNI152-to-

structural transformation matrix using linear affine, and then nonlinear methods (the
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latter implemented using the “SyN” algorithm; Avants et al., 2008)°. We then applied the
inverse of the structural-to-EPI and MNI152-to-structural transformation matrices to each
subject’s respective searchlight output, re-sliced to 2 mm isotropic resolution. Each
subject was therefore associated with ten B maps in MNI152 space. Following this, we
masked out the cerebellum (as defined by the Harvard-Oxford cortical atlas supplied by
FSL) from all of the spatially normalised B maps; the motivation for this was that our fMRI

scans included only partial cerebellar coverage.

Group-Level Analyses. For group-level analyses, we computed voxel-wise Bayes
factors BFio to evaluate our hypotheses. This is in contrast to conventional null-hypothesis
statistical testing (e.g., permutation cluster statistics), which relies on p values to
determine whether or not a null hypothesis may be rejected at each voxel. Unlike p
values, Bayes factors quantify the strength of evidence in favour of a null or alternative
hypothesis. BF1o is a ratio that expresses the likelihood of the data under the alternative
hypothesis (H1) relative to the null hypothesis (Ho) (Dienes, 2014), and may range
between 0 and oo. Within this framework, incrementally larger values > 1 indicate greater
support for the data under Hy; incrementally lower values < 1 indicate greater support for
the data under Ho. Recently a growing number of studies have adopted Bayes factors for
group-level neuroimaging analyses, particularly in the context of MVPA (e.g.,
Grootswagers, Robinson, & Carlson, 2019; Grootswagers, Robinson, Shatek, et al., 2019;
Kaiser et al., 2018; Matheson et al.,, 2023; Moerel et al., 2022; Proklova et al., 2019;
Teichmann et al., 2022). Teichmann et al. (2022) and Matheson et al. (2023) have argued
in favour of Bayes factors over p values in MVPA research, primarily because Bayes factors

are actually informative as to strength of evidence (as opposed to dichotomous

10 7o be clear: the structural-to-EPI and MNI152-to-structural transformation matrices were computed
using the EPl and structural T1 as reference images respectively. While it is more common to compute these
transformations in the opposite direction (i.e., EPI-to-structural and structural-to-MNI152, using structural
T1 and MNI152 as reference images), we found that the inverse procedure yielded qualitatively better
transformation of searchlight maps—that is, better alignment to the MNI152 template, based on visual
inspection of registration output.
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acceptance or rejection of Hp), and are not susceptible to multiple comparison problems

(Dienes, 2016; Teichmann et al., 2022).

We computed Bayes factors using voxel-wise Bayes t-tests implemented with
functions from the bayesFactor package (Krekelberg, 2022) in the MATLAB environment
using default JZS priors (Rouder et al., 2009). We first tested whether each type of
information was decodable in either condition. Here, we performed a right-tailed one-
sample Bayes t-test at every voxel against the hypothesis that B was greater than zero;
this procedure was repeated independently for each condition and type of information.
This produced ten statistical maps of BFio values (2 conditions x 5 information types);
hereon in, we will refer to these as within-condition Bayes maps. Results from these
analyses are shown in Supplementary Materials (Supplementary Figures 3.1 and 3.2,
Supplementary Tables 3.2 and 3.3) but are otherwise not reported here; rather, they were
used to constrain results from contrasts between aloud and silent reading, described as

follows.

We next tested the hypothesis that there was a difference in decodability, for each
type of information, between conditions. Here, we performed a two-tailed paired-
samples Bayes t-test at every voxel against the hypothesis that B values differed between
aloud and silent reading. This procedure was repeated independently for each type of
information, generating five statistical maps of BF1io values; hereon in, between-condition

Bayes maps.

As a convention, Bayes factors are often assigned qualitative labels to express the
strength of evidence for Hi, whereby BF1g values < 3.0 are considered to provide “weak”
or “anecdotal” evidence, values < 10.0 provide “moderate” evidence, and values >= 10.0
are considered to provide “strong” evidence (Dienes, 2014; M. D. Lee & Wagenmakers,
2014). We chose to only consider voxels where there was at least moderate evidence for
any hypothesis (that is, decodability greater than 0, or differences between conditions);
we feel that reporting weak evidence would not be particularly valuable, and moreover

would distract from data points where there was relatively stronger support for our
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hypotheses. As such, we thresholded all Bayes maps (both within- and between-
conditions) at BF1o >= 3.0. To establish directionality of our results concerning differences
between conditions, we first computed (for each type of information) two average
contrast maps: an aloud > silent contrast representing the average searchlight results
(across participants) from the aloud condition minus those of the silent condition; vice-
versa for the silent > aloud contrast. These average contrast maps were used to mask the
thresholded between-condition Bayes maps, thus generating one Bayes map
representing aloud > silent, and one representing silent > aloud, for each type of
information. Each contrast map was then masked by the within-condition map for its
respective minuend condition; this ensured that the contrast maps only included voxels
where information was actually decodable in the minuend condition (i.e., it served to
exclude any between-condition differences driven entirely by negative values in the

subtrahend condition).

We generated interpretable tables of results using FSL’s cluster function to
identify clusters of contiguous voxels, separately for each model and between-conditions
contrast. We only considered clusters with a minimum spatial extent of 20 voxels, to avoid
our results being skewed by noisy voxels. Tables report the spatial location (in MNI
coordinates) of the centre of gravity (COG) for each cluster (ascertained using FSL’s cluster
function), as well as each cluster’s mean (averaged over constituent voxels) and maximum
BF10 value. Maximum BFio values represent the strongest available evidence for a given
hypothesis (e.g., for a difference between conditions) within a cluster, while we consider
mean values to reflect evidential strength across the entire cluster. Tables also report
anatomical labels for each cluster; these were identified from the Harvard-Oxford cortical

and subcortical atlases using FSL’s atlasquery function.

3.6. Results.
We performed RSA on fMRI data to investigate decodability of information across
five types of information—visual, orthographic, phonological, semantic, and

articulatory—during aloud and silent word reading. We used a whole-brain searchlight to
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characterise, at every voxel, correspondence between the neural data and formal
hypothesis models representing each type of information, for each condition separately.
We then explored differences in decodability between the two conditions. Below, all
references to “moderate” or “strong” evidence describe quantitative benchmarking of
mean BFip values that were computed for each cluster, based on conventional norms

(Dienes, 2014; M. D. Lee & Wagenmakers, 2014).

3.6.1. Aloud Reading > Silent Reading

Visual, phonological, semantic, and articulatory—but not orthographic—
information were all more decodable in the aloud reading condition compared to the
silent reading condition; these results are displayed in Table 3.2 and Figure 3.3. For
convenience, all references to decodability in this section describe differences between

aloud and silent reading.

Visual Information. We identified a single cluster exhibiting moderate evidence
for visual decodability. This cluster was situated in the occipital portion of the left fusiform
gyrus (more precisely, on the fusiform bank of the posterior collateral sulcus; Lehman et

al., 2016) and extended into lateral occipital cortex.

Phonological Information. Decodability of phonological information was notably
more extensive than visual, semantic, or articulatory information, and was detected in
bilateral frontal and parietal areas. In the frontal lobes, clusters were situated bilaterally
on the ventrolateral / orbital surfaces of the frontal poles; notably, the cluster in the left
frontal pole exhibited the strongest evidence for this contrast (mean BFio = 172.96). In
addition, a single cluster with strong evidence spanned prefrontal cortices in both
hemispheres, encompassing dorsolateral (middle and superior frontal gyri, frontal pole)
and dorsomedial (medial surfaces of the superior frontal gyrus and frontal pole) areas
bilaterally. One additional cluster was situated on the lateral surface of the right
precentral gyrus, though this cluster exhibited only moderate evidence. In the parietal

lobes, clusters were situated in the precuneus bilaterally, though the right cluster
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exhibited markedly stronger evidence (mean BFip = 68.24 [right], 15.71 [left]) and was
situated more posteriorly and ventrally, at the parieto-occipital boundary. Clusters were
also present in the occipital lobe. On the lateral surface of the left hemisphere, one strong
cluster was situated at the parieto-occipital boundary (mainly encompassing lateral
occipital cortex) and, more posteriorly, a moderate cluster extended from the lateral
surface of the occipital pole to posterior ventral occipital cortices. Finally, one cluster with

moderate evidence was present in the occipital portion of the right fusiform gyrus.

Semantic Information. We identified two adjacent clusters in right prefrontal
cortex (middle and superior frontal gyri), both of which exhibited moderate evidence for
semantic decodability. The position of these clusters approximately corresponds to dorsal

premotor cortex (Genon et al., 2017).

Articulatory Information. Articulatory information was decodable in medial
frontal areas bilaterally, as well as in left premotor cortex. On the medial surface, two
large clusters encompassed areas in both hemispheres. The anteriormost cluster
encompassed anterior dorsomedial cortex (superior frontal and paracingulate gyri); the
more posterior cluster was situated in the pre-supplementary motor area (pre-SMA). On
the lateral surface, one cluster was situated in the posteriormost portion of the superior
frontal gyrus; corresponding to the supplementary motor area proper (SMA). All of these

clusters exhibited strong evidence.
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Aloud > Silent

Phonological

Semantic

)

b

Bayes Factor (BFyo)
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Figure 3.3. BF1p maps for the Aloud > Silent contrasts. Highlighted areas show evidence of
greater decodability in the aloud reading condition relative to the silent reading condition.
Surfaces from left to right show left lateral, right lateral, left medial, right medial, dorsal
bilateral, and ventral bilateral views. Table 3.2. RSA resultSupplementary Table detailing
clusters identified by the Aloud > Silent contrasts. Clusters show evidence of greater
phonological, semantic, and articulatory decodability in the aloud reading condition
relative to the silent reading condition.
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3.6.2. Silent Reading > Aloud Reading

Only orthographic information showed greater decodability in the silent reading
condition compared to the aloud condition; these results are displayed in Table 3.3 and
Figure 3.4. This contrast revealed two clusters with strong-to-moderate evidence (mean
BF10=11.32, 8.93 respectively) in the right anterior temporal lobe. The stronger cluster
spanned a relatively large area of anterior ventral temporal cortex, with the peak value
(Max BFio = 132) situated at the tip of the temporal pole, extending posteriorly into
(anterior portions of) the fusiform and parahippocampal gyri. The second cluster was on

the lateral surface, at the border between the temporal pole and superior temporal gyrus.

Silent > Aloud

Orthographic

Bayes Factor (BFyo)

50

Figure 3.4. BF1o map for the Silent > Aloud contrast. Highlighted areas show evidence of
greater decodability in the silent reading condition relative to the aloud reading condition.
Surfaces from left to right show left lateral, right lateral, left medial, right medial, dorsal
bilateral, and ventral bilateral views.
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3.7. Discussion

The current work aimed to characterise differences in the decodability of five
types of stimulus-relevant information between aloud and silent single-word reading. We
used RSA to compare fMRI data (acquired during each reading task) to formal hypothesis
models representing visual, orthographic, phonological, semantic, and articulatory
information. Our results revealed differential decodability for all types of information
between the two tasks. Interestingly, and contrary to our initial predictions (see
Introduction), we did not find evidence that decodability is unilaterally enhanced by aloud
reading. Instead, visual, phonological, semantic, and articulatory information were all
more decodable during aloud reading, while silent reading entailed greater decodability
of orthographic information. We interpret these results to reflect differential weighting

of information, depending on cognitive demands imposed by either task.

3.7.1 Decoding Information In Aloud Reading

We found moderate evidence that visual information was more decodable during
aloud versus silent reading, in a cluster spanning the posterior portion of the left collateral
sulcus and inferior lateral occipital cortex. In the context of reading, these posterior
occipital areas have been associated with low-level orthographic analysis (Jobard et al.,
2003; Levy et al., 2009); for example, they tend to respond preferentially to consonants
versus false fonts (Thesen et al., 2012; Vinckier et al., 2007). We therefore suggest that
our findings concerning visual information reflect greater attention (that is, allocation of
more cognitive resources) to low-level perceptual properties of the visually presented
words, consistent with the notion that participants allocate more attention to words

spoken aloud (Fawcett, 2013; Mama et al., 2018; Ozubko, Gopie, et al., 2012).

Phonological and articulatory information were both decodable in dorsomedial
prefrontal cortex (DMPFC). In addition, articulatory information was present in (pre-
Jsupplementary motor areas (pre-SMA, SMA), while phonological information was
present in dorsolateral prefrontal cortex (DLPFC) and the frontal poles. DMPFC, DLPFC,

and (pre-)SMA are functionally connected to each other and to major language processing
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centres in perisylvian cortex, and are all associated with planning and cognitive control of
speech processes, amongst other functions (Bourguignon, 2014; Hertrich et al., 2016,
2021). Left DLPFC in particular is commonly associated with speech planning (see Hertrich
et al., 2021 for review), while DMPFC has been linked to domain-general online response
monitoring. For example, in the context of a Stroop task, DMPFC may monitor (and
resolve) conflicting information arising on a trial-to-trial basis (Freund et al., 2021; C. Kim
etal.,2013; A. W. MacDonald et al., 2000). With respect to its role in language production,
a recent study linked DMPFC to learning arbitrary associations between visually
presented stimuli and orofacial and vocal responses, as well as physically performing
those responses (Loh et al., 2020). These authors also note that pre-SMA was recruited
for learning speech-based vocal responses, but not non-speech vocalisations or orofacial
movements, suggesting some degree of specialisation for articulatory processes. Pre-SMA
has otherwise been associated with selecting and encoding complex motor sequences
(Alario et al., 2006; Tremblay & Gracco, 2009, 2010), while SMA proper is thought to play
a role in their implementation (Hertrich et al., 2016). As for the frontal pole, while its
specific role in language production is less clear, it has been suggested that this region
plays a domain-general role in goal-dependent feedback monitoring (Tsujimoto et al.,

2011) and goal selection and maintenance (Fine & Hayden, 2021; Koechlin, 2011).

Given the above information, we suggest that the presence of phonological and
articulatory information in the aforementioned areas reflects top-down planning and
maintenance of vocal responses. To speak each word correctly, participants had to plan
and coordinate an appropriate articulatory response comprising a unique sequence of
movements of the mouth, jaw, and tongue. The presence of articulatory information in
pre-SMA and SMA likely reflects preparation and implementation (respectively) of this
complex motor sequence, while DMPFC may be involved in on-line monitoring to ensure
that the produced responses match computed phonological information (see next
paragraph). Thus while it is unsurprising that a vocal response should involve motor

planning and monitoring, our results demonstrate that stimulus-specific articulatory

111



information can be decoded in these areas. As such, it is accurate to say that responses

in SMA, pre-SMA, and DMPFC reflect unique articulatory properties of specific words.

With respect to phonological information (which in our study concerned spelling-
to-sound consistency), executive control processes may be recruited to ensure that
visually presented words are converted to appropriate phonological codes for the
purpose of reading aloud. These control processes likely include speech planning (DLPFC),
online monitoring during speech production (DMPFC) and goal-related cognition (frontal
poles). With respect to the latter point, phonological information might be relevant to
goal maintenance (e.g., updating one’s current goal—to read the presented visual word
aloud—to incorporate the desired sounds) or goal-related feedback (e.g., registering that
the perceived visual word was produced as planned). As an aside, our interpretations here
may seem at odds with the view that whole phonological forms of familiar/high frequency
words (such as our stimuli) are retrieved automatically, without the need for explicit
spelling-to-sound mapping (Coltheart et al., 2001). Direct phonological retrieval may have
occurred in our study, but been supplemented by additional spelling-to-sound
conversion, perhaps as an internal “check” to ensure that the appropriate sounds were
retrieved. This suggestion is consistent with the view that the degree to which readers
engage in explicit spelling-to-sound conversion is dependent upon their goals and/or task
demands (Harm & Seidenberg, 2004). In our case, checks on phonological output may be

driven by participants’ goal to read the words aloud.

Phonological information was also present in the precuneus. Notably, the area
identified by our analysis appears to correspond to part of the paracingulate network
(Dadario & Sughrue, 2023). This network has been proposed to support integration of
external input and prior knowledge to guide goal-directed behaviour, via its functional
connections to other areas. These other areas notably include the insula and anterior
cingulate (both implicated in spelling-to-sound conversion; see Introduction), medial
frontal areas (possibly involved in monitoring articulatory responses, see above), and
sensorimotor cortices (necessary for implementing articulatory responses; see

Introduction) (Dadario & Sughrue, 2023). From this perspective, our findings may reflect
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goal-directed access to phonological information, perhaps to facilitate appropriate

speech production.

We also detected phonological information in left occipital areas, including
superior lateral occipital cortex, the occipital pole, and ventral occipital cortex. The latter
(posteriormost) areas are sensitive to low-level orthographic properties (see first
paragraph of this section); it is likely that such information is relevant to spelling-to-sound
conversion. The role of superior lateral occipital cortex is not clear, though it is worth
noting that immediately adjacent parietal cortices have been implicated in spelling-to-

sound mapping (Levy et al., 2009).

Semantic information was decodable in right dorsal premotor cortex. This area
has been implicated in a range of higher-order cognitive functions that may support
integration of semantic information during articulation and / or episodic encoding. In
particular, the cluster identified in our analysis approximately corresponds to the
boundary of the dorsal and rostral (anterior) segments of dorsal premotor cortex,
identified in an anatomical parcellation of this area by Genon et al. (2017). These authors
suggest that the rostral segment in particular may be involved in higher-order processes,
citing its functional connections to DLPFC and inferior parietal lobules. The role of DLPFC
in language processing is discussed above, while the inferior parietal lobules have been
linked to multisensory integration, particularly in the context of episodic encoding
(Mesulam, 1998; Pasalar et al., 2010; Seghier, 2013; Zeller et al., 2015). As such, we posit
that the role of dorsal premotor cortex in our study may reflect integration of each word’s
semantic features during articulatory planning or monitoring, via connections to DLPFC;
recognizing that accessing semantic features of a word can facilitate access to that word’s
phonological representations (e.g., Bailey et al., 2023). Another possibility is that this area
supports integration of semantic features into multisensory episodic representations

(consistent with Fawcett et al., 2022), via connections to inferior parietal cortex.
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3.7.2. Decoding Information In Silent Reading

We found that, relative to aloud reading, silent reading was associated with greater
decodability of orthographic information in the right anterior temporal lobe. Notably,
evidence for orthographic decodability increased in the posterior-to-anterior direction
along the (anterior portion of the) ventral visual pathway (VVP)!!. This finding is
consistent with Zhao et al. (2017), who identified increasing decodability of orthographic
information along the posterior-to-anterior axis of the VVP bilaterally. We interpret this
finding in our study to reflect a shift towards direct print-to-meaning (i.e., orthographic-
to-semantic) mapping, as opposed to phonologically-mediated access to meaning, during
silent reading. While at face value this may seem like a contradictory statement—why
would such an effect not be revealed by the semantic model?—we reason that that
extraction of meaning directly from the visual word form should entail sensitivity to
orthographic features in the area(s) responsible for that process (elaborated below).
Importantly, our interpretation does not imply deeper semantic processing in the silent
condition (as we did not observe silent > aloud semantic decodability); rather, it concerns

the routes by which meaning is extracted.

Print-to-meaning mapping has been linked to connectivity along the VVP,
particularly between the fusiform gyrus and anterior temporal regions (Taylor et al.,
2017). The anterior temporal lobes in turn have long been associated with semantic
access; in particular, the hub-and-spoke model of semantics (Patterson et al., 2007)
considers these areas as a semantic ‘hub’ where inputs from multiple modalities
(including visual word forms) converge. While recent versions of this model consider
print-to-meaning operations to be left-lateralized (Ralph et al., 2017; Rice et al., 2015),
some empirical work has supported right-sided contributions (Pobric et al., 2010; Taylor

etal.,, 2017).

11 The VVP runs from early visual cortex to anterior ventral temporal cortex, with subsequent
projections to prefrontal areas (Kravitz et al., 2013).
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Why should aloud and silent reading entail different degrees of print-to-meaning
mapping? Connectionist models of reading consider access to meaning as the sum of
parallel inputs from both direct and phonologically-mediated pathways (Harm &
Seidenberg, 2004). From this perspective, the “division of labour” between pathways
depends on ease of mapping in each—for example, sound-meaning mapping is
ambiguous in the case of homophones (e.g., ewes-use), and may be resolved by assigning
greater weighting to the direct pathway (Harm & Seidenberg, 2004). We reason that such
division of labour may also be affected by task-related availability of phonological
information. That is, if spelling-to-sound computations are already being promoted to
meet task demands, as appears to be the case when reading aloud, then phonologically
mediated access to semantics may be assigned greater weighting simply because the
relevant computations are already being executed. By extension, reduced demands for
phonological information when reading silently may result in relatively greater weighting

on direct print-to-meaning mapping.

3.7.3. General Discussion

Our study provides evidence that aloud and silent reading entail differential
decodability of multiple types of stimulus information. Broadly, this finding is consistent
with the view of embodied and grounded cognition, whereby different experiences (e.g.,
reading aloud versus silently) give rise to fundamental changes in how stimuli are
perceived and evaluated (Matheson & Barsalou, 2018). More specifically, we interpret
our results to reflect flexible cognitive states during reading, whereby certain types of
information are weighted according to the speakers’ goals. Such goal-dependent

weighting, we argue, is primarily driven by the demands of reading aloud.

How is such weighting determined? Consider that some types of information are
more relevant or useful for certain tasks; consider also that any reading task will recruit
cognitive resources that must be allocated in a manner which best serves the reader’s
goals. We suggest that, when reading aloud, phonological and articulatory information

are weighted more heavily because those features are useful for planning, execution, and
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monitoring of speech output. Similarly, visual information is necessary for recognising
orthographic units; increased weighting here might therefore facilitate spelling-to-sound
conversion. Semantic information may also facilitate access to phonological
representations; alternatively, increased weighting of semantic information may reflect

an intrinsic component of the encoding process.

When speech production is not required, the aforementioned types of
information are less relevant to one’s goal (reading the word), and so receive less
weighting. We have argued that decreased weighting on phonological information in
particular gives rise to greater weighting on orthographic information for the purpose of
semantic access. More precisely, de-weighting of spelling-to-sound computations may
necessitate relatively greater emphasis on direct print-to-meaning mapping when reading
silently. Overall, our findings provide an adaptive view of information processing,

whereby each type of information is weighted according to its task relevance.

A subtly different interpretation, and one which aligns with attentional accounts
of the production effect (Fawcett, 2013; Fawcett et al., 2023; Mama et al., 2018; Ozubko,
Gopie, et al., 2012), is overall reduced cognitive investment when reading words silently.
Silent words might be processed relatively superficially—that is, readers can perceive and
extract meaning from visually presented words based on orthographic information alone,
without needing to invest further cognitive resources in phonological and articulatory
computations. Such superficial processing may apply to all stimulus properties, rather
than specific types of information that are directly relevant to production. Indeed, this
provides a satisfying explanation for (relatively) reduced decodability of visual
information in the silent condition: this information is arguably no more relevant to aloud
reading than it is to silent reading, therefore decreased decodability may reflect a global

decrease in cognitive investment.

Our findings also have implications for research on the production effect (and,
more generally, for research on how words are encoded in memory). The production

effect is reliably elicited when memory for aloud versus silent reading is tested, including
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contexts in which participants are not informed in advance that they will be tested on the
studied material (P. A. MacDonald & Macleod, 1998; Zhou & MacLeod, 2021). Thus while
we did not explicitly assess participants' memory for the words in the present experiment
(largely because our stimulus list was relatively short, with each word repeated 4 times),
the procedures employed in our experiment (other than stimulus repetition) accurately
reflect the encoding conditions that reliably give rise to the production effect. Moreover,
our findings align with theoretical accounts of the production effect. One account states
that words read aloud are encoded as highly distinctive memory traces comprising
sensorimotor information elicited during articulation (MacLeod et al., 2010). Our finding
that reading aloud increased decodability of articulatory information appears to support
this position. At the very least, we have shown that articulatory information is available
for encoding at the neural level, which is a major assumption of distinctiveness accounts.
As described in the Introduction, we do not feel that increased semantic decodability is
incompatible with a distinctiveness-based account. It may be that the canonical memory
advantage for words spoken aloud is facilitated both by distinctive sensorimotor
experiences and enhanced semantic processing (a position previously expressed by

Fawcett et al., 2022).

One possibility we must consider is that the results we observed are
epiphenomenal to the production effect. Future research should therefore aim to link
decodability (as measured in this study) directly to subjects’ behavioural memory
performance; this would provide a more complete understanding of which type(s) of
information contribute to encoding. Moreover, future research might consider
incorporating formal models of cognition. For example, the MINERVA-2 model of memory
has proven able to reproduce the production effect by simulating sensory distinctiveness
(Jamieson et al.,, 2016). In a different vein, some models consider cognitive
representations as hierarchical, interconnected structures encompassing all types of
stimulus information, as opposed to information being represented in terms of discrete

processes (Matheson & Barsalou, 2018; Meyer & Damasio, 2009). Applying such models
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in the context of RSA may provide a valuable means of testing formal cognitive theories

of cognitive and neural representations.

3.8. Data And Code Availability

Code for all analyses reported in this manuscript is publicly available on GitHub [1];
additional materials that are necessary for analyses are stored in an Open Science
Framework (OSF) repository [2]. Twelve participants consented to their anonymized data
being made publicly available; raw data from those participants are available on the OSF
repository [2]. Note that the data reported in this manuscript are from the “quickread”

experiment described in both repositories.

[1] https://github.com/lbailey25/Production Effect MVPA

[2] https://osf.io/czb26/?view only=86a66caf1d71484d8ef0293cfa2371df

3.9. Competing Interests Statement

The authors have no competing interests to declare.

3.10. Acknowledgements

We wish to thank the following individuals for their assistance with data collection: Matt
Rogers, Laura McMillan, Cindy Hamon-Hill. We also wish to thank Philip Cook for his
assistance with spatial normalisation of MVPA output. This work was supported by grants
from the Natural Sciences and Engineering Research Council of Canada (NSERC) to GEB
and AJN (Grant numbers: RGPIN-2015-04131, RGPIN-2017-05340). LMB was supported

by a Killam Predoctoral scholarship.

3.11. CRediT authorship statement
Lyam M. Bailey: Conceptualization, Methodology, Software, Formal analysis,

Investigation, Resources, Data curation, Writing - original draft, Visualization, Project

118


https://github.com/lbailey25/Production_Effect_MVPA
https://osf.io/czb26/?view_only=86a66caf1d71484d8ef0293cfa2371df

administration. Heath E. Matheson: Conceptualization, Methodology, Software, Writing
- review & editing. Jonathan M. Fawcett: Conceptualization, Writing - review & editing.
Glen E. Bodner: Conceptualization, Funding acquisition, Aaron J. Newman:
Conceptualization, Methodology, Supervision, Project administration, Funding

acquisition.

3.13. Supplementary Materials
3.13.1 Dissimilarity measures used for construction of hypothesis models

For our visual measure, we first created an image of each word as it was presented
in the experiment using the Pillow package (Umesh, 2012). Each image was then binarized
(0 for background pixels, 1 for text pixels) and converted to a vector; we computed visual
dissimilarity as the Pearson correlation distance between these vectors. For orthography,
we took a similar approach to Fischer-Baum et al., (2017): features were unconstrained
open character bigrams, computed using the wordkit package (Tulkens et al., 2018), and
dissimilarity was calculated as Pearson correlation distance between feature vectors. For
phonology, features were estimates of feedforward spelling-to-sound consistency
obtained from Chee et al. (2020). Each word was represented as a vector of three values
reflecting spelling-to-sound consistency estimates for the onset, nucleus, and coda of
individual syllables. For multisyllabic words, we used Chee et al’s (2020) composite scores,
which reflect overall consistency estimates averaged across syllables. As such, we
computed phonological dissimilarity as the Euclidean distance between vectors (we found
that using Euclidean distances led to overall more normally distributed hypothesis

models, compared with other metrics such as correlation or cosine distance).

For semantic models, we used the gensim package (Rehlfek & Sojka, 2010) to
extract vectors from the publicly available glove-wiki-gigaword-300 model
(https://github.com/RaRe-Technologies/gensim-data); a pre-trained model of natural
language processing based on the Global Vectors for Word Representation algorithm
(GLoVe; Pennington et al., 2014). We computed semantic dissimilarity as the cosine

distance between vectors. Articulatory models were created using the
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PhonologicalCorpusTools package (Hall et al., 2019) in conjunction with the Irvine
Phonotactic Online Dictionary (IPHOD; Vaden et al., 2009). Each word was transcribed
into a string of its constituent phonemes; in turn, each phoneme was represented by a
set of features as defined by Hayes (2008). Features reflected actions of the mouth,
tongue, and vocal tract required to produce that phoneme (e.g., a phoneme may be
voiced or voiceless, has a particular place of articulation, entails some degree of
constriction by the lips, teeth, and vocal tract, etc.); thus, we considered them to reflect
articulatory components of speech. Articulatory dissimilarity was computed as the edit
distance between transcribed phoneme strings (that is, the number of additions,
substitutions and/or deletions required to convert one phoneme string to another),
weighted according to the number of features shared between constituent phonemes
(Fontan et al.,, 2016). To control for confounding effects of word length, pairwise
dissimilarity values were normalized by dividing the computed edit distance by the length

of the longest word in the pair (as in Beijering et al., 2008; Schepens et al., 2012).

3.13.2. Supplementary Tables And Figures

Supplementary Table 3.1. Words used in the current study.

account century garden language pebble summer
answer department handle machine powder ticket
author education industry message record turnip
beauty envelope journey ocean sailor valley
campaign forest kingdom painting speech wheat
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Bayes Factor (BFyo)

10

Supplementary Figure 3.1. BFio maps for the Aloud condition. Highlighted areas show
evidence for greater-than-zero decodability. Surfaces from left to right show left lateral,
right lateral, left medial, right medial, dorsal bilateral, and ventral bilateral views.
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Visual

Orthographic

<4

Bayes Factor (BFyo)

10

Supplementary Figure 3.2. BF10 maps for the Silent condition. Highlighted areas show
evidence for greater-than-zero decodability. Surfaces from left to right show left lateral,
right lateral, left medial, right medial, dorsal bilateral, and ventral bilateral views.
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3.14. Transition To Chapter 4 (Bridging Section)

Chapter 4 presents an under-review manuscript which, compared with Chapter 3, is
more directly concerned with the production effect. This chapter concerns an experiment
in which participants studied words by reading them aloud or silently and were later
tested on their recognition memory for all the studied words. Therefore, similarly to
Chapter 2, it was possible to link fMRI results directly to behavioural outcomes. Unlike
Chapter 2, however, the experiment presented in Chapter 4 was designed to enable
multivariate analysis of fMRI data. Chapter 4 investigates the presence of two
phenomena—neural reactivation and transformation (discussed Section 1.7.)—in the
context of the production effect. Much like Chapter 3, the group-level analysis presented

in Chapter 4 depend on feature-wise Bayes factors (outlined in Section 2.13).
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CHAPTER 4. DISSOCIABLE ROLES OF NEURAL PATTERN REACTIVATION AND
TRANSFORMATION DURING RECOGNITION OF WORDS READ ALOUD AND SILENTLY:
AN MVPA STUDY OF THE PRODUCTION EFFECT

4.1. Publication Information

Bailey, L.M., Matheson, H.E., Fawcett, J.M., Bodner, G.E., & Newman, A.J. (under review).
Dissociable roles of neural pattern reactivation and transformation during recognition of
words read aloud and silently: An MVPA study of the production effect. Manuscript ID:
NSY-D-24-0007612

4.2. Abstract

Recent work surrounding the neural correlates of episodic memory retrieval has focussed
on the decodability of neural activation patterns elicited by unique stimuli. Research in
this area has revealed two distinct phenomena: (i) neural pattern reactivation, which
describes the fidelity of activation patterns between encoding and retrieval; (ii) neural
pattern transformation, which describes systematic changes to these patterns. This study
used fMRI to investigate the roles of these two processes in the context of the production
effect, which is a robust episodic memory advantage for words read aloud compared to
words read silently. Twenty-five participants read words either aloud or silently, and later
performed old-new recognition judgements on all previously seen words. We applied
multivariate analysis to compare behaviourally relevant measures of reactivation and
transformation between the two conditions. We found that, compared with silent words,
successful recognition of aloud words was associated with reactivation in the left insula
and transformation in the left precuneus. By contrast, recognising silent words (compared
to aloud) was associated with relatively more extensive reactivation, predominantly in
left ventral temporal and prefrontal areas. We suggest that recognition of aloud words
might depend on retrieval and metacognitive evaluation of speech-related information
that was elicited during the initial encoding experience, while recognition of silent words
is more dependent on reinstatement of visual-orthographic information. Overall, our
results demonstrate that different encoding conditions may give rise to dissociable neural
mechanisms supporting single word recognition.

4.3. Statement Of Student Contributions To Manuscript
My contributions to this chapter included writing (original and subsequent drafts), study

design, data collection, curation, analysis and interpretation, and creation of tables and
figures.

12 This chapter is a modified version of the manuscript submitted for peer review.
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4.4. Introduction

Over the past two decades, developments in multivariate analyses of functional
neuroimaging data have enabled researchers to decode information distinguishing
individual stimuli from one another, based on the unique patterns of neural activation
that they elicit (M. Peelen & Downing, 2022). This approach has been of great value to

research examining neural correlates of episodic memory retrieval.

A major finding in this area is that the fidelity of activation patterns (within a
particular brain area) to a unique study item between encoding and retrieval reliably
predicts retrieval success for that item (e.g., Davis et al., 2014; Kuhl & Chun, 2014; Ritchey
et al.,, 2013; Wing et al., 2015). This reactivation often occurs in high-level visual
processing centres such as lateral occipital (LOC) and ventral temporal cortex (VTC)
(Danker et al., 2017; Hasinski & Sederberg, 2016; Long & Kuhl, 2021; Ritchey et al., 2013;
Wing et al., 2015; Xue et al., 2010; Zeithamova et al., 2017), as well as prefrontal and
lateral parietal areas (Kuhl & Chun, 2014; Xiao et al., 2017; Xue et al., 2010, 2013;
Zeithamova et al., 2017), and is generally taken to reflect visual object processing
demands that were present during encoding, but absent (or only partially present) during
retrieval'3. For example, some studies have trained participants to learn word-picture
pairings, and have shown that patterns elicited by the word-picture pair (or, alternatively,
the picture alone) at encoding are reinstated during retrieval when participants are cued
with the word and asked to recall its paired associate. Neural reactivation might therefore
be attributed to faithful mental reinstatement of the original episode, grounded in the

perceptual experiences that the episode entailed (e.g., Meyer & Damasio, 2009).

In contrast to reactivation, neural transformation describes systematic alteration
of activation patterns elicited by the same stimulus. To our knowledge, transformation

has been captured by prior literature in three main ways. First, stimulus-specific

13 As an aside, we note that while visual object recognition is typically considered the domain of
VTC and OTC, some multivariate studies have indicated that object category features may be decoded from
patterns in frontoparietal cortices (e.g., Kuhl et al., 2013; Long & Kuhl, 2021; Zeithamova et al., 2017),
indicating that these areas have the capacity to represent detailed stimulus information.
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information that is decodable in perceptual cortices (e.g., visual areas) during encoding
may be reinstated in frontoparietal regions during retrieval (Favila et al., 2018; Long &
Kuhl, 2021; Xiao et al., 2017). Second, transformation has been captured as a change in
activity patterns within a discrete region; one may measure the similarity of responses (to
the same item) between two encoding episodes or two retrieval episodes, and also
between encoding and retrieval. A decrease in similarity between encoding and retrieval,
relative to encoding-encoding or retrieval-retrieval, may be taken as evidence of
transformation within that region. Importantly, this second definition of transformation
does not constitute a mere weakening of reactivation effects or an increase in noise,
because item-specific information must still be decodable from the transformed (i.e.,
during retrieval) neural patterns (e.g., J. Chen et al., 2017; but see Xue, 2022 for review
and discussion). This kind of transformation may therefore be conceptualised as a
systematic change to the representational geometry (Kriegeskorte & Kievit, 2013) of
stimulus-elicited activation patterns within a given region. Finally, transformation has also
been captured as a change in the representational format of encoded information (i.e.,
the decodability of stimulus properties in activation patterns; Kriegeskorte et al., 2008).
For example, some studies have characterised transformation as a shift from decodability
of perceptual information to semantic information (Linde-Domingo et al., 2019; Liu et al.,
2021). Broadly, transformation (by any of the above definitions) is thought to reflect
reorganisation of encoded information, either as a natural part of the retrieval process or
to meet specific retrieval goals (Favila et al., 2020; Xue, 2022). This perspective is
consistent with the general view that remembering is more of a reconstructive than

reproductive process (Schacter et al., 1998).

Reactivation and transformation may be relevant to the production effect, which
is a robust recognition advantage for words read aloud compared to words read silently
(MacLeod et al., 2010). Much work in this area emphasises the role of sensorimotor
experiences conferred by verbalisation: movements of the tongue and jaw, vibration of
the larynx, and auditory feedback from one’s own voice. A popular view is that these

distinctive experiences are appended to the episodic representation for having seen a
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word, and subsequently may be leveraged to facilitate retrieval. For example, one
account holds that, during retrieval, participants may recollect (i.e., mentally replay) the
productive act; this enables them to reject or endorse the presented word (e.g., on an
old/new judgement task) using a so-called distinctiveness heuristic: | remember reading
this word aloud, therefore | probably studied it in this experiment (MaclLeod & Bodner,
2017; Taikh & Bodner, 2016). In a similar vein, Wakeham-Lewis et al. (2022) recently
proposed that when participants are presented with a word during a recognition task,
they may mentally simulate reading that word aloud; the simulated experience may then
be compared with the encoded episode to endorse or reject the presented word.
Importantly, both of these accounts depend on access to encoded sensorimotor
information that is elicited when reading aloud. At a neural level, both perspectives seem
compatible with a reactivation-based perspective whereby retrieval entails recapitulation
of perceptually-grounded experiences. That is, if distinctive sensorimotor experiences are
mentally replayed or simulated (and then compared) at retrieval, retrieval ought to entail
reactivation of neural patterns elicited during speech production. Remembering
distinctive speech experiences may also entail neural transformation. Using a
distinctiveness heuristic (MacLeod & Bodner, 2017), or comparing mentally simulated
actions to encoded experiences (Wakeham-Lewis et al., 2022), may entail evaluation
an/or reorganisation of encoded sensorimotor information—this would be consistent
with work showing that the decodability of neural responses to the same stimulus can
vary according to one’s task (e.g., Favila et al., 2018; Nastase et al., 2017; Wang et al.,
2018). Stated differently: speech-elicited information for encoding might manifest

differently than for retrieval.

The goal of this study was to characterise how reactivation and transformation
contribute to the production effect, using a whole-brain searchlight method*. Given the

novelty of this work (to our knowledge, no prior work has investigated either process in

14 This method parcellates a large area of cortex (in this case, the whole brain) into a series of
smaller searchlight areas, and examinnes activation patterns within each area. As such, it allows one to
effectively “scan” the entire brain, as opposed to examining a set of discrete ROIs.
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the context of speech production), we were concerned that basing our analyses on a-
priori regions of interest (ROIs) might blind us to potential areas of reactivation or
transformation. As such, using a searchlight enabled fully data-driven identification of

regions exhibiting interesting effects.

Participants read words aloud or silently (encoding phase), and later performed a
recognition test (recognition phase), during fMRI scanning. We first computed
behaviourally-relevant measures of reactivation and transformation using a whole-brain
searchlight approach, for each individual subject. We quantified transformation as a
systematic decrease in within-region pattern similarity (i.e., the second method of
capturing transformation described earlier). Importantly, this measure was constrained
by a between-subjects transformation analysis (J. Chen et al., 2017) which ensured that
results were not driven by an increase in noise between encoding and recognition. Both
measures were behaviourally relevant in that they quantified reactivation or
transformation for subsequently remembered words relative to forgotten words; hence,
they revealed areas in which either process was associated with successful recognition.
We then compared, at the group level, reactivation and transformation between the

aloud and silent reading conditions.

We predicted that, relative to words that were read silently, words that were read
aloud would elicit reactivation in primary and associative sensorimotor and auditory
cortices linked to speech production (Bailey et al., 2021; Dietz et al., 2005; Qu et al., 2022).
Transformation effects may be present in these same speech-relevant areas, or
alternatively in frontoparietal areas implicated by prior work on transformation between
encoding and retrieval (J. Chen et al., 2017; Favila et al., 2018; Xiao et al., 2017). Although
our hypotheses were mainly focussed on processes that were increased for aloud words
(revealed by aloud > silent contrasts), it was also possible that reactivation or
transformation might be increased during recognition of silent words (silent > aloud).
Therefore, our analyses entailed bidirectional between-condition contrasts of

reactivation and transformation.
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4.5. Methods
4.5.1. Subjects

Thirty participants took part in this experiment, aged 18-40 (M =21.43, SD = 4.57),
21 female, three left-handed. Participants were recruited through on-campus advertising
at Dalhousie University, and received $30 CAD reimbursement and a digital image of their
brain. Prior to taking part in the study, all potential participants were screened to ensure
normal or corrected-to-normal vision, proficiency in English, no history of neurological
iliness or trauma, and no contraindications to MRI scanning. Handedness information was
obtained using the Edinburgh Handedness Inventory (Oldfield, 1971). The experiment
took place at the IWK Health Centre in Halifax, Canada, and all procedures were approved
by the IWK Research Ethics Board. Participants provided informed consent according to

the Declaration of Helsinki.

Of the 30 participants recruited, five were excluded from data analysis. One
participant could not complete the experiment due technical problems; another disclosed
that they did not fit inclusion criteria (neurological normality) after having completed the
study. Two participants reported problems or errors completing the task as instructed:
one reported that they silently mouthed words in the aloud condition instead of
vocalising; the other had difficulty reading the presented words in the scanner. Finally,
one participant made zero incorrect responses in at least one condition during the
recognition phase, making them ineligible for our measures of reinstatement and
transformation (which depended on contrasts between correct and incorrect responses).
Therefore, data from 25 participants (17 female, 2 left-handed, M age = 21.40, SD = 4.73)

are reported here.

4.5.2. Stimuli and Apparatus
Participants viewed all stimuli while lying supine in the MRI scanner; stimuli were
presented using the VisualSystem HD stimulus presentation system (Nordic Neuro Lab,

Bergen, Norway). During the experiment, participants made button-press responses using
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MR-compatible ResponseGrip handles (Nordic Neuro Lab), one in each hand. Stimuli were
presented using PsychoPy 2020.2.1 (Peirce et al., 2019); these appeared on an LCD screen
positioned behind the scanner and viewed by participants via an angled mirror fixed to
the MR head coil. Stimuli for the encoding and recognition tasks were 90 nouns selected
from the list used in Bailey et al. (2021)%, shown in Table 4.1. Words were 6 to 10
characters in length, each with a frequency greater than 30 per million (Thorndike &
Lorge, 1944). Stimuli for the active baseline task (see below) were printed numbers 1-9.
All stimuli (words and numbers) were presented at the centre of the screen, in white
lowercase Arial font against a dark grey background (RGB: 128, 128, 128). During the
encoding phase, participants were asked to respond to each presented word by either
reading it aloud or reading it silently. Response cues were greyscale icons either depicting

a mouth (read aloud) or an eye (read silently), presented at the centre of the screen.

15 The only exception was the word trousers from Bailey et al. (2021); during piloting for the
current study, multiple participants reported that this word “stood out” as unusual. Therefore, we replaced
this word with pants in the current study.
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4.5.3. Procedure

Participants first provided informed consent and completed MRI safety screening
and the Edinburgh Handedness Inventory. Participants were informed that they would be
taking part in a study on memory, and that they would be studying a list of words that
they would later be tested on. Before entering the scanner, participants completed a
shortened practice version of the main experiment, using a different stimulus set, on a
laptop computer to familiarise them with the experimental tasks. After this practice task,
a member of the research team confirmed (verbally) that participants understood the
task instructions. Following this, participants were positioned in the MRI scanner. A brief
scout scan determined head position. Participants then completed three functional scans
followed by a structural scan. The first two functional scans (approximately 13 minutes
each) comprised the encoding phase; the third (approximately 10 minutes) comprised the

recognition phase.

At the start of each participant’s scanning session, the 90 stimulus words (Table
4.1) were randomly allocated to one of three conditions: read aloud, read silently, or foil
(30 words per condition). Words in the first two conditions were presented throughout
the encoding phase, while all three conditions were present in the recognition phase.

Stimulus-condition mappings were randomised between participants.

Encoding Phase. Each functional run of the encoding phase comprised 60 trials,
and each word (from the read aloud and read silently conditions) was presented once per
run (this meant that each word was seen twice during the study phase). Word
presentation order was randomised for each run. Each trial began with a fixation cross
(“+”) presented for 500 ms, followed by a 1000 ms cue instructing participants to read the
upcoming word either aloud or silently. The stimulus word for that trial was presented for
2500 ms, during which time participants were required to read the word as instructed.
Following this, participants completed an active baseline task for 8000 ms. During the
baseline task, a randomly generated number 1-9 appeared onscreen, and participants

were instructed to indicate with a button press whether the number was odd or even.
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Response mappings (left-hand button press for odd, right-hand for even) were presented
in the top corners of the screen and were consistent across all participants. Each number
was presented for 2000 ms, after which it was replaced with a different (randomly
generated) number; this procedure was repeated until the end of the trial. Thus, the
active baseline task for each trial comprised odd-even decisions on four numbers, each
presented for 2000 ms. This procedure resulted in a trial SOA of 12 seconds. A schematic

of encoding phase trial structure is shown in the left panel of Figure 4.1.

Recognition Phase. The recognition phase comprised a single run with 90 trials, in
which all stimulus words were presented in random order. Sixty of these words were
previously seen by participants in the encoding phase (30 aloud; 30 silent); the remaining
30 were unseen foils. Each trial began with a fixation cross for 1500 ms, followed by a
stimulus word for 2500 ms. During this 2500 ms period, participants were instructed to
indicate with a button press whether the presented word was “old” or “new”. Response
mappings (left hand for old, right for new) were consistent across participants, and cues
were presented in the top corners of the screen as reminders. The study word remained
onscreen for the full 2500 ms regardless of when participants made a response. Following
this, participants completed an identical active baseline task to that of the encoding trials
before the start of the next trial. This procedure ensured a trial SOA of 12 seconds, as in
the encoding phase. A schematic of recognition phase trial structure is shown in the right

panel of Figure 4.1.
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Figure 4.1. Schematic of an example trial from the encoding phase (left) and recognition
phase (right). The red outline indicates the period modelled by the time series regressor
for each trial (i.e., the temporal window from which activation patterns were estimated).

4.5.4. MRI Data Acquisition

MRI data was acquired on a 1.5 Tesla GE MRI system (GE Medical Systems,
Waukesha, WI) equipped with a 19 channel head coil. Each participant completed three
functional scans (described above) followed by a structural scan. Functional scans used a
gradient echo-planar pulse sequence, TR = 1800 ms, TE = 23 ms, FOV = 240 mm, flip angle
= 90°. Images were obtained in 34 axial slices® (no gap, sequential acquisition) of
thickness = 3.75 mm, matrix = 64 x 64, resulting in an in-plane voxel resolution of 3.75 x
3.75 mm. The FOV included full cortical coverage and partial cerebellar coverage. We
collected 400 functional volumes for each encoding run; 600 for the recognition run. Five
additional volumes were acquired at the start of each run, but were discarded following

acquisition. For the structural scan, a T1-weighted anatomical image was obtained using

16 \We added 4 axial slices (total = 38) to the protocol for one participant, in order to accommodate
their entire cerebral cortex.
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a magnetization-prepared rapid acquisition gradient echo (MPRAGE) sequence, TI = 1134
ms, flip angle = 8°, NEX = 2, FOV = 224 mm, matrix = 224 x 224, resulting in an in-plane

voxel resolution of 1 x 1 mm.

4.5.5. fMRI Data Processing

fMRI data were preprocessed using functions from FEAT (fMRI Expert Analysis
Tool) Version 6.00, part of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). FSL
functions were implemented with custom bash shell scripting, in parallel for multiple
subjects/runs using GNU parallel (Tange, 2011) to improve efficiency. Preprocessing steps
included non-brain removal with BET (S. M. Smith, 2002), grand-mean intensity
normalisation of the entire 4D dataset by a single multiplicative factor, high pass temporal
filtering (Gaussian-weighted least-squares straight line fitting, with sigma = 50.0 s), spatial
smoothing (FWHM Gaussian kernel, 6 mm), and motion correction using MCFLIRT
(Jenkinson et al., 2002). Our a priori threshold for excessive head motion between

contiguous time points was 2 mm; no participant exceeded this threshold on any run.

We extracted trial-level activation patterns using the least-squares-all (LSA)
method (Mumford et al., 2014). Using FEAT, we modelled each of the three functional
runs using a GLM with one regressor per trial. Each regressor comprised a time series
modelling the period during which the word for that trial was presented (duration: 2500
ms), convolved with a gamma function (lag: 6 sec, sigma: 3 s) as a model of the
haemodynamic response function (HRF). Each GLM also included parameters from
motion correction as regressors of no interest. For each model, we defined contrasts of
interest whereby each contrast comprised one regressor (i.e., trial) in the model. As a
result, each participant was associated with 210 whole-brain functional maps (contrasts
of parameter estimates; COPEs) in native functional space, with each map corresponding
to a unique trial (60 in each encoding run; 90 in the recognition run). We next spatially
transformed these functional maps to the MNI152 template. First, each participant’s

example functional volume (that is, a functional image acquired in the middle of each run)
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was rigidly aligned to their high-resolution structural T1 image. Example functional
volumes were taken from whichever run the to-be-transformed functional map belonged
to. Each structural image was also aligned to MNI152 space with an affine transform. We
then combined these EPI-to-structural and structural-to-MNI152 transforms to generate
a matrix for transforming data from native functional space to MNI152, for each subject
and run. We applied these matrices to the functional maps derived from the GLMs, such
that each participant was associated with 210 functional maps in MNI152 space, re-sliced
to 2 mm isotropic resolution. These transformation steps were performed using FSL’s
FLIRT function (Jenkinson et al., 2002; Jenkinson & Smith, 2001). For convenience, these
preprocessing stages were applied to words in all conditions, however we discarded

output for foil words (from the recognition phase) from subsequent fMRI analyses.

4.5.6. Subject-Level Analyses

We computed behaviourally-relevant measures of reactivation and
transformation (described in the following sections) and implemented each using a
whole-brain searchlight (spherical searchlight area, radius = 3 voxels, average volume =
115.4 voxels). These measures were behaviourally-relevant in that they quantified the
difference in reactivation or transformation between subsequently remembered and
forgotten items. Both measures considered correlations between activity patterns in the
same local region (i.e., same searchlight sphere) across encoding and recognition.
Searchlights for each measure were implemented independently for each participant and
condition (aloud or silent). The searchlights and all other procedures described in this
section were carried out in the MATLAB environment using functions from the

CoSMoMVPA toolbox (Oosterhof et al., 2016) and custom scripting.

Reactivation. Reactivation analyses were based on the approach used by
Zeithamova et al. (2017). These authors devised a measure for what they described as a
subsequent memory effect; this measure was intended to capture larger same-item

pattern similarity for subsequently remembered stimuli relative to subsequently
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forgotten stimuli, as observed in previous literature (see Introduction). For convenience,
we will refer to this measure in our study as a reactivation index, recognising that it still
captures the relationship between pattern similarity and subsequent memory. First, we
sorted activation patterns (contrasts of parameter estimates from the GLMs described in
Section 4.5.5) according to the run (Encoding 1, Encoding 2, or Recognition) and stimulus
to which they corresponded. Next, in each searchlight sphere, we computed pairwise
correlations between patterns elicited by the same item across both encoding runs and
the recognition run. That is, for each item, we computed r(Encoding 1, Recognition) and
r(Encoding 2, Recognition); correlation values derived from both encoding runs were
included in the reactivation index calculation (described below). All correlation values
were sorted according to whether the eliciting stimulus was subsequently remembered
(correctly responded "old" during the recognition task) or forgotten (incorrectly
responded "new") by that participant. Following this, we computed a reactivation index
as the standardised mean difference (Cohen’s D) between remembered same-item
correlations and forgotten same-item correlations. This calculation is illustrated in Figure
4.2. This procedure yielded a whole-brain map of reactivation indices, and was

implemented independently for each participant and condition (aloud or silent).

Transformation. We performed the transformation analysis in a manner that was
as methodologically consistent as possible with the reactivation analysis. We broadly
conceptualised transformation as the difference between encoding-recognition similarity
and encoding-encoding (same item, between runs) similarity within each searchlight
sphere. As such, we computed a transformation index as the difference (of encoding-
recognition / encoding-encoding differences) between subsequently remembered and
forgotten items—therefore, our transformation index was behaviourally relevant in the

same way as our reactivation index.
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Figure 4.2. A reactivation index was computed at each searchlight centre. We first
calculated pairwise correlations for each word (w1 .. n) between each encoding run
(Encoding N) and the recognition run (Recognition). Cells (squares) in the grayscale
matrices represent correlations between pairs of words; on-diagonal cells contain same-
item correlations used in this analysis (off-diagonal cells are not relevant to this analysis,
and were therefore not computed, but are shown in the illustration to facilitate
conceptual understanding). Same-item correlations (on-diagonal cells) were sorted
according to subsequent memory in the recognition phase: either subsequently
remembered (rem.) or subsequently forgotten (forg.). A reactivation index (Dreactivation)
was computed as the standardised mean difference between correlations for correct
items (red squares) versus correlations for incorrect items (blue squares).

Within each searchlight sphere, we first computed same-item correlations for
encoding-encoding and encoding-recognition pairings, separately for subsequently
remembered and forgotten items (as with the reactivation analysis, we considered
correlations for both encoding runs relative to recognition). Following this, for each item,
we subtracted each encoding-recognition correlation value from the encoding-encoding
correlation value. The reasoning behind this step is that if patterns are transformed
between encoding and recognition, encoding-recognition correlations should be smaller
than encoding-encoding correlations, meaning that the product of the above subtraction
should be a positive value. Moreover, the magnitude of this value should increase with
larger differences between encoding-encoding and encoding-recognition (i.e., larger
values correspond to greater degrees of transformation). This step generated two sets of
values (one set per response type: subsequently remembered or forgotten), wherein
every value reflected the difference in correlations between encoding-encoding and

encoding-recognition for a single unique item. We computed a transformation index as
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the normalised mean difference (Cohen’s D) in correlation-difference values between
subsequently remembered and subsequently forgotten items. This procedure is
illustrated in Figure 4.3 (upper panel). As before, we generated maps of transformation
indices independently for each participant and condition. Hereon in, we will refer to this

measure as the within-subjects transformation index.

To verify that our within-subjects index captured true transformation—that is,
systematic changes in activation patterns, rather than mere weakening of encoding
patterns or an increase in noise (Xue, 2022)—we constrained the results of our within-
subjects analysis with those of a between-subjects analysis (similar to J. Chen et al., 2017).
To be clear: results from the between-subjects analysis are not reported here: rather,
they were simply used to mask results of the within-subjects analysis. The between-
subjects analysis allowed us to identify areas in which recognition-recognition
correlations (across participants) were stronger than encoding-recognition correlations
(also across participants). If apparent transformation effects were driven by weakened /
more noisy response patterns, stimuli should not be more decodable at recognition (Xue,
2022). Stated differently: if systematic transformation had occurred, patterns elicited (in
different participants) by the same item during the recognition phase should be more

highly correlated than patterns elicited between encoding and recognition.

We computed a between-subjects transformation index at each searchlight
centre, for each participant. This index was based on correlations of activity patterns
between pairs of participants (see below), therefore our calculations were necessarily
constrained to items that were shared across pairs (which varied because words were
randomly assigned to aloud or silent reading). For this reason, we only considered items
that were subsequently remembered by both subjects in each pair; it was not feasible to
compute a remembered > forgotten between-subjects index, as very few forgotten items

were shared across participants.
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First, for each participant, we iteratively computed same-item correlations
between recognition patterns from that (kth) participant and patterns at encoding?’ or
recognition from each other (jth) participant. This yielded between-participant values for
r(recognitionk, encoding;) and r(recognition, recognition;). We then computed (for each
participant) a between-subjects transformation index as Cohen’s D for the difference
between r(recognitionk, recognition;) values and r(recognitionk, encoding;) values. This

calculation is illustrated in Figure 4.3 (lower panel).

4.5.7. Group-Level Behavioural Analyses

Behavioural analyses were performed in the R environment (version 1.0.4; R Core
Team, 2021). We analysed participants' button-press responses from the recognition
task. During this task, participants saw words that they had either read aloud or silently
during the encoding phase, or had not previously seen (foil words). On each trial,
participants indicated whether the presented word was “old” or “new”. Performance was
measured as the percentage of recognition trials on which participants made an “old”
response; statistical analyses were performed on mean percentages of “old” responses in
each condition from each participant. Statistical analysis between conditions was based
on Bayes Factors (BFs), computed in the R environment using the BayesFactor package
(Morey et al., 2022). A Bayes Factor BFio is a ratio expressing the likelihood of the data
under an alternative hypothesis (Hi1) relative to the null hypothesis (Ho). Within this
framework, increasing BF1o values > 1.0 correspond to increasing strength of evidence for
Hi (Dienes, 2014; M. D. Lee & Wagenmakers, 2014). We tested the hypothesis H; that the
aloud condition elicited more “old” responses compared to the silent and foil conditions,
with separate paired-samples two-tailed Bayes t-tests, using default JZS priors (Rouder et

al., 2009); this yielded a single Bayes Factor for each between-condition contrast.

17 To reduce computational load, for each participant we first averaged together activity patterns
from the two encoding runs for each item. As such, this analysis did not include separate correlations for
each encoding run, as did the reactivation and within-subjects transformation analyses.
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Figure 4.3. Within- and between-subjects transformation indices were calculated at each
searchlight centre, for each individual subject. Within subjects: we calculated pairwise
correlations for each word w1 .., between the two encoding runs [ r(Encoding 1, Encoding
2) ], separately for subsequently remembered items (rem., red squares) and forgotten
items (forg., blue squares). We also calculated pairwise correlations between each
encoding run and the recognition run [ r(Encoding N, Recognition) ], again for
remembered (gold squares) and forgotten (purple squares) items. Correlation difference
values were computed as [ r(Encoding 1, Encoding 2) - r(Encoding N, Recognition) ],
separately for remembered and forgotten items. A within-subjects transformation index
(Dtransformation within) Was then computed as the standardised mean difference between
remembered correlation difference values and forgotten correlation difference values.
Between subjects: activity patterns from each subject k were iteratively compared to
every other subject j. This analysis only considered correctly remembered items that were
shared by k and j. We computed same-item correlations for each word wi ., between
encodingk (patterns were averaged across encoding runs) and retrieval;, and between
retrieval and retrieval,. A between-subjects transformation index (Dtransformation between)
was computed as the standardised mean difference between r(recognition, recognition))
and r(encodingi—recognition;).
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4.5.8. Group-Level Multivariate fMRI Analyses

We performed group-level analyses on participants’ searchlight output based on
feature (voxel)-wise Bayes Factors, in line with the application of Bayes Factors in previous
multivariate neuroimaging studies (Grootswagers, Robinson, & Carlson, 2019;
Grootswagers, Robinson, Shatek, et al., 2019; Kaiser et al., 2018; Matheson et al., 2023;
Moerel et al., 2022; Proklova et al., 2019; Teichmann et al., 2022). We performed voxel-
wise Bayes t-tests in the MATLAB environment with functions from the bayesFactor
package (Krekelberg, 2022), using default JZS priors (Rouder et al., 2009). We first tested
for the presence of reactivation and transformation (both within- and between-subjects)
in each condition alone. At each searchlight centre we performed a one-sample right-
tailed Bayes t-test for the hypothesis Hi that reactivation/transformation indices were
greater than zero. This procedure was repeated for each condition and measure, yielding
six whole-brain statistical maps of BFio values. Results from these within-condition
analyses are not explicitly reported here (instead they are presented in Supplementary
Figures 4.1-4.3, and Supplementary Tables 4.1 and 4.2); rather, they were used to
constrain results from the between-condition analyses (described as follows). Next, we
sought to test the hypothesis Hi that there was a difference in either reactivation or
within-subject transformation between the aloud and silent conditions. At each
searchlight centre, we performed a two-tailed Bayes t-test for a difference between
conditions. This procedure was repeated independently for each measure, thus

generating two statistical maps of BFip values.

We thresholded all group-level statistical maps at BF10 2 3.00, thereby constraining
results to voxels expressing at least moderate evidence for Hi (consistent with
conventional qualitative benchmarking of Bayes factors; M. D. Lee & Wagenmakers,
2014). In the context of a whole-brain analysis, we do not feel that reporting weak
evidence (BF1o < 3) would be particularly valuable, as it would distract from areas where
there was relatively stronger evidence for Hi. To determine directionality of between-
condition effects concerning reactivation and within-subjects transformation, we

calculated two average contrast maps for each of those measures. An aloud > silent map
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was computed by subtracting the average searchlight results (across all participants) in
the silent condition from those of the aloud condition. A silent > aloud map was computed
in the opposite direction. These average contrast maps were used to mask the
thresholded BFip maps, meaning that each measure was now associated with two BF1o
maps: one reflecting voxels where group-average values were higher in the aloud
condition compared to silent (aloud > silent), and one vice-versa (silent > aloud). We
further constrained the between-condition BFip maps by masking each with the one-
sample t-test map for its respective minuend condition (e.g., the aloud > silent
reactivation map was masked with the one-sample reactivation map for the aloud
condition). This ensured that areas showing differences between conditions were not

driven entirely by negative values in the subtrahend condition.

Finally, we masked each within-subjects transformation contrast (aloud > silent or
silent > aloud) with the between-subjects map for its corresponding minuend condition.
Our choice to perform masking with individual conditions (as opposed to contrasts
between conditions) is based on the following reasoning. The between-subjects measure
was intended to capture transformation as conceptualised in previous literature (i.e., not
driven by noise or weakened responses) (Xue, 2022). It was not intended to capture
behaviourally-relevant differences that might exist between aloud and silent reading. As
such, this analysis simply served to verify whether areas implicated in the (behaviourally
relevant) between-condition contrasts also exhibited “true” transformation in their

respective minuend condition.

We generated interpretable tables of results for each contrast (as well as
individual conditions; see Supplementary Materials) using FSL’s cluster and atlasquery
functions, and custom bash scripting. Tables report spatial extent, mean and maximum
BFiovalues, and centre of gravity (COG) MNI coordinates for clusters of contiguous voxels
(minimum spatial extent = 20 voxels). Mean and maximum BFio are arguably both
informative—local maxima are typically reported in fMRI studies, and in this context
reflect the strongest available evidence for H1 in a given cluster. On the other hand, mean

BF10 values are more representative of evidential strength when considering whole
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clusters. Anatomical labels for each cluster were identified from the Harvard-Oxford

cortical and subcortical atlases.

4.6. Results
4.6.1. Behavioural Responses

Condition-wise group means for the percentage of “old” responses on the
recognition task are illustrated in Figure 4.4. The results of independent Bayes t-tests for
differences between conditions revealed strong evidence for a higher proportion of “old”
responses in the aloud condition relative to the silent (BF1p = 11.33) and foil (BF10> 10,000)

conditions.

4.6.2. Encoding-Recognition Reactivation
Results for the reactivation analysis are presented in Table 4.2 and Figure 4.5. The
aloud > silent contrast revealed a single cluster with strong evidence (Mean, Maximum

BF10 = 11.04, 38.40) situated in the posterior portion of the left insula.

The silent > aloud contrast revealed more extensive reactivation, with clusters
throughout frontal, parietal, and ventral temperooccipital cortices. In the frontal lobe,
clusters with strong evidence (Mean BFip > 10) for this contrast were present in the
superior and middle frontal gyri bilaterally, as well as the left pars opercularis and
supplementary motor area. Frontal clusters with relatively weaker evidence (that is,
Mean BFs closer to or < 10) were present in the frontal poles bilaterally. In the parietal
lobe, clusters with strong evidence were present in the postcentral gyrus bilaterally; one
additional parietal cluster with moderate evidence was situated in the right precuneus. In
ventral temperooccipital cortex, clusters with strong evidence were present bilaterally, in
the temperooccipital and (more posterior) occipital portions of the fusiform gyrus.
Notably, the cluster with the strongest evidence for this contrast was situated in left

occipital fusiform cortex (Mean, Maximum BFip = 86.47, 1430).
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Figure 4.4. Percentages of OLD responses to words in each condition during the
recognition task. Violin plots show the distributions of individual participant percentages
in each condition. Box plots show condition-wise means across participants (middle bar),
upper and lower quartiles (upper and lower box limits respectively) and ranges (whiskers).
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Reactivation Index: Aloud > Silent

Figure 4.5. Cross-sectional slices show BFip maps from the reactivation analyses.
Highlighted areas show evidence of greater reactivation in the aloud reading condition
relative to the silent reading condition (top panel) and vice-versa (bottom panel). Axial
images are in neurological orientation (L-R).

4.6.3. Encoding-Recognition Transformation

Results for the transformation analysis are presented in Table 4.3 and Figure 4.6. The
aloud > silent contrast revealed one cluster with strong evidence (Mean, Maximum BF1o
=991.56, 28000), situated in the posterior portion of the left precuneus. Another cluster
with relatively weaker evidence (Mean, Maximum BF1o = 6.46, 11.70) was situated in the
posterior portion of left ventral temporal cortex. The silent > aloud contrast did not reveal

any clusters.
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Transformation Index: Aloud > Silent

Figure 4.6. Cross-sectional slices show the BFip map from the aloud > silent contrast of
within-subjects transformation indices, masked with the map from the aloud > 0 contrast
of between-subjects transformation indices. Highlighted areas show evidence of greater
transformation in the aloud reading condition relative to the silent reading condition.
Axial images are in neurological orientation (L-R).
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4.7. Discussion

This study builds upon prior work exploring neural correlates of the production
effect (Bailey et al., 2021; Hassall et al., 2016; B. Zhang et al., 2023), and is the first such
study to offer insights about its underlying spatial dynamics from a multivariate
perspective. Our behavioural analyses showed that we replicated the standard
production effect: participants remembered a larger proportion of words from the aloud
condition relative to the silent condition. With respect to fMRI analyses, we investigated
relative contributions of neural pattern reactivation and transformation during
recognition of words from the aloud and silent reading conditions. Our measures of
reactivation and transformation quantified differences between subsequently
remembered and forgotten items, therefore they inherently capture processes
underlying recognition success. We compared reactivation and transformation between
the two reading conditions, thus revealing areas in which these processes were

differentially involved in remembering.

We predicted that we would observe relatively more reactivation and/or
transformation for aloud words relative to silent words. While this was true for
transformation—which was exclusively detected by the aloud > silent contrast—we in
fact observed relatively more widespread reactivation in the silent > aloud contrast
(evidenced by a larger number or clusters with generally stronger evidence) compared
with the aloud > silent contrast. These results indicate that remembering words that were
read aloud versus silently seems to depend, to some extent, on dissociable neural
mechanisms. This is in contrast to current theoretical accounts of the production effect
which are (necessarily) one sided; these accounts generally frame encoding and
subsequent retrieval as being stronger or more elaborate for aloud words (e.g., Fawcett
et al., 2022; Jamieson et al., 2016; MacLeod & Bodner, 2017), with little consideration of
processes that might be enhanced for silent words. Stated differently, aloud reading is
generally considered to entail all the same processes as silent reading, plus processes
elicited by speech production. Our results provide a rather different perspective: that

word recognition may entail different mechanisms, depending on the preceding reading
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conditions, rather than greater or lesser degrees of the same mechanism(s). Below we
elaborate on the functional significance of reactivation and/or transformation effects

identified by each contrast.

4.7.1. Aloud > Silent Contrasts

The aloud > silent contrasts are of particular theoretical value, because they reveal
apparent neural correlates of the production effect (defined as a behavioural contrast of
aloud > silent). Our results here identified contributions of both reactivation and
transformation, primarily in posterior portions of the left insula and precuneus
respectively. The left insula has been linked to speech and language processes broadly
(see Oh et al., 2014 for meta-analysis), while Woolnough et al. (2019) suggested that its
posterior portion might mediate integration of somatosensory and auditory information
during speech production. As such, reactivation in this area likely reflects reinstatement
of speech-elicited processes, consistent with a distinctiveness-based account of the
production effect (Forrin et al.,, 2012; Jamieson et al., 2016; Macleod et al., 2010;
MaclLeod & Bodner, 2017).

Understanding the observed transformation effect in the precuneus is less
straightforward, and requires careful consideration of the precuneus’ known functions.
This area has been associated with a number of processes, notably including episodic
memory retrieval and metacognition. With respect to the former, fMRI work has
implicated posterior precuneus in recollection (i.e., the subjective experience of
remembering a specific event, as opposed to the more general sensation of familiarity)
(Fandakova et al., 2021; Henson et al., 1999), memory for contextual details (e.g., source
memory judgements; Lundstrom et al., 2003, 2005), and vivid reminiscence (Richter et
al., 2016). The precuneus has also been linked to memory-relevant metacognition—that
is, evaluation of one’s internal cognitive state as it pertains to mnemonic decisions. One
study reported that grey matter concentration in posterior precuneus was correlated with

participants’ ability to appropriately evaluate their own performance on a memory task
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(selecting a previously studied stimulus from two alternatives; McCurdy et al., 2013),
while self-evaluation during a similar task also elicited activation in the precuneus (albeit
in a more inferior portion) relative to a perceptual judgement task (Morales et al., 2018).
Moreover, a TMS study reported that selective disruption of the precuneus perturbed
participants’ ability to appropriately evaluate their own memory (Ye et al., 2018). In a
slightly different vein, the paracingulate network—which is contained within the
precuneus, and importantly includes its posterior portion (Dadario & Sughrue, 2023)—is
uniquely suited to incorporate speech information as a component of both recollection
and metacognition. This network receives input from multiple areas, notably including
the pre/postcentral gyri, insular, and supplementary motor area; all of which are involved
in speech production (e.g., Bailey et al., 2021). Dadario and Sughrue (2023) suggest that
this network acts as a hub for integrating external sensory information (via functional
connections to the aforementioned areas) with internal knowledge (e.g., introspective
information and knowledge of task goals) for the purpose of guiding goal-directed
behaviour. Therefore, we reason that the precuneus may have the capacity to incorporate
encoded sensorimotor information (that was elicited during speech production) during
memory-related metacognition, particularly in the context of a specific cognitive goal

(e.g., deciding whether a presented word is old or new).

Based on the above information, we suggest that transformation in the precuneus
may reflect access to, and subsequent metacognitive evaluation of encoded speech-
related information, for the purpose of making old-new judgments during the recognition
task. This encoded (and subsequently evaluated) information may be received as input
from the insula, which is functionally connected to the paracingulate network (Dadario &
Sughrue, 2023) and which exhibited reactivation effects in our analysis. Our proposal is
consistent with the notion that participants’ recognition judgements on aloud words are
guided by an evaluative heuristic (MacLeod & Bodner, 2017); in this case, however,
remembering is not entirely guided by faithful reinstatement (“replaying”) of encoded
experiences. As discussed in the introduction, evaluating encoded information, as

opposed to mentally replaying it, may require reorganisation of that information
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(consistent with prior multivariate studies showing goal-dependent changes in neural

decodability, e.g., Favila et al., 2018; Nastase et al., 2017; Wang et al., 2018).

An alternative interpretation (though one which is not mutually exclusive with a
heuristic account) is that transformation in the precuneus may reflect some component(s)
of the retrieval process described by Wakeham-Lewis et al. (2022). By this account, when
presented with a word (for which they must make an old/new decision), participants may
simulate reading the presented word aloud and then compare the simulated experience
with available encoded information associated with that word. It seems feasible that the
precuneus might play a role here: in addition to its roles in recollection and
metacognition, the precuneus is reportedly activated by a number of tasks involving
mental simulation from a first-person perspective, such as mental imagery and imagined
navigation (see Cavanna & Trimble, 2006 for review). More recently, Tanaka and Kirino
(2021) report that during imagined singing, the precuneus exhibited heightened
functional connectivity with perisylvian areas associated with speech production (inferior
frontal and temporal gyri), as well as the middle and (medial) superior frontal gyri, which
have both been linked to planning and cognitive control of speech output (Bourguignon,
2014; Hertrich et al., 2016, 2021). Takana and Kirino (2021) suggest that their results may
reflect integration of language-related information during imagined singing. With respect
to our study, because singing bears perceptual/experiential similarities to reading aloud
(vocalisation and sensory feedback), it seems feasible that the precuneus would play a
similar role in imagined aloud reading. Having said this, it remains unclear whether our
observed transformation effect reflects simulation per-se, or the process of comparing
the simulated experience with the encoded experience (Wakeham-Lewis et al., 2022). As
discussed above, the metacognitive functional properties of the precuneus seem
compatible with evaluation of encoded sensorimotor information; in this case, comparing
mental simulation to past experiences. As before, such evaluation may be possible owing
to the precuneus’ functional connections with language-related areas involved in the
initial productive experience. Considering that (by Wakeham-Lewis and colleagues’

account) simulation should take place on all recognition trials (including both aloud and
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silent words), our aloud > silent transformation effect may reflect successful matching
between the simulated speech and encoded information on (correctly recognised) aloud
trials. Unfortunately, it is difficult to separate mental simulation from comparison (to
encoded information) based on the current data; we feel that further research is required

to properly address this issue.

4.7.2. Silent > Aloud Contrasts

The silent > aloud reactivation contrast revealed a number of clusters; notably,
clusters with the strongest evidence were situated in posterior fusiform and prefrontal
cortices. Prior work has indicated that posterior fusiform cortex is sensitive to low-level
orthographic properties of printed words (e.g., consonants versus false fonts) (Thesen et
al., 2012; Vinckier et al., 2007); its role in our study likely reflects reinstatement of these
visual features during successful recognition. This finding is consistent with previous
multivariate work reporting reactivation in early visual areas during encoding and
retrieval of images (e.g., Bone & Buchsbaum, 2021; Bosch et al., 2014). We note that an
adjacent cluster in the left temperooccipital portion of the fusiform gyrus (Cluster #9 in
Table 4.2) approximately corresponds to the visual word-form area (VWFA)8, which has
been the focus of much work surrounding the neural correlates of reading. The VWFA is
generally considered central to comprehension of visual word-forms (e.g., Brem et al.,
2010; Carreiras et al., 2014; Cohen et al., 2002; McCandliss et al., 2003; Petersen et al.,
1990; Turkeltaub et al., 2014)—that is, perceptually-invariant mental representations of
printed words (Warrington & Shallice, 1980). Our finding that this area (in addition to

posterior fusiform gyrus) demonstrated reactivation for silent words may signal greater

18 Multiple studies (e.g., L. Chen et al., 2019; Martin et al., 2015; Vogel et al., 2012) consider the
putative VWFA to be centred on the following coordinates: x = -45, y =-57, z=-12. The COG for the cluster
we identified in temperooccipital fusiform cortex was x = -42, y = -60, z = -15; within 3 voxels of putative
VWEFA in any direction.
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dependence (relative to aloud words) on orthographic information during recognition,

likely because the initial encoding experience was entirely visual.

With respect to prefrontal areas, prior work has implicated both the pars opercularis
and supplementary motor area in processes necessary for speech planning and
production. In the context of single word reading, the pars opercularis has traditionally
been associated with grapheme-to-phoneme mapping (Fiez et al., 1999; Mechelli et al.,
2005), while supplementary motor area is thought to play a role in cognitive control of
speech-related motor processes such as initiation and timing(Hertrich et al., 2016). As for
the superior frontal gyrus, this area has been linked to domain-general cognitive control,
particularly cognitive flexibility (i.e., task- or response rule-switching) and response
inhibition (e.g., Cutini et al., 2008; Konishi et al., 2003; see Niendam et al., 2012 for a
meta-analysis of these processes). Given the appearance of reactivation in multiple areas
that are either involved in speech planning or cognitive control, we suggest that
prefrontal reactivation might reflect reinstatement of (item-specific) inhibitory ‘codes’
related to suppression of vocal responses during silent reading. These codes may facilitate
a recognition heuristic similar to that described by Macleod and Bodner (2017), but in this
case signalling that words were not produced (/ remember stopping myself from reading

this word aloud, therefore | must have seen it before).

4.7.3. Conclusion

This study was the first to investigate neural pattern reactivation and
transformation during recognition in the context of the production effect. Our results
broadly support a distinctiveness-based account whereby recognising aloud words
depends on retrieval of item-specific speech information. That being said, this conclusion
rather depends on how one conceptualises retrieval. Speech information may be
reinstated in its original encoded format, consistent with the idea of mentally “replaying”
sensorimotor experiences (MacLeod & Bodner, 2017). On the other hand, the encoded

information may be manipulated or reorganised, perhaps reflecting metacognitive
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evaluation of the recollected (or simulated; Wakeham-Lewis et al., 2022) experience.
Recognising silent words seems relatively more dependent on reinstatement. This may
be because, unlike aloud words, silent words were not encoded alongside the unique
sensorimotor experiences associated with articulation; therefore, participants must rely

more heavily on visual-orthographic information.

4.8. Data And Code Availability

Code for all analyses reported in this manuscript is publicly available on GitHub [1];
additional materials that are necessary for analyses are stored in an Open Science
Framework (OSF) repository [2]. Raw data from a subset of participants (who consented
to their anonymized data being made publicly available) is available on OSF [2]. Note that
the data reported in this manuscript are from the “PE” experiment described in both

repositories.

[1] https://github.com/lbailey25/Production Effect MVPA

[2] https://osf.io/czb26/?view only=86a66caf1d71484d8ef0293cfa2371df
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CHAPTER 5. GENERAL DISCUSSION

5.1. Overview

The goal of this dissertation was to investigate neural correlates of the production
effect, which is a behaviourally-defined memory advantage for words read aloud
compared to words read silently (MacLeod et al., 2010). To address this goal, | have
presented results from univariate and multivariate analysis of data from three fMRI
experiments which entailed different adaptations of the standard production effect
paradigm. Each experiment may be thought of as providing a different perspective on
neural processes underlying the production effect. In brief, Chapter 2 asked the question:
which brain areas are involved in encoding and retrieval of words read aloud compared
with words read silently? Chapter 3 asked: how is information about stimulus properties
represented in activation patterns elicited by reading aloud compared with reading
silently? Chapter 4 asked: how do different retrieval mechanisms—neural pattern
reactivation and transformation—contribute to recognition of words read aloud

compared with words read silently?

Below | provide a brief summary of my findings and conclusions from each chapter
(Section 5.2), followed by some discussion of methodological considerations (and their
implications) in my experiments (Section 5.3). Following this, | discuss the implications of
my findings in the context of the production effect literature (Section 5.4), as well as
implications for broader research surrounding multivariate correlates of episodic memory
(Section 5.5). Finally, | present some possible avenues for future research (Section 5.6),

and some concluding remarks on the nature of the production effect (Section 5.7).

5.2. Review of Empirical Findings and Conclusions
5.2.1. Chapter 2
In the experiment for Chapter 2, participants completed a study phase (encoding)

and a test phase (retrieval) while they underwent fMRI scanning. During the study phase,
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participants were presented with a single word on each trial, and were instructed to read
each word depending on a preceding cue—either read aloud, read silently, or read silently
and say the word “check” (heron in, | will refer to this latter condition as the sensorimotor
control condition). During the test phase, participants were presented with the same
words from the study phase, intermixed with a set of previously unseen foil words, and
were instructed to indicate their memory for each word using a remember/know
paradigm (Tulving, 1985). | used univariate analyses to compare activation elicited in each
condition during each phase. Results from the study phase revealed a number of brain
areas that were preferentially activated by reading aloud compared to the silent and
sensorimotor control conditions. Broadly, | found that reading aloud elicited preferential
activation of frontal, temporal, and parietal areas associated with speech production,
somatosensation, and audition. Moreover, activation in a subset of these areas (broadly
comprising left inferior prefrontal cortex) was correlated with participants’ recollective
performance at test. Based on these findings, | concluded that distinctive sensorimotor
processes that are involved in speech production likely play a role in encoding words that

were read aloud.

Univariate analysis of test phase data revealed that inferior frontal, superior
temporal, and ventral temporal areas (linked to motor control, auditory processing, and
orthographic processing respectively) were preferentially activated by words from the
aloud condition relative to the silent condition. Importantly, the test phase analysis was
constrained to voxels that were activated by the aloud condition during the study phase,
meaning that these areas were consistently activated by the reading aloud condition
across encoding and retrieval. | therefore interpreted these results to reflect mental
reinstatement of sensory / perceptual processes that had been engaged by the initial

encoding experience.

Chapter 2 provided a good starting point for understanding neural correlates of
the production effect, in that it revealed brain areas that are broadly involved in encoding

and retrieval of words read aloud. Building upon these findings, Chapters 3 and 4 sought
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to understand the information content of activation patterns elicited by aloud and silent

reading, using multivariate analyses.

5.2.2. Chapter 3

The experiment for Chapter 3 was similar to the study phase from Chapter 2, but
included some procedural changes designed to optimise scan time and to ensure ideal
conditions for multivariate analysis. The major changes were that this experiment did not
include a sensorimotor control condition, and that each stimulus was now presented four
times instead of once (but see Section 3 for a discussion of other procedural changes). For
this chapter, | used representational similarity analysis (RSA) to decode information
concerning five stimulus properties (visual, orthographic, phonological, semantic, and
articulatory) from activation patterns elicited by aloud and silent reading. My results
revealed task-dependent variability in stimulus decodability. Aloud reading (relative to
silent reading) was associated with greater decodability of visual, phonological, semantic,
and articulatory information, mainly in frontal and parietal areas associated with speech
planning and cognitive control of speech output. | attributed these increases in
decodability to the cognitive demands of reading aloud: the individual must plan, execute,
and monitor an appropriate sequence of articulatory movements to correctly produce
each word. Information that is necessary for these cognitive operations (mainly, | argued,
phonological and articulatory information) is therefore up-regulated in associated cortical
areas. | also suggested that increased decodability of low-level visual information may
reflect increased attention to words read aloud. By contrast, orthographic information
was more decodable during silent reading (relative to aloud reading) in right anterior
ventral temporal cortex. | suggested that this finding may reflect participants relying more
heavily on phonologically-mediated access to semantics in the aloud reading condition,

resulting in relatively more print-to-meaning mapping in the silent condition.

Chapter 3 went beyond Chapter 2 in two major ways. First, rather than simply

identifying particular regions as being involved in and/or contributing to reading aloud,
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with RSA | was able to examine the presence of specific types of information (articulatory,
phonological, etc.). Second, owing to the fact that RSA is concerned with the complex
response patterns elicited by unique stimuli, | was able to attribute my findings to
stimulus-specific processing — as opposed to nonspecific processes that are elicited by
all stimuli in a given reading condition. An important caveat here is that it is difficult to
link my RSA results to the production effect directly, since this experiment did not have
associated behavioural data (therefore it was not possible to link decodability to memory
performance)®. That being said, and as | argued in Chapter 3, this experiment was largely
representative of conditions which reliably give rise to the production effect, and so my
results are likely informative as to its underlying encoding processes (but see Section 3 of
this chapter for a more thorough discussion of this point). At minimum, however, we can
conclude that the various types of information that were up-regulated by aloud reading
(as revealed by my results) are at least available for participants to encode. This is a major
assumption of many cognitive accounts of the production effect; providing evidence for

this claim should therefore constitute progress in and of itself.

5.2.3. Chapter 4

The experiment for Chapter 4 was similar to that of Chapter 2 (but see Section 3
for a discussion of procedural differences). As before, participants underwent separate
study and test phases (labelled “encoding” and “recognition” respectively in Chapter 4, in
the interests of more transparent nomenclature). In the encoding phase participants read
presented words either aloud or silently; during the recognition phase participants’
memory was tested using an old/new judgement task. Here, | applied multivariate
analyses to investigate behaviourally-relevant neural reactivation and transformation in
the aloud and silent reading conditions. | quantified neural reactivation as the similarity

(correlation) of response patterns to the same word between encoding and retrieval. This

19 Experiment 3 did not test participants’ memory because repeating each stimulus four times
(required for RSA) was expected to yield ceiling recognition performance; see Section 3 for elaboration.
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measure was behaviourally relevant in that it captured differences in these similarity
values between correctly remembered and forgotten items (as per Zeithamova et al.,
2017). | quantified neural transformation as the difference between (i) same-item
similarity between separate encoding presentations and (ii) same-item similarity between
encoding and recognition. As with the reactivation measure, transformation was
computed as an effect size between remembered and forgotten items. Importantly, to
ensure that | had captured true neural transformation (as opposed to weakened
activation patterns or increased noise between encoding and retrieval), the
transformation results were constrained using a second between-subjects transformation
analysis (J. Chen et al., 2017). In brief, this between-subjects analysis identified areas
where item-specific information could still be decoded at retrieval, despite the patterns

having been altered between encoding and retrieval.

My results in Chapter 4 revealed different retrieval dynamics depending on
whether words had been read aloud or silently at encoding. Most notably, recognition of
aloud words (compared to silent words) was associated with neural transformation in the
posterior portion of the left precuneus. | attributed this finding to recollection and
subsequent metacognitive evaluation of encoded sensorimotor experiences. | drew these
conclusions mainly based on the precuneus’ known role in detailed recollection and
metacognition, as well as its functional connections to areas responsible for sensorimotor
processing. By contrast, recognising words that were read silently seemed to depend
more heavily on reactivation, mainly in prefrontal areas associated with cognitive control
and posterior ventral temporal areas associated with orthographic analysis. Taken
together, these two sets of results suggest that remembering involves variable
contributions of different neural mechanisms (reactivation and transformation),

depending on the preceding encoding conditions.

Chapter 4 built upon the previous two chapters in two ways. Unlike Chapter 2, the
use of multivariate analysis allowed me to investigate processes underlying recognition

of individual words, as opposed to all words in each condition. Moreover, unlike Chapter
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3, my analyses for Chapter 4 were linked to participants’ recognition performance,

meaning that my findings are directly relevant to the behavioural production effect.

5.3. Deviations From The Standard Production Effect Paradigm

Before | attempt to contextualise my findings and conclusions within the wider
production effect literature, it is important to note that all three of my experiments
deviated methodologically (to varying degrees) from the classic production effect
paradigm. It is possible that these deviations (i) might have led to changes in how
participants processed the stimuli, particularly during encoding, or (ii) otherwise place

constraints on interpretation of my results. | will address these potential concerns here.

In all three experiments, participants read each word according to an instructional
cue that was presented before the word was presented; this differs from prior work in
which words and instructions were presented concurrently (e.g., in MaclLeod et al., 2010
participants were instructed to read each word according to the colour in which it was
presented). | do not think it likely that this change fundamentally undermined the
cognitive processes giving rise to the production effect, given that the experiments in
Chapters 2 and 4 both elicited the expected recognition advantage for aloud words.
Moreover, at least one other study has elicited a production effect using this instructional
procedure (Hassall et al., 2016); while a more recent study reported a production effect
when reading instructions were separated into different blocks (B. Zhang et al., 2023).
That being said, this procedure places constraints on interpretation of the fMRI results. In
all of my analyses, the BOLD response for each trial was estimated based on the time
window in which the stimulus word was presented; this means that all other time points
within the trial (including the period in which the instructional cue was presented) were
relegated to baseline. As such, any variance in the BOLD signal that was induced by
different trial instructions (e.g., differences between “read aloud” and “read silently”)
would have ended up in the error term. The result of this is that my analyses would have

been blind to neural activation underlying stimulus-independent, task-directed
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cognition—that is, planning to name an upcoming word aloud (or silently, etc.). To be
clear, this does not preclude activation associated with reading (according to task
instruction) the specific word presented on each trial; it simply means that any activation
associated with preparatory cognition (“I must be ready to read the upcoming word aloud

/ silently”) would be ignored.

In the experiments from Chapters 3 and 4, participants read each word multiple
times: either four times (Chapter 3) or twice (encoding phase of Chapter 4). | designed
the experiments in this way to provide optimal conditions for multivariate analysis
(Zeithamova et al., 2017). This design change may have affected cognitive processing
relevant to the production effect. To my knowledge, only one study on the production
effect has manipulated stimulus repetition: Ozubko et al. (2014) presented silent words
(but not aloud words) to participants multiple times with the aim of manipulating
encoding strength for those items independently of distinctiveness (consistent with the
more general finding that repetition improves subsequent memory; Hintzman, 1976).
While not the main focus of the experiment, the authors noted that this procedure made
it possible to abolish the production effect, because recognition performance on
(strengthened) silent items became equivalent to that of aloud items (Ozubko et al., 2014;
Experiment 2). Beyond this study, to my knowledge no work has investigated effects of
repeating presentations in both conditions. Considering that repetition should strengthen
items, one might predict that it should improve participant’s global recognition
performance (regardless of condition), resulting in a smaller possible range for between-
condition differences as performance approaches ceiling in both conditions. Indeed,
during early piloting for this work, | found that exceeding two presentations at encoding
abolished the production effect entirely because (pilot) participants reliably achieved

ceiling performance in both conditions.

A more interesting question is whether repetition might differentially affect
recognition for aloud and silent items. This question may be addressed by comparing

results from Chapter 2 with those of Chapter 4 (in the experiment for the former,
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participants saw each word only once during encoding). Mean recognition performance
was similar across chapters for aloud words (79% in Chapter 2 and 81% in Chapter 4; an
independent-samples Bayes t test revealed non-credible evidence for a difference
between chapters, BF1p = 0.33), while it increased for silent words (60% in Chapter 2 and
74% in Chapter 4, with strong evidence for a difference between chapters, BFio=24.72).
This suggests that silent words benefit more from repetition than do aloud words?°. It
seems, therefore, that my experiments gave rise to a disproportionate boost to encoding
strength for silent items only (compared with conditions in which each word is presented
only once). This effect may have masked processing advantages afforded to aloud words

(relative to silent) that are present in the typical production effect paradigm.

The experiments from Chapters 3 and 4 also involved an active baseline task:
between trials, participants made odd / even judgements on a series of presented
numbers. | implemented this active baseline task because (i) it has been shown to improve
signal-to-noise ratio in fMRI compared with the conventional resting baseline (Stark &
Squire, 2001), and (ii) it ensured that participants remained engaged in the task despite
very long periods between stimuli (particularly the Chapter 4 experiment, which entailed
a stimulus onset asynchrony of 12 seconds). It is possible that inserting this task between
trials might have affected encoding-related cognition during these experiments. Jonker
et al. (2014) suggested that under pure list conditions (e.g., in between-subjects
manipulations), participants may encode relational (item order) information for silent
items. These authors reason that the mixed-list (within-subjects) production effect may
therefore be driven, at least in part, by aloud items disrupting this relational processing,
resulting in poorer encoding of silent items. One may argue that the insertion of an active
baseline task might have further disrupted relational processing in my mixed-list
experiments, leading to a greater disadvantage for silent items. While certainly possible,

| suggest that such an effect would have had only minimal bearing on my results.

20 As an aside, improved recognition performance in the silent condition is unlikely to be driven by
other methodological factors such as the introduction of an active baseline task (discussed in the next
paragraph).
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Relational processing should already be disrupted in a mixed list design, meaning that any
effect of the active baseline task would be additive (rather than introducing an entirely
new form of perturbation). It is also worth noting that Jonker and colleagues’ account is
exclusively concerned with free-recall memory, and is therefore not applicable to
recognition memory. True, some degree of relational processing may be intrinsic to
encoding, regardless of the format of the subsequent memory test. Even so, Jonker and
colleagues point out that participants’ predictions about the upcoming test format may
influence whether (or the extent to which) they encode relational information. Since my
participants practised encoding and retrieval phases before beginning the experiment(s)
proper, they would have expected to be tested on recognition memory (rather than free
recall); it therefore seems unlikely that they would have invested in a relational encoding
strategy to begin with. Nevertheless, | concede that participants may have engaged in
some degree of relational processing (however minimal) when encoding silent items, and
that the active baseline task may have disrupted this processing to a greater extent than
would ordinarily occur in a standard mixed list design. In this sense, Experiments 3 and 4
may not have been fully representative of the cognitive conditions which typically give

rise to the production effect (but see below).

In summary, my experiments entailed three key deviations from the conventional
production effect paradigm: participants saw preceding (as opposed to accompanying)
instructional cues, stimuli were repeated multiple times (Chapters 3 & 4 only), and
participants also completed an active baseline task between trials (Chapters 3 & 4 only).
The use of preceding instructional cues likely restricted my results to stimulus-specific
processes (e.g., “I must read aloud the specific word that is being presented to me”), as
opposed to more general goal-related cognition (e.g., “I must be ready to read the
upcoming word aloud”). Based on inspection of condition-wise means from Chapters 2
and 4, | noted that stimulus repetition may have conferred a disproportionate advantage
to silent words; this may have diminished neural effects shown by aloud > silent contrasts.
Finally, the use of an active baseline task may have disrupted relational processing for

silent items to a greater extent than would ordinarily occur in mixed-list conditions. Again,
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this may have induced some changes to cognition during encoding. All of this being said,
the above considerations should not be unduly over-emphasised. It is important to note
that, despite these methodological irregularities, | still observed the expected recognition
advantage for aloud items in Chapters 2 and 4 (participants’” memory was not tested in
Chapter 3), indicating that whichever processes give rise to the production effect were at
least partially preserved. Moreover, an oft-cited feature of the production effect is its
generalisability (i.e., robustness in the face of methodological deviations)—as discussed
in Chapter 1, the production effect has been elicited using various stimulus types (words,
pictures, text passages), forms of production (reading aloud, mouthing, singing, drawing),
factorial designs (within- and between-subjects) and instructional methods
(accompanying or preceding cues, blocked instructions). Viewed in this light, the
methodological changes in my experiments easily fall within the range of contexts in
which the production effect has been observed. As such, | do not feel that these changes
fundamentally undermine the interpretation of my results, broadly, as neural correlates

of the production effect.

5.4. Implications For Cognitive Accounts Of The Production Effect

In this section | will attempt to contextualise my findings within, and comment on
their implications upon the wider production effect literature. While the various
theoretical accounts of the production effect have been based almost exclusively on
behavioural data, they nevertheless provide useful frameworks through which to
interpret my neuroimaging results. In many respects, my results seem compatible, at least
to some extent, with each of the cognitive accounts laid out in Chapter 1, as described

below.

5.4.1. Agreement With Prior Accounts
First | will address relative distinctiveness, since this account rather dominates the

literature surrounding the production effect. A central tenet of this accounts is that
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reading aloud elicits sensorimotor experiences (proprioceptive feedback from the tongue
and jaw, vibration of the larynx, auditory feedback) which are appended as features to
the encoded record for having seen that word (often referred to as the memory trace).
These additional features are thought to make the memory trace for aloud words
distinctive (in that they stand out against the backdrop of non-distinctive silent items;
Macleod et al., 2010), which in turn facilitates subsequent retrieval of aloud words (Forrin
et al., 2012; Jamieson et al., 2016; MaclLeod et al., 2010; MacLeod & Bodner, 2017). Based
on this account, one should expect encoding of aloud words to depend, to some extent,
on speech-related neural processing, since speech processes are thought to give rise to
privileged encoding. This prediction was borne out most clearly by Chapter 2, in which |
reported that sensorimotor and auditory cortices were preferentially activated by the
aloud reading condition compared with silent reading and the sensorimotor control
condition. Moreover, in Chapter 3 | identified greater decodability of articulatory and
phonological information during aloud relative to silent reading. As | argued in that
chapter, both of these kinds of information are necessary for speech production;
therefore | suggest that this set of findings fits with a relative distinctiveness account by
which speech-elicited information is incorporated into the encoded memory trace. As an
aside: the strongest evidence for phonological and articulatory information in Chapter 3
was located in medial frontal areas responsible for speech planning and cognitive control.
Curiously, prior literature on relative distinctiveness makes no reference to speech
planning or cognitive control, despite these being necessary components of speech
production. Based on my findings, | suggest that proponents of this account should
slightly modify their descriptions of encoding to incorporate such executive processes, in

addition to sensorimotor and auditory feedback, into the distinctive memory trace.

Strength-based accounts concerning semantic processing and attention propose
that aloud words are encoded more effectively than silent words, rather than being more
distinctive. With respect to the semantic account, Fawcett et al. (2022) proposed that
aloud words benefit from enhanced semantic processing. More precisely, these authors

suggest that reading aloud facilitates integration of semantic features into the encoded
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memory trace. From this account, one might expect aloud reading to involve preferential
activation in cortices linked to semantic processing, or greater decodability of semantic
information, relative to silent reading. Again, my results seem in line with these
predictions. In Chapter 2, | found that reading aloud preferentially activated left superior
temporal and inferior frontal areas (both of which have been implicated in semantic
processing; Rodd et al., 2015; Vigneau et al., 2006), while in Chapter 3 | found that aloud
reading was associated with greater decodability of semantic information compared with
silent reading. These findings provide neural evidence for a role of privileged semantic

processing when reading aloud.

Attention has also been posed to play a role in the production effect (Fawcett &
Ozubko, 2016; Mama et al., 2018; Mama & Icht, 2019; Ozubko, Gopie, et al., 2012). Since
aloud trials require an overt response (whereas silent trials do not), it is possible that
participants allocate more attention to aloud words, and therefore encode those words
more effectively. Importantly, this account does not specify attention to any particular
stimulus features, but rather a global increase in cognitive investment when presented
with words on aloud trials. As such, throughout this dissertation, | operationalised the
attentional account as increased weighting on (i.e., greater decodability of) all stimulus
features during aloud reading. From this perspective, the results of Chapter 3, which
entailed greater decodability of multiple types of information during aloud reading, are
arguably in line with an attentional account. True, up-regulation of phonological,
articulatory, and semantic information may be explained by distinctiveness and semantic
accounts detailed earlier. However, my results concerning visual information—which was
more decodable in the aloud condition—is of particular interest here. In Chapter 3 |
argued that, unlike phonological and articulatory information, visual information is no
more relevant to aloud reading than it is to silent reading (that is to say, visual information
is essential for both tasks). My finding that visual information is up-regulated during aloud
reading, therefore, indicates that participants may be investing more cognitive resources

in processing words on aloud trials.
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Each of the accounts described above are primarily concerned with encoding
processes; common to all of them is the notion that, for one reason or another, aloud
words are encoded more effectively than silent words. My results from Chapters 2 and 3
(which contrasted encoding processes between aloud and silent reading) are therefore
directly relevant to these accounts. As argued above, many of my findings are compatible
with relative distinctiveness, enhanced semantic processing, and increased attention.
One caveat hereis that the results from Chapter 3 arguably provide more credible support
for a role of distinctiveness, compared with semantics and attention. More precisely,
clusters exhibiting evidence for semantic and visual decodability (from the aloud > silent
contrasts) were of smaller spatial extent, and generally lower quantitative strength of
evidence, compared with the phonological and articulatory results. For example: the
strongest evidence (as quantified by Bayes factors) for semantic decodability came from
a cluster with Mean, Max BF1o = 8.58, 24.60 (I observed similar values for the strongest
visual cluster); this is in stark contrast to equivalent values for phonological (172.96,
882.0) and articulatory (36.71, 294) decodability. This is not to say that the evidence for
roles of semantics and attention was not credible; it simply means that the strongest

evidence available (in this study) seems to favour a distinctiveness-based account.

Other accounts are concerned with retrieval processes. One such account holds
that participants may recollect the productive experience (complete with constituent
sensorimotor and auditory experiences) associated with each word during a recognition
task; successful mental reinstatement of the episode allows participants to endorse or
reject the presented word using a heuristic: /| remember reading this word aloud,
therefore | must have studied it (MacLeod & Bodner, 2017)?'. Presumably, such

recollection should entail reinstatement of speech-specific neural states that were

21 Similarly to the relative distinctiveness account, this account emphasises the importance of
encoded speech-related features; indeed, it is often labelled a “distinctiveness heuristic” and presented
alongside the idea of relative distinctiveness (e.g., Forrin et al., 2012; MaclLeod et al., 2010; MaclLeod &
Bodner, 2017; Zhou & Macleod, 2021). Importantly, however, the diagnostic value of this heuristic does
not depend on distinctiveness relative to silent items; it merely requires successful recollection of the
productive experience (Zhou & MaclLeod, 2021).
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present during encoding (indeed, one description of the distinctiveness heuristic states
that participants mentally “replay” the encoded experience; MaclLeod et al., 2010, p. 673).
From this perspective, my findings from Chapter 2 and Chapter 4—which indicated
reinstatement of encoding-related processes—are arguably compatible with the heuristic

account.

More recent work (Wakeham-Lewis et al., 2022) has proposed that participants’
recognition judgements may be guided by mental simulation: one may imagine reading a
presented word aloud, and if the imagined experience matches encoded information
associated with that word, then it may be endorsed as “old”. What sort of neural
predictions might we draw from this theory? One could argue that, because the simulated
experience must eventually be matched against encoded information, this process should
still entail some degree of reinstatement, similar to the recollective component of the
heuristic account. Moreover, univariate fMRI work has revealed that imagining (i.e.,
mentally simulating) an action recruits many of the same cortical areas as observing or
physically performing that action, notably including premotor and somatosensory
cortices responsible for action planning and perceptual feedback (see Hardwick et al.,
2018 for a meta-analysis). From this perspective, we might predict that simulated reading
aloud (during retrieval) should elicit similar patterns of activation to those elicited during
actual reading aloud (during encoding). As such, the evidence of reinstatement observed

in Chapters 2 and 4 are also consistent with Wakeham-Lewis and colleagues’ account.

5.4.2. Divergence From Prior Accounts

Two major findings from this dissertation cannot be easily accounted for by prior
literature surrounding the production effect. First, my multivariate analyses (Chapters 3
& 4) revealed a number of processes that were more evident in the silent reading
condition compared to aloud reading. Chapter 3 revealed greater decodability of
orthographic information during silent reading, while Chapter 4 revealed that recognising

silent words is associated with more extensive neural reactivation (both effects were
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relative to the aloud condition). These findings are difficult to reconcile with the cognitive
accounts described above, because a common theme across all of them is that reading
aloud represents, in one form or another, a heightened cognitive state compared to
reading silently: processing is either more distinctive (Forrin et al., 2012; Jamieson et al.,
2016; MaclLeod et al., 2010; MaclLeod & Bodner, 2017), deeper (Fawcett et al., 2022),
more attention-demanding (Fawcett & Ozubko, 2016; Mama et al., 2018; Mama & Icht,
2019; Ozubko, Gopie, et al., 2012), or otherwise increased??. This general view suggests
that perceptual and memory-related processes should be unilaterally enhanced in the
aloud reading condition. Stated differently: the traditional view holds that any cognitive
process which is present for aloud reading should either be present to the same extent,
diminished, or absent entirely for silent reading. My findings stand in contrast to this view
because they reveal that aloud and silent reading engender dissociable neural states, with
some processes (namely orthographic representation and neural reactivation) being
more prominent in the silent condition. These findings provide a perspective which has
not been expressed in prior literature. | will elaborate on the implications of this

perspective in the next section (Section 5.4.3).

Secondly, Chapter 4 revealed that successful recognition of aloud words depends,
to some extent, on neural transformation. Neural transformation entails systematic
changes in activation patterns elicited by the same stimulus; in this context, the change
occurs between encoding and retrieval. By contrast, accounts of the production effect
either assume that encoded information is retrieved in its original format, or they do not
specify one way or another. For example, MaclLeod et al. (2010, p. 673) describe encoded
speech information being “replayed” during retrieval (implying reinstatement of
information its original format); while Fawcett et al. (2022) propose that semantic

features may be diagnostic as to whether a word was previously studied, but do not

22 The only exception, to my knowledge, is the item-order account described by Jonker et al.
(2014), which describes enhanced relational processing during silent reading (see Section 3). However, this
account is exclusively concerned with recall memory in pure-list designs, and therefore not relevant to the
mixed-list production effect in recognition (the focus of this dissertation).
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specify how these features are recalled from memory. Such descriptions are difficult to
reconcile with the notion of encoded information being explicitly changed or reorganised.
In Chapter 4 | made the case that the observed transformation effect may reflect
reorganisation of retrieved speech-related information, perhaps reflecting the use of an
evaluative heuristic (MacLeod & Bodner, 2017) or comparison between simulated and
encoded information (Wakeham-Lewis et al., 2022). While the results are arguably
compatible with strategy-based accounts (based on the above reasoning), my proposal
that these processes might entail transformation of encoded information is entirely novel,
because (to my knowledge) no prior work concerning the production effect has made this
possibility explicit. As an aside, the notion that transformation is driven by one’s internal
goals (e.g., encoding versus mental evaluation) is entirely consistent with the wider
literature surrounding memory retrieval (e.g., Favila et al., 2018); | will elaborate on this

point in Section 5.5.2.

5.4.3. Towards A More Integrated Account of The Production Effect.

My findings present some interesting implications for future work on the
production effect. First and foremost, | have shown that the multiple processes likely give
rise to the recognition advantage for words that were read aloud. During encoding, there
is evidence for roles of relative distinctiveness, attention, and semantic processing. During
retrieval, it seems that both reactivation and transformation contribute to successful
remembering. The notion that multiple processes might contribute to the production
effect is not new, and has been expressed by multiple authors (e.g., Fawcett et al., 2022;
Fawcett & Ozubko, 2016; Taikh & Bodner, 2016). However, this idea was previously based
exclusively on behavioural data (that is, modulation of the recognition-based production
effect by various experimental manipulations). The value of my work is that it offers the
first evidence for multiple processes at the neural level, thus providing convergent

evidence for this claim.
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Second—and perhaps more controversially—I have shown that some neural (and,
by implication, mental) processes are enhanced during silent reading relative to aloud
reading. This finding should motivate a more nuanced perspective of cognitive processes
surrounding the production effect. Rather than emphasising ways in which aloud reading
is “special” (and, by extension, how silent reading is “not special”), | suggest that
researchers simply consider any encoding task to engender different cognitive states
depending on the reader’s goals. Certainly, information that is necessary for (or elicited
by) speech production appears to be useful for retrieval, and thus confers a recognition
advantage to words that were read aloud. Equally, however, the cognitive state(s)
engendered by reading silently may lead to other interesting consequences (e.g., Jonker
et al., 2014 showed that item order information is better preserved following silent
reading compared with aloud reading). As an aside, | do not consider the emphasis on
aloud processing to be a shortcoming of prior work; virtually all of the theory surrounding
the production effect has been based on behavioural data which consistently reveals a
memory advantage for aloud words relative to silent. It is therefore only natural that
researchers should emphasise processing benefits of aloud reading. My point is that
neuroimaging may offer complementary insights to those of purely behavioural work. In
this case neuroimaging revealed that aloud and silent reading entail dissociable, rather

than one-sided encoding and retrieval processes.

Overall, | feel that future work may benefit from a more integrated view of
cognition surrounding the production effect; one which considers that multiple processes
likely contribute to behavioural memory outcomes, and which also considers the
consequences of dynamic cognitive states engendered by these two tasks. One final
comment | will make here is that neuroimaging clearly offers promise for better
understanding the production effect. In some cases it may offer convergent support for
existing claims derived from behavioural data (as discussed in Section 5.4.1); in others, it
can provide novel insights into underlying cognitive processes (Section 5.4.2). As such, |
feel that future work on the production effect will benefit from combined behavioural

and neuroimaging investigation.
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5.5. Convergence With Neurobiological Accounts of Episodic Memory
This dissertation is not only relevant to the production effect; my findings (particularly
those from Chapters 2 & 4) also resonate with the broader literature on neural correlates

of episodic encoding and retrieval.

5.5.1. Reactivation Accounts

| o IlI

Episodic memory has long been thought to entail “mental time travel” into the
past (Tulving, 1985). Contemporary accounts have formalised this view by specifying that
successful remembering should, at least to some extent, entail recapitulation of
perceptual states that were present during encoding (e.g., Matheson & Barsalou, 2018;
Meyer & Damasio, 2009; Xue, 2018). Much univariate fMRI work has met this prediction,
revealing that retrieval recruits many of the same cortical areas as were activated during
the initial encoding experience (see Danker & Anderson, 2010 for review). Such effects
are often reflective of modality- or context-specific encoding conditions; for example,
recalling an auditory stimulus or a picture will elicit activation in cortices that were
differentially engaged when perceiving each respective modality (e.g., Wheeler et al,,
2000). More recently, and as discussed in Chapter 1, multivariate studies have
demonstrated that stimulus-specific activation patterns from encoding may be reinstated
during retrieval (Favila et al., 2018; Jonker et al., 2018; Kuhl & Chun, 2014; Ritchey et al.,
2013; Staresina et al., 2012; Tompary et al., 2016; Trelle et al., 2019; Wing et al., 2015;
Xiao et al., 2017). Here, reactivation often reflects contextual processing demands that
were present at encoding, but partially or entirely absent during retrieval. A good example
comes from Xiao et al. (2017). Here, participants studied word-picture pairs during

encoding; importantly, each picture was paired with multiple unique words. During

retrieval, participants saw a cue (word) presented on screen and were instructed to recall
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details of the associated image?3. The authors computed correlations between pairs of
encoding and retrieval trials and report that, in bilateral occipital cortex, correlations were
significantly higher for pairs that shared the same picture but used a different cue (CP*
pairs in 4) compared with pairs that did not share cue or picture (CP). These findings
indicate that image-specific activation patterns from encoding were reinstated during
retrieval, despite there being no perceptual overlap between encoding and retrieval
trials. Such findings from multivariate studies have provided further support for the
notion that remembering entails mental reinstatement of earlier perceptual states (also

see Xue, 2018 for review and discussion).

Some findings from Chapters 2 and 4 are entirely consistent with the above
literature. In Chapter 2 | found that reading words aloud and later recognizing those
words elicited overlapping activation in frontal and temporal cortices (which are broadly
associated with speech production), consistent with prior univariate work. Importantly,
this reactivation effect was greater for the aloud reading condition than the silent reading
condition, mirroring the context-dependent effects seen by previous studies. Similarly, in
Chapter 4 | showed that successfully remembering aloud words (compared with silent
words) was associated with reactivation in the left insula, which has been linked to
sensorimotor and auditory processing during speech production (Woolnough et al.,
2019). Again, this is consistent with prior work showing that perceptual processes

recruited during encoding are selectively reactivated at retrieval.

My reactivation analyses in Chapter 4 did produce one unexpected result: words
in the silent reading condition were associated with more reactivation (relative to aloud
reading) in ventral temporal areas associated with visual analysis and orthographic
processing (including putative VWFA, which is widely regarded as being central to

perceiving visual word-forms, as discussed in Chapter 3). That there should be any

23 Thus, encoding and retrieval trials could be paired according to whether they shared the same
cue and picture (C*P* pairs), different cue but same picture (C'P*), or different cue and different picture (C
P).
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between-condition reactivation differences in these areas is surprising; based on the
literature described above, one would expect any differences to be driven by non-
overlapping processing demands during encoding. Because visual and orthographic
demands are shared by both conditions (participants must always read the word,
regardless of whether or not they need to say it aloud), this result is hard to explain in
terms of context-specific encoding. In Chapter 4 | suggested that participants may utilise
visual / orthographic information when making recognition decisions on silent words
because relatively less information is available to inform that decision. Stated differently,
in the absence of speech-related information afforded to aloud items, participants must
rely more on what limited information was encoded. As for implications on the wider
field, this finding suggests that reactivation is not only subject to context-specific
processing during encoding, but is also modulated by the relative usefulness of encoded
information (but see Section 5.2). When encoding entails multisensory processing (as in
aloud reading), retrieval dynamics favour the most diagnostic information (consistent
with distinctiveness-based accounts of the production effect, discussed earlier).
Alternatively, when encoded information is relatively sparse (as in silent reading),

participants must make do with what is available.

5.5.2. Transformation Accounts

Another view of memory retrieval holds that remembering entails systematic
changes in the way that encoded information is represented at the neural level (Favila et
al.,, 2020; Xue, 2022). This view is not incompatible with reactivation accounts; for
example Favila et al. (2020) emphasise that reactivation and transformation are both

important components of memory retrieval.

In the context of fMRI, transformation effects may manifest as a shift in the spatial
location at which stimulus / item information can be decoded (Favila et al., 2018; Long &
Kuhl, 2021; Xiao et al., 2017). Alternatively, transformation may be captured within a

patch of cortex by diminished pattern similarity between encoding and retrieval,
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compared with that of repeated presentations within encoding or retrieval phases (J.
Chen et al.,, 2017; Xiao et al., 2017); in Chapter 4, | captured transformation using this
latter approach. Transformation by either measure is generally thought to reflect
systematic reorganisation of encoded information, perhaps as an intrinsic component of
effective encoding (Liu et al., 2021), or to align with specific retrieval goals. With respect
to the latter possibility, a good example comes from Favila et al. (Favila et al., 2018;
Experiment 2). These authors reported that stimulus features (colour or taxonomic class),
initially decodable in occipitotemporal cortex during encoding, were decodable in lateral
parietal cortex during retrieval (i.e., between-region transformation). Critically, feature
decodability during retrieval depended on which feature was relevant to the current task
(e.g., stimulus colour was more decodable when participants were instructed to
remember colour information)—hence, transformation was modulated by participants’
goals. This finding is consistent with the more general observation that feature
decodability often aligns with participants’ current task demands (Kuhl et al., 2013; Long
& Kuhl, 2021; Nastase et al., 2017).

My findings from Chapter 4—which revealed differential degrees of encoding-
retrieval transformation between the aloud and silent reading conditions—provide an
interesting contrast to the research described above. Previous work has shown that
transformation is driven by the explicit retrieval task, whereas in my experiment,
transformation was modulated by preceding encoding conditions. In that chapter and
above (Section 5.1) | argued that participants’ judgements on the recognition task may
depend on different sources of information; one could argue that the observed
transformation effect was driven by intrinsic cognitive states (i.e., recollecting speech
information versus visual / orthographic information) which arose due to the preceding

encoding conditions.

To my knowledge, only one other study has revealed similar effects of intrinsic
states (as opposed to explicit task demands) on neural transformation. Long and Kuhl

(2021) presented participants with images of objects and, on each trial, instructed them
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to either commit the image to memory (encode instruction) or to recall a different image
of the same object that they had viewed prior to scanning (retrieve instruction). These
authors were able to characterise intrinsic cognitive states across large-scale attentional
networks, either biased towards encoding or retrieval, on each trial. Importantly, these
intrinsic states were dissociable from the actual instruction presented to participants?*.
These authors reported that during encoding states, item identity (that is, the correlation
between patterns elicited by presentations of the same stimulus minus those of different
stimuli) was more decodable in ventral temporal cortex compared with lateral parietal
cortex; during retrieval states, however, this effect was reversed. These results indicate
that retrieval-related transformation (that is, a shift in the location of content
representations, from ventral temporal to parietal cortices) may be driven not only by
explicit task demands, but also by covert cognitive states. | take a similar view of my
findings from Chapter 4—in this case, | suggest that recognizing aloud and silent words
may entail rather different cognitive states, giving rise to different degrees of
transformation. More generally, Chapter 4 provides support for the claim that task-
dependent changes in neural representation need not depend on explicit task demands

during retrieval.

5.5.3. Tradeoffs Between Reactivation and Transformation
To my knowledge, no prior work has explicitly addressed potential tradeoffs

between reactivation and transformation. In their review of transformation effects in

24 These intrinsic states were derived from the output of a classifier that was applied to decode
the instruction on each trial (encode or retrieve) from the elicited fMRI patterns in each network. While the
classifier made a binary decision for each trial (labelling it as “encode” or “retrieve”), it also quantified
classifier evidence for each trial; that is, a continuous measure reflecting the probability that the classifier
assigned the correct label on that trial (this measure has been conceptualised as the classifier’s confidence
in its decision; D. E. Smith et al., 2022). Long and Kuhl (2021) used this measure to infer intrinsic cognitive
states: neural responses to items were median-split according to their classifier evidence, separately within
each instructional condition. Trials with high classifier evidence (above the median) had a high probability
of being labelled as “encode”, and therefore the elicited network-wide pattern was considered to be more
encoding-like; conversely, low classifier evidence (below the median) was taken as an indicator of a
retrieval-like state.
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neuroimaging literature, Favila and colleagues make this issue explicit by posing a number
of outstanding questions (I have numbered each question so that | may address them in

turn below):

“[1] What determines the relative degree of neural reactivation versus
transformation across brain regions observed during memory retrieval? ...
[2] Does the relative degree of reactivation versus transformation depend
on whether memory tasks involve recall versus recognition judgments? [3]
Do reactivation and transformation trade-off or are they independent?”

(Favila et al., 2020, p. 9).

While these authors were explicitly concerned with transformation across brain
regions, their questions are still applicable to within-region transformation. My findings
offer a starting point for answering some of these questions. Most concretely, they
indicate that reactivation and transformation are not completely independent [3], since |
observed differential contributions of each during successful recognition, depending on
the preceding encoding condition. With respect to [2], this is difficult to answer based on
my data, since my experiment entailed a recognition task only. One could make the case
that, since aloud trials are thought to elicit recollection of the encoded speech experience
(MacLeod & Bodner, 2017), recognising aloud words entails similar retrieval dynamics to
a recall task. However, [2] could be much more easily tested by explicitly comparing

processes across recognition and recall tasks.

As for what drives the tradeoff [1], again this likely has something to do with
internal retrieval processes driving recognition in each condition. If, as argued in Chapter
4 and above, recollection and evaluation of speech information underlies transformation
on aloud trials, and if reinstatement of visual / orthographic information underlies

reactivation on silent trials, then ultimately the tradeoff between reactivation and
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transformation must be driven by how much information is available and useful in the
encoded memory trace (at least in the context of this study). Stated differently, the
tradeoff may be modulated by distinctiveness: aloud words are associated with rich
speech information, which may be recollected and evaluated to endorse those words as
“old”. By contrast, encoded information for silent words is relatively sparse, forcing
participants to depend on mental reinstatement of visual / orthographic information.
Admittedly, my answer to [1] is largely conjectured, and depends on my own assumptions
about what retrieval processes are at play during recognition of aloud and silent words.

As such, further work is needed to elucidate the nature of this tradeoff.

5.6. Future Directions

Future research may build upon this dissertation in a number of ways. First and
foremost, | strongly encourage future neuroimaging-based investigations of the
production effect to make use of multivariate analyses. As discussed in Chapter 1, these
techniques are informative as to the informational content of neural responses, and so
offer detailed insight into processes which contribute to encoding and retrieval of

individual stimuli.

Future research may build on the findings of Chapter 3 by linking decodability (of
specific stimulus properties) to behavioural memory outcomes. As | noted in that chapter
and in Section 4.2, the observed task-dependent changes in decodability may be
epiphenomenal to the production effect. As such, an explicit link to behavioural memory
performance is needed to verify the mnemonic relevance of articulatory, semantic, etc.
information. For example, investigating whether decodability of articulatory information
is positively correlated with recognition performance would be directly informative as to
the role of encoded speech information in the production effect. Such an investigation
would be relatively straightforward and could use a similar paradigm to that of Chapter
3; the only caveat being that it would require a sufficiently large stimulus list to detect the

production effect (that is, the stimulus list would need to be large enough to eliminate
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ceiling effects on memory performance, given the need to repeat each stimulus multiple

times; see Section 3).

Chapter 4 highlighted the possibility that different encoding conditions may give
rise to a tradeoff between reactivation and transformation during retrieval. Further work
is needed to clarify this issue. For example, to test the possibility that this tradeoff is
modulated by distinctiveness (as | suggested in the preceding section), future research
might entail a paradigm which systematically manipulates the degree of distinctiveness
conferred upon study items (e.g., singing aloud, reading aloud, mouthing silently, as in
Forrin et al., 2012; Quinlan & Taylor, 2013, 2019). Moreover, given the reliable presence
of both reactivation and transformation when stimuli are exclusively in the visual
modality (e.g., Favila et al., 2020; Liu et al., 2021; Xiao et al., 2017), tradeoffs should be
observable outside the context of a production paradigm—for example, by manipulating

the complexity (and therefore distinctiveness) of encoded visual scenes.

Another potential avenue would be to explore between-region transformation
during retrieval. The whole-brain searchlight approach which | adopted in Chapter 4 is ill-
suited to such an analysis; however, between-region transformation is relatively
straightforward to assess using a-priori ROIs (Favila et al., 2018; Long & Kuhl, 2021; Xiao
et al., 2017). In Chapter 4 | suggested that encoded speech information—initially present
in the insula (given that this area exhibited reactivation effects) or possibly medial frontal
cortices (given that articulatory information was decodable in these areas in Chapter 3)—
might be reinstated in the precuneus during retrieval. This possibility might be directly
tested with RSA: one could compute representational dissimilarity matrices (RDMs) from
activity patterns in the insula or medial frontal cortices (along with any other ROIs which
seem appropriate) during encoding, and then correlate these with RDMs derived from
the precuneus during retrieval. Evidence of a positive correlation between RDMs from
these speech-related regions (during encoding) and the precuneus (during retrieval)

would provide supporting evidence for the above claim.
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It may also be worth applying MVPA to retrieval data acquired from a remember-
know recognition paradigm (Tulving, 1985)2°. This paradigm differentiates recollection
(remembering a specific event, with accompanying contextual information) from
familiarity (a general sense of “knowing” that one has experienced the stimulus, without
explicit recollection)—indeed, this distinction has received much attention in the
production effect literature (e.g., Fawcett & Ozubko, 2016; Ozubko, Gopie, et al., 2012).
For example, it may be the case that reactivation and transformation contribute
differentially to familiarity and recollection—this would provide some valuable context
for my own results, since old / new judgments may be driven by a combination of these
two processes. Such a finding would also be informative as to the broader roles of

reactivation and transformation in episodic memory.

5.7. Final Remarks

The production effect is, at face value, a simple phenomenon: words read aloud
are better remembered than words read silently. Apparent neural substrates of this
effect, however, are far from straightforward. In this dissertation | have presented
evidence that, compared to reading silently, reading aloud entails engagement of speech-
related sensorimotor processes, along with enhanced semantic processing and (possibly)
greater attentional engagement. All of these processes likely confer a benefit to encoding.
Furthermore, | have shown that retrieval of words previously read aloud entails both
neural reactivation (indicative of mental reinstatement of speech processes) and
transformation (perhaps reflecting evaluation of the reinstated content). It is likely that
the recognition advantage for aloud words arises due to a combination of all the
aforementioned mental processes. Future neuroimaging research will hopefully
elaborate on these findings. Moreover, | hope that such work will help to guide formal

cognitive accounts of the production effect. By developing cognitive theory that is

2 Although this paradigm was used in the experiment from Chapter 2, the parameters of that
experiment were not well suited to multivariate analysis (Zeithamova et al., 2017).
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grounded in observed neural phenomena (as measured by fMRI or otherwise), we will
hopefully arrive at a more integrated account of the production effect; one which

respects the roles of multiple cognitive processes, and which is also capable of explaining

all apparent neural correlates of the production effect.
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