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Abstract

Supervisory Control and Data Acquisition (SCADA)  systems are essential to monitor

industrial processes in critical infrastructure. However, existing SC A DA  standards

and protocols are susceptible to traditional cyber attacks and potential future attacks

leveraging quantum computing. This thesis introduces a comprehensive security

framework for safeguarding SC A DA  network communication against cyber attacks.

It consists of three modules. Each module focuses on distinct aspects of SC A DA

security. Module 1 includes an intrusion-resistant SC A DA  scheme utilizing a quantum

key generation based on B92 protocol for encryption and SPHINCS-256, a preimage

and collision-resistant algorithm, for digital signature generation. To  enhance the

security of SPHINCS-256, a true random number generator based on Quantum Random

Number Generator (QRNG) is incorporated. It replaces the message with the cipher

obtained in the encryption phase, ensuring a higher level of security for SC A DA

systems. Module 2 focuses on a multi phase quantum resistant scheme for secure

communication in SC A DA  systems. The key generation and exchange protocols

involve BBM92 and Supersingular Isogeny Key Encapsulation (SIKE) ,  along with

hashed message authentication and masking based on P R E S E N T  algorithm to strengthen

the security and reduce the key size. It offers robustness against various attacks

leveraging quantum computing capabilities. Module 3 introduces a Lightweight and

Robust algorithm for secure SC A DA  networks. It employs a secure key generation

scheme, incorporating random number generators along with Huffman coding to

reduce key size while preserving integrity. It also included shared secret key establishment

using the radioactive decay law algorithm, providing intrusion detection capabilities.

Encryption is also performed using which ensures integrity, freshness, and resistance

against replay and quantum key search attacks. It offers resilience against Man-in-the-Middle

attacks compared to the current SC A DA  security standard proposed by American Gas

Association (AGA-12).
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Chapter  1

Intro duct ion

1.1  Overview of S C A D A  Networks and its security in Industrial

Control Systems

Industrial sectors, including smart power generation and distribution systems, water

treatment facilities, chemical plants, and transportation systems, extensively utilize

Supervisory Control and Data Acquisition (SCADA)  systems for real-time process

monitoring and control [1], [2]. Figure 1.1 illustrates the hierarchical structure found

in a typical SC A DA  system. An Human-Machine Interface (HMI) collects data from

the Master Terminal Unit (MTU) and issues control commands [1]. The MTU

serves as the central control server, facilitating communication between the HMI

and geographically dispersed Remote Terminal Unit (RTU). The RTUs enable the

transmission of information and control commands between the MTU and field devices,

such as sensors and actuators. The communication link connecting the various

SC A DA  components can be established using dedicated serial lines or a Local Area

Network (LAN). [1], [3].

SC A DA  systems are indispensable in the supervision of critical infrastructure

processes, playing a crucial role in safeguarding data transmission between RTUs and

MTUs against diverse cyber-attacks. In recent years, there has been a notable surge

in the incidence of cyber-attacks specifically targeting SC A DA  systems deployed in

power stations, oil and gas facilities, and nuclear control plants [4]. These attacks have

evolved beyond conventional methods, such as Denial of Service (DoS) or Man-in-the-Middle

attack (MITM) [2], [5].

In February 2021, a SC A DA  system compromise in a U.S. Water Treatment

Facility exposed a vulnerability to unauthorized access. The attackers exploited

this vulnerability to manipulate control commands, resulting in an increase in the

concentration of sodium hydroxide during the water treatment process. Furthermore,

several federal agencies have uncovered the presence of a disruptive malware named

1



2

Pipedream in liquefied natural gas plants. Pipedream specifically targets multiple

Programmable Logic Controllers (PLCs)  and has been employed to disrupt P L C s

manufactured by Schneider Electric of France and Omron of Japan [6].

Figure 1.1: Block diagram of a S C A D A  system. MTU: Master Terminal Unit, RTUs: Remote
Terminal Units, PLCs :  Programmable Logic Controllers, and IEDs:  Intelligent Electronic Devices

In addition to conventional attacks, the advent of quantum computing has introduced

the cyber-physical sector to the realm of quantum attacks. With the rise of quantum

capabilities, traditional algorithms like Rivest–Shamir–Adleman (RSA) based on integer

factorization and discrete logarithm problems will become practically breakable using

Shor’s algorithm [7], [8], [9]. Furthermore, symmetric block ciphers such as Advanced

Encryption Standard (AES)  and E C C  (Elliptic Curve Cryptography), which rely on

the security of substitution and permutation schemes, are also vulnerable to quantum

search algorithms like Grover’s algorithm [10].

The current SC A DA  standards and protocols, including the AGA-12, are susceptible

to both conventional and quantum attacks. These standards utilize RSA for key

management, AES for encryption, E C D S A  for digital signatures, and the Secure Hash



3

Algorithm (SHA-1) as the hash function [11]. The security of RSA is compromised by

Shor’s algorithm, as demonstrated by Gidney et al. [12], which calculates the required

quantum resources for the attack. Similarly, Grover’s algorithm weakens AES and

Elliptic Curve Digital Signature (ECDSA),  while collision resistance vulnerabilities

have been identified in SHA-1 [13], [14]. Consequently, AGA-12 needs to be fortified

with a robust scheme that can withstand both traditional and quantum attacks.

1.2 Mechanism and Security Requirement of S C A D A  systems

SC A DA  systems play a crucial role in the monitoring and control of diverse components

such as terminal units, sensors, PLCs,  and Intelligent Electronic Devices (IEDs).

These field devices facilitate data transfer from the field instrumentation level to

the supervisory level through the process control layer, where the server verifies the

expected parameter values [15]. Once validated by supervisory level components,

including the Master Terminal Unit (MTU), the data is transmitted back to the field

instrumentation level. Additionally, the SC A DA  control center eficiently stores and

presents the exchanged measured data in a centralized database, enabling comprehensive

monitoring and system control. In the context of power plants or water plants, the

network infrastructure often encompasses an extensive SC A DA  network consisting

of numerous remote dedicated control units, thereby distributing the load on the

centralized server [15], [16].

Cryptography serves as a fundamental tool for achieving secure data exchange,

addressing the essential security goals of confidentiality, integrity, and authentication

[17]. Our proposed scheme specifically focuses on ensuring confidentiality. It can be

broadly classified into Classical and Quantum Cryptography, depending on the type of

communication channels employed. Classical cryptography relies on mathematical

computations and operates through a single communication channel. It further

encompasses asymmetric and symmetric cryptography, which differ in the number

and characteristics of keys employed for encryption [17].

In contrast, quantum cryptography leverages the principles of quantum mechanics

and utilizes two distinct channels: a quantum channel and a public channel [18].

The quantum channel facilitates the exchange of qubits, the fundamental units of

information in quantum computing. Meanwhile, the public channel, also known as
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the classical channel, enables the exchange of data in the form of classical bits between

the sender and receiver. The presence of an intruder or environmental factors can

introduce noise in the quantum channel, thereby disrupting the key exchange process.

To  address this, quantum cryptography employs error correction protocols to rectify

errors that may arise during transmission.

In a SC A DA  system employing quantum cryptography, the Master Terminal Unit

(MTU) and Remote Terminal Unit (RTU)  uses quantum and classical channel. The

quantum channel is used to distribute qubits for raw key exchange. Both RT U  and

MTU then independently select a basis, which represents a vector, to generate and

measure the superposed state of qubits. The choice of basis is negotiated between the

RT U  and MTU via the classical channel. Following this negotiation, the RT U  and

MTU proceeds, via the classical channel, with the estimation of errors present in the

respective keys through a process known as key sifting [18].

SC A DA  communication entails the exchange of sensitive data between remote

controlled units, making it a prime target for cyber attackers seeking to compromise

the operations performed by these dedicated devices. The security of a modern

SC A DA  network hinges on several critical aspects:

• Confidentiality: Ensuring the confidentiality of data is paramount to prevent

unauthorized access, data theft, and violations of data privacy via eavesdropping.

• Integrity: Maintaining data integrity is crucial to prevent malicious tampering of

information, particularly through Man-in-the-Middle attacks, which can lead to

unauthorized modifications.

• Authentication: The Distributed Network Protocol 3.0 used in SC A DA  systems

must employ robust authentication mechanisms. Failure to do so may enable

illegitimate interceptors to exploit control systems.

Overall, the SC A DA  infrastructure necessitates secure and authentic communication

to preserve the confidentiality and integrity of the sensitive information exchanged

over dedicated communication channels. As a part of future work, authorization

and accounting can be introduced based on tailored security measures for specific

applications and users, enhancing the overall system security in the future. It is vital
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to implement robust security measures to safeguard against potential cyber threats

in a SC A DA  environment.

Several research studies have been conducted to enhance the secure communication

in SC A DA  networks. These efforts have led to the development and widespread use

of more than 40 standards and protocols across over ten countries globally [2], [19],

[20], [21]. However, it is worth noting that the existing standards suffer from weak key

management protocols, posing a significant security concern [2], [22], [23], [20], [21].

The key management schemes, categorized into symmetric, asymmetric, and hybrid

approaches, exhibit certain drawbacks. Symmetric key cryptography, exemplified by

SC A DA  Key Establishment (SKE),  SC A DA  Key Management Architecture (SKMA),

Logical Key Hierarchy (LKH),  and Advanced SC A DA  Key Management Architecture

(ASKMA), eficiently ensure message integrity and data availability [2]. However,

these schemes lack authentication and confidentiality mechanisms. ID  based Key

Management Architecture, provide message integrity and authentication capabilities

but fall short in ensuring data availability. Hybrid key management schemes, including

Hybrid Key Management Architecture (HKMA) and Advanced Hybrid SC A DA  Key

Management Architecture (AHSKMA). They do not address message integrity and

authentication [2]. As a result, comprehensive research and advancements are necessary

to develop robust key management schemes that effectively address the challenges

associated with message integrity, authentication, and data availability in SC A DA

networks [2], [19], [22], [23].

Moreover, the advent of quantum computing poses a significant threat to the

security protocols currently employed by cyber-physical devices. Existing standards

and key management protocols have not been proven secure against quantum attacks.

Recent theoretical work by Gidney et al. [12] has demonstrated the exploitability of

Shor’s algorithm against RSA, along with an estimation of the required quantum

resources. Another well-known algorithm, Grover’s algorithm, exhibits a quadratic

speedup compared to classical algorithms, weakening the key strength of AES-128 to a

mere 64 bits. In light of the adverse impact of quantum computing on traditional

cryptography, researchers have developed various quantum-resistant cryptographic

approaches, which can be categorized into Quantum Cryptography and Post Quantum

Cryptography (PQC) [14], [24], [25].
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Quantum cryptography leverages the fundamental principles of quantum mechanics,

which impose unique constraints on the communication channel. Post Quantum

cryptography encompasses hash-based, code-based, multivariate polynomial, lattice

based, and supersingular isogeny based schemes. Among the various PQC schemes,

Supersingular Isogeny Key Encapsulation (S IKE)  has emerged as a robust cryptographic

solution for standardization, as it generates small key sizes and ciphertext sizes

suitable for SC A DA  control units. However, further optimization of S I K E  is required

[25]. Furthermore, Seo et al. [26] demonstrates the practical software implementation

of the Supersingular Isogeny Key Encapsulation (S IKE)  scheme, specifically targeting

various security levels on 32-bit ARM Cortex-M4 microcontrollers and proves the

small key size of S I K E  is a promising factor for low-end microcontrollers in the

quantum era. Post-quantum cryptography relies on the premise that existing quantum

computers lack the computational power to solve complex problems. In general,

post-quantum cryptography provides a security level of 2128 against quantum attacks.

Nevertheless, in 2017, Chailloux et al. [27] developed a quantum algorithm that

reduces the security level of PQC to 2119.6, emphasizing the need for an algorithm

that combines quantum, post-quantum, and classical cryptography approaches.

The preceding discussion highlights the need for a secure and eficient protocol for

SC A DA  communication, capable of protecting against current and potential quantum

attacks. This thesis proposes a novel, robust, and quantum-resistant algorithm that

combines three approaches: quantum, post-quantum, and classical cryptography, to

ensure the secure communication between the MTU and RTU,  minimizing the risk

of breaches. The proposed approach follows a multi-phase architecture consisting of

three main steps. First, the MTU and RT U  establish key management, generating a

shared secret key using post-quantum cryptography and a session key using quantum

cryptography. The shared secret key is then utilized for authentication purposes,

employing Hash based Message Authentication Code based on SHA3 (256 bits) during

quantum key distribution. Once the authenticated session/symmetric key is established

between the MTU and RTU,  it is employed as input for the ASCON algorithm,

enabling the encryption of the exchanged messages. Additionally, a copy of the

message is created, and further processed using HMAC-SHA3 with the shared secret

key to obtain the message authentication code. Finally, the message authentication
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code is appended to the encrypted message, ensuring its integrity, and transmitted

from the RT U  to the MTU or vice versa.

1.3 Motivation

SC A DA  monitors crucial industrial processes, such as electric grids, power plants, oil

mining and even space substations. However, the security of SC A DA  Industrial

control system (ICS) is vulnerable to various cyber threats, and failure to secure

industrial operations can be catastrophic. In the previous work [2], [11], the following

research questions are addressed: Does AGA-12 provide confidentiality, integrity,

and authentication between RT U  and MTU against quantum attacks? Do existing

key management schemes resist the communication between RT U  and MTU against

Shor’s algorithm? Will AGA-12 encryption and digital signature resist data exchanged

between RT U  and MTU against Grover’s algorithm?

The boom of quantum computing is both beneficial and detrimental to cyber

physical systems. Gidney et al.[12] proved that Shor’s algorithm is capable of cracking

RSA-2048 within 8 hours with 20 million qubits. However, while a classical search

algorithm takes O(N ), an exhaustive search by Grover’s algorithm takes O( N ).

Thus, it weakens the key strength of AES-256 to only 64 bits. A  hash algorithm

should be both preimage and collision-resistant. However, Google has recently cracked

SHA-1 by launching a collision attack [28]. SHA-2 and SHA-3 remains safe at present.

An attack on SHA-2 or SHA-3 requires on the order of 2256 queries in a non-quantum

setting and, 2128 queries in a quantum setting [28]. Thus, SHA-2,3 has security level

on the order of 2256 in classical hardware and 2128 in quantum hardware.

Quantum computing endangers stable cyber-physical security, and researchers

are developing solutions to mitigate the quantum threat. The solutions involve

quantum and post-quantum cryptography to secure cyber-physical systems from

future attacks by quantum computing [24]. Quantum cryptography involves quantum

key distribution protocols that exploit the laws of quantum physics, superposition

and entanglement principle to secure against Shor’s algorithm [29, 30]. Whereas,

post-quantum cryptography uses algorithms based on mathematical operations that

are quantum-resistant and can inter-operate with classical network protocols [31].

One of the many post-quantum cryptography areas is the hash-based algorithms to
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generate a digital signature, which is secure against preimage and collision attacks by a

quantum computer [32]. A  first preimage attack attempts to recover a message m from

only the hash value such that H =  hash(m). A  second preimage attack finds another

message n such that m =  n and hash(m)= hash(n). A  collision attack aims to retrieve

two different messages m and n, such that hash(m) =  hash(n) [28, 33]. SPHINCS-256 is

a high-security post-quantum stateless hash-based signature scheme that uses two

types of signatures, namely, an extension of Winternitz One-time Signature (WOTS+)

and Hash to Obtain Random Subset (HORS) signature with Tree (HORST) signature

with Tree (HORST) for few time signature [32]. SPHINCS-256 uses a pseudo-random

number generator based on Chacha-12, for generating the HORST secret key. In

2008, Bernstein et al. [34] proposed Chacha, a cryptanalysis-resistant stream cipher

algorithm that maps an input stream to a novel and irreversible output stream [35].

Chacha-12 is an extension of Chacha [36].

However, Chailloux et al. [27] proposed an eficient collision search algorithm

based on quantum logic gates, which reduces the security level of post-quantum

from 2128 to 2119.6. Thus, a quantum attack requires a reduced number of queries,

which is on the order of 2119.6, to crack a post-quantum algorithm. Therefore, it is

crucial to strengthen the security of post-quantum hash algorithms. Moreover, the

emergence of quantum computing has facilitated the application of quantum physics in

resource-constrained devices. For example, researchers at the University of Bristol

have introduced the chip-based Quantum Key Distribution (QKD)  in 2017, and the

ID  Quantique company has developed a QRNG Chip and Q K D  systems as well [37],

[38].

SC A DA  networks are vulnerable to a range of attacks, including Denial of Service

(DoS), Eavesdropping, and Man-in-the-Middle attacks, which can result in data

injection and the propagation of malware like Irongate. DoS attacks on industrial

control systems have targeted the availability and operational functionality of SC A DA

units. While availability is deemed a top priority in SC A DA  standards, intrusions

often go undetected in SC A DA  systems, as evidenced by notable incidents such as

Stuxnet and Irongate, where the intruders were able to evade intrusion detection

systems [39], [40]. Successful malware attacks typically begin by breaching the

confidentiality of wireless or wired communication, followed by a Man-in-the-Middle
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attack that compromises the confidentiality and integrity of SC A DA  security measures.

The vulnerabilities in SC A DA  standards persist in protocols such as Distributed

Network Protocol [41] and Modbus [42], as they lack authorized access and encryption

algorithms [43]. AGA-12 provides key management, encryption, and authentication

algorithms, however, it lacks an intrusion detection system capable of detecting data

injection or malicious trafic. Furthermore, while various researchers have proposed

algorithms, they often fail to address all three security priorities comprehensively [2],

[44].

1.4 Ob jective

The primary objective of this thesis is to introduce a comprehensive security framework

for safeguarding SC A DA  network communication against cyber attacks. The existing

SC A DA  standards and protocols are vulnerable to traditional cyber attacks as well

as potential future attacks leveraging quantum computing capabilities. To  address

these challenges, the thesis proposes three modules, each focusing on distinct aspects

of SC A DA  security and making significant contributions. Module 1 introduces an

intrusion-resistant SC A DA  framework incorporating quantum key generation and

post-quantum digital signature algorithms to enhance security. Module 2 presents

a multi phase quantum resistant framework, utilizing quantum and post quantum

cryptography techniques. It includes authentication and key management. Module

3 introduces LARSCOM, a secure key generation algorithm with intrusion detection

capabilities, employing a combination of pseudorandom and true random number

generators. Encryption is performed using a robust algorithm to ensure integrity and

resistance against attacks. These contributions strengthen the security of SC A DA

networks by providing confidentiality, integrity, and availability in SC A DA  systems.

Formal analysis, security proofs, and simulations were conducted using Python and

IBM Quantum. Extensive evaluations were also performed on a dedicated SC A DA

test bench. This evaluation process allowed for the assessment of the performance

and eficiency of the security framework in real-world scenarios, providing valuable

insights for further improvements.
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1.5 Ma jor Contributions

Figure 1.2 illustrates the major contributions of this Ph.D. work. It has three main

modules.

Figure 1.2: Major Contributions and Overview of PhD Thesis

1.5.1 Module 1: A n  Intrusion Resistant S C A D A  Framework Based on

Quantum and Post-Quantum Scheme

Module 1 proposes a novel security scheme for SC A DA  systems based on quantum

and post-quantum schemes with the following contributions:

• This module proposes an intrusion-resistant framework based on quantum and

post-quantum security schemes. It utilizes the B92 protocol to generate a secret

quantum key for encryption and SPHINCS-256, a preimage and collision-resistant

algorithm, to obtain a digital signature with a true random number generator.

• In general, SPHINCS-256 uses a Pseudo-Random Number Generator (PRNG)

based on Chacha-12 to generate a secret key of the HORST tree. However,

to increase the security of SPHINCS-256, QRNG is introduced to obtain a

non-deterministic and truly random HORST secret key.
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• SPHINCS-256 sends a message, public key, and digital signature over the public

channel. In the proposed scheme, the message is replaced with the cipher

obtained in the encryption phase.

1.5.2 Module 2: Multi-phase Quantum resistant Framework for Secure

Communication in S C A D A  Systems

Module 2 proposes an intrusion-resistant SC A DA  framework based on a Quantum and

Post-Quantum Scheme to incorporate a collision and presage resistance to SC A DA

security.

Table 1.1: State-of-art and Contribution of the proposed secured framework in Module 2.
State-of-the-art

Current Standard
(AGA-12)

Quantum and
Post Quantum
Cryptography

Protocols used
•RSA
•AES
•ECDSA
based on
SHA-1

•BBM92
•E91
•SIKE

Research Gaps

•Not Quantum resistant
•Susceptible to Man-in-the-Middle Attack
•SHA-1 already broken by Google

•BBM92 and E91
lacks authentication
•SIKE lacks security
in the isogeny computation
and has large key size.

Author’s Contribution
A  quantum-resistant security
framework that acts as
intrusion-detection and
provides confidentiality,
integrity and authentication.
•Incorporating hashed message
authentication using S I K E  shared
secret key.
•Adding masking based on PRISM
to isogeny computation to strengthen
the security of the key and reduce the
key size.

The contributions of the Module 2 are summarized as follows:

• The proposed scheme generates a secure, shared key between the MTU and

RT U  that is resistant to quantum attacks. It includes SIKE,  a post-quantum

cryptographic scheme, to generate the shared secret key. However, as per

the NIST report, S I K E  needs further optimization of keys and secure isogeny

computations. Thus, it involves the modification of S I K E  by introducing a

masking scheme based on the P R E S E N T  [45] algorithm to compress the keys.

The primary advantage of adding masking to S I K E  is to increase its security by

additional randomness to the computations. It becomes more challenging for an

attacker to determine the keys being exchanged and specific side channel attacks

that aim to gather information about the system by analyzing factors such as

power consumption or electromagnetic emissions [46]. Thus, the compressed-key

S I K E  version increases the resilience and feasibility of the proposed scheme as
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per the SC A DA  protocol requirements. Moreover, it increases the secrecy of

the key, which increases the security level of the modified SIKE.

• This module also proposes an authenticated quantum key distribution protocol,

generating a session/symmetric key to secure the communication between MTU

and RTU. Researchers have proposed several quantum key distribution protocols

that provide resistance against quantum attacks based on Shor’s algorithm [30].

But, they lack message authentication, authenticating the required communication

during the establishment of the session key. In such a scenario, an adversary

may have the ability to alter the data exchanged between RT U  and MTU. The

proposed scheme introduces a Q K D  protocol named BBM92 protocol which

includes a hashed message authentication code based on SHA-3 using a shared

secret key generated from modified S I K E  to verify the integrity of the session

key. Moreover, the randomness of the session key based on the fundamentals of

quantum physics provides resistance against quantum attack.

• Further, this module proposes a multi-phase infrastructure by integrating the

fundamentals of quantum, classical, and post-quantum schemes. It provides

confidentiality to the SC A DA  communication channel by encrypting the sensitive

messages exchanged between the RT U  and MTU. It feeds the session key,

generated by the BBM92 protocol, into the ASCON encryption algorithm.

Thus, it obtains a cipher that provides robustness against classical and quantum

attacks.

1.5.3  Module 3 : L A R S C O M :  A  lightweight and robust algorithm for

secure communication in Supervisory Control and Data

Acquisition networks

Module 3 proposes a lightweight and robust algorithm for secure communication

between RT U  and MTU, and has the following contributions.

• Module 3 introduces a novel key generation scheme in accordance with SC A DA

protocol standards to ensure secure communication among MTU, sub-MTUs,

and RTUs. The proposed scheme involves the generation of key pairs, namely

public and private keys, for each node within the SC A DA  system. To  achieve
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this, the algorithm incorporates a pseudorandom number generator function

and a true random number generator that utilizes time-variant parameters

such as the current date and time to introduce randomness into the key pairs.

Additionally, the proposed scheme incorporates Huffman coding [47] during the

key generation process to reduce its size while preserving key integrity and

enabling lossless compression. This approach not only enhances the eficiency

of encryption and decryption algorithms but also ensures secure and eficient

key management within the SC A DA  network.

• The proposed scheme incorporates a novel method for establishing a shared

secret key through the utilization of key pairs generated within the system.

This process involves the application of the radioactive decay law algorithm, as

described in the work by Brown et al. [48], to measure the decay or compression

rate. By analyzing this rate, the scheme is able to detect any potential intrusions

and generate a shared secret key accordingly. This approach enhances the

security of the system by utilizing the principles of radioactive decay and enables

the establishment of a robust shared secret key for secure communication within

the SC A DA  network.

• The proposed scheme includes the utilization of the ASCON algorithm to encrypt

the sensitive data transmitted between the RT U  and MTU within the SC A DA

network. Unlike AES in AGA-12, ASCON is a lightweight authenticated encryption

algorithm that generates a tag to verify the integrity of both the cipher and the

tag itself. By utilizing ASCON, the scheme ensures the integrity and freshness

of the encrypted data, providing resistance against replay attacks and quantum

key search attacks [49]. This choice of algorithm enhances the security of the

system and safeguards the integrity of the transmitted data within the SC A DA

network.

• LARSCOM demonstrates resilience against Man-in-the-Middle attacks and provides

enhanced robustness and security compared to the existing SC A DA  security

standard, AGA-12. The proposed security framework focuses on confidentiality,

integrity, and availability to ensure the security goals of the SC A DA  system.
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1.6 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 describes the related work

to the proposed scheme, and describes the current solutions and future directions

against quantum attacks. Chapter 3 discusses about the intrusion resistant SC A DA

framework based on quantum and post-quantum scheme. Chapter 4 involves quantum

resistant proposed framework. Chapter 5 describes the lightweight and robust algorithm

proposed for SC A DA  networks. Chapter 6 concludes the remarks on the overall

security framework for SC A DA  communication.
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Chapter  2

Background and Related Wo r k

Various researchers and organizations have put forth proposals and advancements to

address classical and potential quantum threats [25], [29]. The thesis presents a

succinct literature review of pertinent algorithms, classifying the related work into

three main categories: the current SC A DA  standard AGA-12, Quantum Key

Distribution (QKD),  and Post-Quantum Cryptography (PQC).

2.1 Current S C A D A  standard AG A - 1 2

Traditional SC A DA  standards, such as I E C  60870, DNP3, I E C  61850, and Modbus,

exhibit several shortcomings in terms of security properties [2]. However, the existing

AGA-12 standard surpasses traditional standards by offering enhanced security features

[50], [51]. AGA-12 incorporates three key algorithms: AES with a minimum key

size of 124 bits, RSA with a minimum key size of 1024 bits, and E C D S A  with a

minimum key length of 160 bits, alongside SHA-1. These algorithms collectively

ensure confidentiality, integrity, and authentication in AGA-12 [1], [2], [50].

However, the key management protocol used in AGA-12 relies on RSA, which

has been compromised by Shor’s algorithm. Additionally, AES and E C D S A  are

vulnerable to Grover’s quantum search algorithm. Gidney et al. [12] have demonstrated

that Shor’s algorithm can break RSA-2048 within a mere 8 hours using 20 million

qubits. In contrast, a classical search algorithm operates in O(N) time, while a

quantum search based on Grover’s algorithm operates in O( N )  time [11]. Grover’s

algorithm significantly reduces the brute force attack time to the square root of the

original time. Consequently, the attack time on AES-128 is reduced to 264, and

for AES-256, it is reduced to 2128. Moreover, Google has successfully executed a

collision attack to break SHA-1. These studies highlight the existing research gaps

in addressing confidentiality, integrity, and authentication in the context of quantum

computing [11].

15



16

2.2 Quantum K e y  Distribution Protocols

Researchers worldwide have proposed various quantum key distribution protocols

to protect cyber-physical systems against quantum computing. The current Q K D

protocols can be categorized into two, namely, Prepare and Measure (P&M) and

Entanglement-based ( E B )  schemes. Based on the literature review, the thesis concludes

that BB84 is the parent node for Q K D  based on Heisenberg’s Uncertainty principle,

that is, Prepare and Measure, and it is the oldest Q K D  protocol. On the other hand,

B92, the six-state protocol, and SARG04 are advancements of the BB84 protocol.

Moreover, E91 is the parent node for entanglement-based schemes, and BBM92 and

DPS protocols are advancements of E91 protocol [52], [53]. BB84 and B92 protocols

are theoretically proven to be unconditionally secure. However, both are vulnerable

to Photon Number Splitting (PNS) attacks[54]. B92 has two advantages over BB84;

1) B92 has a lower tolerance to noise than BB84, and 2) B92 is less complicated to

implement practically than BB84. Besides BB84 and B92, the six-state protocol is

another type of Prepare and Measure protocol that uses six polarization states and

three bases to measure qubits. The six-state protocol has a higher key generation

rate, can transmit qubits over a larger distance and has a higher tolerance to noise

than that of BB84 [54]. However, deploying a six-state protocol is challenging as it

uses a laser pulse instead of a single photon source to generate qubits. However, it is

resistant to PNS attacks but vulnerable to incoherent PNS attacks [52], [53].

E91 protocol is entanglement-based and more secure than BB84 because it discards

a higher number of bits. Thus, it has less chance of information leakage. However,

the practical implementation of E91 is more challenging than that of BB84. In 1992,

there was another entanglement-based protocol name BBM92, which is resistant to

PNS and USD attacks that are used to extract the secret key. And then there is

DPS(Differential Phase-Shift ) which is another type E P R  based protocol that is

resistant against PNS attack [55]. However, security analysis of entanglement-based

Q K D  protocols is ongoing research and is still in progress. Moreover, in 2004, Nicolas

et al. [56] proposed a COW protocol quantum key distribution scheme. It is a

coherent one-way quantum key distribution prototype that encodes logical bits in

time. It is resistant to PNS attacks, beam-splitting attacks, and intercept-resend

attacks. However, security analysis of COW protocol is still in progress [52], [57].
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Table 2.1: Comparison of recent widely known Q K D  protocols
Author

Bennet et al.[58],
1984

Bennet [60], 1992

Gisin et al. [63],
1999

V. Scarani [55],
2004

Ekert [65],
1991

Protocol

BB84

B92

Six-State
Protocol

SARG04

EPR or E91

Overview
It is based on Heisenberg’s
Uncertainty Principle.
BB84 uses the transmission of
single polarized photons (as
the quantum states). The polarization
of the photons are
four, and are grouped together in
two different non
orthogonal basis[52].
The quantum protocol B92 is
similar to the BB84 protocol
but it uses only two states
instead of four states.
B92 protocol is also based
On Heisenberg’s Uncertainty
Principle[52][53].

This protocol using
6 polarization states and
3 measurement bases[53][61].

This protocol designed
by using attenuated
laser pulse as photon source instead
of single photon source[53][59][64].
Unlike BB84 and B92 protocols,
this protocol uses Bell’s
inequality to detect the presence
or absence of Eve as a
hidden variable. The EPR quantum
protocol is a 3-state
protocol[52][53][59].

Advantage

Theoretically
BB84 protocol have
been proven to provide
unconditionally security[52][53].

B92 protocol is
proven to be
unconditional secure[52][61].
The B92 protocol
is easier to implement
than BB84[61][62].

Improved version of BB84.
Enhanced key generation rate
and more tolerance to noise[53][61][59].

Increased security against PNS attack.
Higher key rate than BB84 protocol.
Practical length of channel is bigger
than that of BB84[53][61][59].

E91 protocol safer, because
it discards a higher number of bits.
More secured than BB84[59][64].

Disadvantage

Lower key
rate than SARG04[52][59].
Vulnerable against
Photon Number Splitting
(PNS) attack[55].

Channel loss dependent.
Vulnerable against PNS attack.
Reduced tolerance to noise
than that of BB84.
Thus, final key sizes are much smaller
than that of BB84[61][59][62].

The type of detector is demanding
in terms of technological level.
The squash operator for the six-state
does not exist. However, researchers
are working on it[53][61][59].
SARG04 is more robust than BB84
against incoherent PNS attacks. However,
it is still vulnerable to
incoherent PNS attacks[53][61][59].
BB84 generate final key size of
50% of the
initial bits where as E91 generates final key
size of 22% of initial keys.
Practical implementation is more
dificult than that of
BB84[52][53][59][66].
Security analysis of entanglement based
QKD protocols is still the subject

Bennet et al. [67],
1992

BBM92
Entanglement-based version of BB84
Protocol[52][53][68].

Loss-tolerant. Resistant against PNS and of very active research,
sequential unambiguous state with recent investigations
discrimination (USD) attacks[52][53][59].     and simplified proofs

based on entanglement
distillation protocols[52].

Nicolas et al.[56],
2004

High speed coherent
COW one-way quantum key

distribution prototype[69].

A simple high-speed protocol.
A high-performance detection.
Also, PNS-attack resistant.
Beam-splitting attack resistant.
Intercept-resend
attack resistant[69][62].

Proving the security of
the COW protocol
remains a work in progress,
as per the standard
security proof of BB84, B92
and SARG protocol[52][69][62].
Security analysis of
entanglement based

K. Inoue et al. [70], 
(Differential      Entanglement-based QKD protocol [53] photon number splitting (PNS)
Phase-Shift ) Attack[[57][71].

QKD protocols are still
the subject of very active
research, with recent investigations
and simplified proofs
based on entanglement
distillation protocols[52][62].
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2.3 Post Quantum Crytpography

The emergence of quantum computing has threatened widely known public-key, key

management protocols, and authentication schemes dependent on factorization, elliptic

curve cryptography, and discrete logarithms. Researchers have developed post-quantum

cryptography based on hard mathematical problems that will be highly costly for

existing quantum computers to crack. The PQC are divided into five categories,

namely, Code-based, Lattice-based, Supersingular elliptic curve isogeny, Multivariate

based, and Hash-based cryptography [72], [73]. This thesis briefly reviews the related

PQC schemes that address confidentiality.

In 1978, McEllice proposed a cryptographic scheme based on hidden Goppa code

[74] that was dependent on modular arithmetic and NP-hard problem of decoding

linear codes [75]. As per NIST report [25], it is faster than most cryptosystems, is

CCA-resistant, and provides one-wayness C PA  resistance. It also generates smaller

ciphertexts as compared to other PQCs. However, it generates large public keys, and

hence it is not feasible for resource-constrained devices. On the other hand, Hoffstein

et al. [76] have developed an Nth Degree Truncated Polynomial Ring Units(NTRU).

NTRU is a PQC based on Shortest Vector Problem (SVP) within a lattice and is

proven to be quantum-resistant. Moreover, it generates smaller public and private

keys as compared to McEllice. Therefore, it is widely used as an alternative to RSA

and E C C .  However, security analysis of NTRU is still on-going[25].

Lyubashevsky et al. [77] proposed a PQC scheme that is based on the earning

with errors problem mapped to polynomial rings over finite fields. It is a flexible

algorithm suitable for key management, encryption, and digital scheme. However,

the major drawback of the Ring-LWE algorithm is that it generates large public

and private keys compared to traditional cryptography. Hence, it is not feasible for

resource-constrained devices [25].

In [78], Feo et al. proposed a Supersingular isogeny Difie–Hellman key exchange

(SIDH) that is based on Supersingular Elliptic Curve Isogeny Cryptography. It

depends on the complexity of finding isogenies in the supersingular elliptic curves.

Supersingular Isogeny Key Encapsulation(SIKE) extends SIDH, which NIST sees as

a potential candidate for future standardization. Both SIDH and S I K E  offer small

key sizes, and ciphertext sizes that require optimization and further compression
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techniques[25], [79]. It also provides smaller public keys as compared to that other

PQCs. They also provide resistance against quantum and classical attacks. Thus,

they are suitable for resource-constrained devices [25].

Existing post-quantum cryptography schemes depend on the hypothesis that current

quantum computers do not have enough computation resources to crack the hard

problems or isogeny computations that the PQCs are dependent on. A  generic PQC

provides a security level of 2128. In 2017, Chailloux et al. [27] proved an eficient

Grover’s quantum search algorithm that dipped the security level of PQC from 2128

to 2119.6. Thus, entirely relying on PQC schemes is currently safe. However, PQC

does face a potential threat by quantum computing.

The emergence of quantum computing in recent years has brought both benefits

and risks to stable cyber-physical systems [24]. The most threatened cryptosystems

are widely used public-key algorithms, key management schemes, and digital signatures

dependent on factorization, elliptic curve cryptography and discrete logarithms [80].

This has motivated researchers to focus on the study and development of post-quantum

cryptography. They are resistant against quantum as well as classical attacks and

can be deployed in the existing network infrastructure [80]. Currently, there are five

categories of primary post-quantum cryptography, namely; [81], [31]

• Code based cryptography [81], [31]

• Lattice based cryptography [81], [31]

• Supersingular elliptic curve isogeny [81], [31]

• Multivariate based cryptography [81], [31]

• Hash based cryptography [81], [31].

This thesis divides the Post Quantum Cryptography into two security goals:

Confidentiality and Integrity. The following sections provide post-quantum cryptography

based on the type of algorithms used.
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2.4 Existing Post-Quantum Security Schemes addressing Confidentiality

2.4.1 Code based Cryptography

Code-based cryptography are cryptosystems, including symmetric and asymmetric,

based on dificulty of error correcting codes [31]. It can be categorised into the

following.

• Public-key encryption

• Digital signature

• Zero-knowledge protocols

• Pseudo-random number generator and stream cipher

• Hash functions

This thesis reviews the code-based public key cryptosystem as discussed in the below

subsection. The most commonly known algorithm is McEllice cryptosystem [80].

McEll ice cryptosystem

In 1978,a public key encryption scheme that was based on hidden Goppa code [74]

was proposed by Robert McEllice. Goppa codes are the relation between algebraic

geometry and codes and are used as error-correcting code. They rely on the NP-hard

problem of decoding linear codes. The basic concept of Goppa code depends on

modular arithmetic. When a number series approaches a higher number, and once it

reaches a specific number, the series starts from 0 again [31, 80]. A  classic McEllice

cryptosystem includes the following phases (assuming Alice and Bob are the two

legitimate participants) [74, 82].

K e y  Generation: Bob selects a Goppa polynomial g(z) of degree t, compute

its corresponding generator matrix G, selects a random invertible matrix denoted as

S, and a random permutation matrix denotes as P. Bob uses all the parameters to

compute G ′ =  SGP, and announces his public key that includes (G ′ , t). Bob’s private

key includes (S,G,P).
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Encryption: Alice encrypts her message, represented in binary strings, by selecting

and combining a random error vector, e, that has weight ≤  t, to the mG′ . Thus, Alice

sends the following cipher, y in equation 2.1.

y =  m ×  G
′  

+  e (2.1)

Decryption: Bob uses his matrix, P  to derive y ′  as shown in equation 2.2. Then,

Bob applies the decoding algorithm, computing e′ , to y ′      to correct the errors, and

derive the codeword, m′ . The m ′  is mS. Thus, Bob can easily derive m by m ′ *S−1.

y
′  

=  y ×  P − 1 (2.2)

According to the National Institute of Standards and Technology, Post-Quantum

Cryptography(PQC) Standardization report [80], McEllice cryptosystem is suitable

for replacing traditional cryptosystems. It is quantum-safe and provides security

against Chosen-Ciphertext Attack ( C C A )  and One-Wayness against Chosen-Plaintext

Attack (OW-CPA). Moreover, McEllice cryptosystem is faster than most cryptosystems.

However, it also comes with its drawbacks. It generates large public keys that

can cause an implementation problem, especially in resource-constrained devices.

Moreover, the ciphertexts are smaller than other post-quantum Key Encapsulation

Mechanisms(KEMS), but the ciphertexts are larger than the plaintexts. McEllice

cryptosystem is not applicable to generate authentication scheme or digital signature

scheme [80].

2.4.2 Lattice based cryptography

Lattice-based cryptography have been proven to be strongly resistant to sub-exponential

as well as quantum threats. They are based on the concept of lattices, sets of points

within an n-size periodic structured space as shown in Figure 2.1 [83]. In simple

terms, lattice can be considered as any regularly spaced grid of points. The security

of the lattice based cryptography depends on the complexity of lattice problems,

mainly, Shortest Vector Problem (SVP), Closest Vector Problem (CVP) ,  or Shortest

Independent Vectors Problem (SIVP)  [84], [83]. The SVP is deriving the minimum

non-zero vector in the current lattice and is an NP-hard problem unsolvable by the

present quantum algorithm[84].
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Figure 2.1: A  lattice space in 3D

N T R U

In 1996, Hoffstein et al. [76] published an encryption scheme called the Nth Degree

Truncated Polynomial Ring Units(NTRU). It is a public-key cryptography focused on

SVP within a lattice [76]. It does not rely on factorization or disjunctive logarithms as

the traditional public-key cryptosystem does. The basic NTRU operation is

performed in the truncated polynomial rings as shown in equation 2.3, such that

N as a prime number and Zq is the ring of integers modulo q [76].

Z q [X ]
q X N  −  1

A  polynomial, f, in the Rq  can be written in equation 2.4.

N − 1

f  =  [f0 , f1 , ...., fN −1 ] = f k X k

k = 0

(2.3)

(2.4)

Moreover, the multiplication is denoted as *. Thus, f * g, where f and g are two

polynomials, is given as a cyclic convolution product as shown in equation 2.5.

f  � g =  h =  [h0, h1, ...., hN−1]                                          (2.5a)

hk =         
X         

f i g j                                                                            (2.5b)
i + j =  k  mod N

The NTRU uses the above parameters to derive key pairs, encrypt the message

and then, decrypt the cipher. Thus, the thesis lists the public parameters of the

NTRU algorithm as follows [76],[82].



23

• N denotes a large prime number.

• p and q are positive numbers. Gcd(p,q) =  1, and, p � q.

• df , dg and dr are integers to generate polynomials. The polynomials from

which the private keys are uniformly chosen, belongs to the set B(df ) ,  B(dg )

and B(dr ). The binding values in B(dr )  is used during encryption.

K e y  Generation: Two random small polynomials, f and g, are selected, such

that fϵB(df ) and gϵB(dg ), fp =  f−1(mod p) and fq =  f−1(mod q). Then h is computed.

Thus, the obtained public key is (N,h) and the private key is (f,fq ) [76], [82].

Encryption: To  encrypt a message, m, a polynomial r is chosen randomly such

that rϵB(dr ). Then, the message is encrypted to generate a cipher e as shown in

equation 2.6[76][82].

e =  p � r  � h +  m (mod) q. (2.6)

Decryption: The first step of decryption is to compute f * e (mod q), and

transform the obtained value, a to polynomial whose coeficients are in the range [-

q/2, q/2] . The following equations are used during decryption. The value of m can be

derived from fp * a (mod p)[76][82].

a =  f  � e (mod q) (2.7)

= >  a =  f  � (p � r  � h +  m) (mod q) (2.8)

= >  a =  f  � p � r  � g � f q  +  f  � m (mod q) (2.9)

= >  a =  p � r  � g +  f  � m (mod q) (2.10)

As per the NIST report [80], the NTRU remains unbreakable against current

attacks as well as attacks using present quantum hardware. Moreover, it generates

shorter key pairs as compared to McEliece’s cryptosystem. Thus, NTRU is declared a

suitable alternative to RSA and E C C .

R i n g - LW E

Ring-LWE [77] is a post-quantum cryptosystem that relies on the Learning with

Errors(LWE) problem assigned to polynomial rings over finite fields. In Ring-LWE,
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the coeficients of polynomials can be added and multiplied within a finite field, F*q,

such that the coeficients are less than q [77, 82]. The Ring-LWE can be deduced to

a SVP within a lattice.

A  classic Ring-LWE follows the following steps, assuming Alice and Bob are the

two participants [77].

1. Alice and Bob accord on a shared complexity value of n, such n such that n is

the highest co-eficient power.

2. They both derive q such that q =  2n-1.

3. The polynomial operations are computed with modulus of q.

4. Alice creates a set of polynomial values, A  as in equation 2.11.

A  =  an−1 xn−1  +  .... +  a1x2 +  a1x +  a0 (2.11)

5. Alice divides A  by ϕ(x) =  xn +  1 .

6. Alice computes two polynomials: error polynomial (e ) and secret polynomial

(s ).

e A  =  en−1 xn−1  +  ....e1x +  e0                                                       (2.12)

s A  =  sn−1 xn−1  +  ....s1x +  s0                                                       (2.13)

7. Alice, then, computes vA using A, eA and, sA as shown in equation 2.14.

vA =  A  � sA +  eA (2.14)

8. Alice sends A  and vA to Bob. And, Bob follows the same algorithm to generate

his own error polynomial eB  and secret polynomial sB .

9. Bob also creates vB  and sends it to Alice.

10. Alice multiplies the vB      with her own secret polynomial, and further computes

it as shown in the equation 2.15.
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sharedA =  
v

x 
� s A                                              

(2.15)

sharedB =  
v

x 
� s B                                             

 
(2.16)

11. In the meantime, Bob uses the same algorithm to generate its own shared secret

key as in equation 2.16.

Then, both Alice and Bob extract the noise from the shared secret key to obtain the

same shared secret value [77]. This algorithm can be implemented in the key-exchange

scheme, digital signature, and homomorphic encryption, and the public and private

key sizes are larger than that of a traditional public-key cryptosystem [77]. One of

the post-quantum algorithms focuses on Ring-LWE is called New Hope [80].

2.4.3 Supersingular El l iptic Curve Isogeny based cryptography

Supersingular Elliptic Curve Isogeny Cryptography is quantum-safe cryptography

that depends on the hardness to find isogenies among the supersingular elliptic curves.

Feo et al. [85] developed a post-quantum ography algorithm, Supersingular isogeny

Difie–Hellman key exchange (SIDH), analogous to Difie-Hellman, and is based on

Supersingular isogeny problem defined as following [86, 87]. [86, 87] Given two super

singular elliptic curves, E1 , E2 , in a finite field k, where |E1| =| E2  |, solve an isogeny

function f : E1  −→  E2 .

Public Parameters: The public parameters are, first, agreed upon by both

participants(Alice, Bob) during the SIDH protocol. Alice and Bob establishes a

large prime p based on an super-singular elliptic curve, denoted as E,  over a field,

Fp 2      such that F  refers to the set of integers modulo, p, and E  can represented as

following[86, 87].

E  : y2 =  x3 +  ax +  b                                                  (2.17)

p =  2a +  3b −  1,                                                      (2.18)

where a and b ϵ N. Moreover, they also agree on the basis P A ,  QA of E[2A ] and P B ,

QB  of E[2B ].
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Figure 2.2: Isogeny computation by Alice and Bob to obtain the common shared secret key.

K e y  Generation: Alice selects a number, r A randomly extracted from the set

0 ≤  rA <  2b-1. She uses her basis and the selected random number to compute the

kernel to generate her isogeny function ϕA. Alice, using her isogeny function with

ker ϕA (equation 2.19), generates the public key denoted as E A  =  ϕA (E), ϕA (PB ),

ϕA (PB ).  Her private key is r A [86, 87].

ker ϕA =  ⟨PA  +  rA QA ⟩ (2.19)

Parallely, Bob follows the same algorithm to generate his own key pairs. His

private key is r B  randomly extracted from the set 0 ≤  rA <  3b-1. His public key is

her public key denoted as E B  =  ϕB (E),  ϕB (PA ),  ϕB (PA ).

Shared Secret K e y  Generation: The public keys, E A ,  E B ,  are exchanged by

Alice and Bob. Alice generates another isogeny function, ψA with kernel function

based on the basis parameters, P A ,QB  as described in equation 2.20[86, 87].

ker(ψA) =  ⟨ϕB (PA ) +  [rA ] · ϕB (QA )⟩

Alice then generates j-invariant of the curve E A B  =  ψA (EB ).

(2.20)

Similarly, Bob

calculates ψB  and then proceeds to derive the j-invariant of curve E B A  =  ψB (EA ).

The j-invariant derived by both Alice and Bob are the shared secret key as described

in equation 2.21 and, is simply described in Figure 2.2 [86, 87].

j (ϕ B ( E A )  =  j ( E B A )  =  j ( E A B  =  j (ϕA (E B ) . (2.21)

The post-quantum scheme that relies on the complexity of Supersingular isogeny

curve problem, provides enough resistant against attack using quantum algoritm. A

key encapsulation mechanism based on SIDH, named Supersingular Isogeny-Based
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Key (SIKE) ,  provides the smallest public key sizes as that of other post-quantum

schemes, as well as small ciphertexts. However, the performance of the supersingular

isogeny-based systems is lower than that of other post-quantum cryptosystems. Thus, it

requires eficient optimization algorithms to increase the performance [80].

2.5 Existing Post-Quantum Security Schemes addressing Integrity

In this section, the thesis provides an overview of the types of post-quantum cryptography

addressing integrity as a security goal. Currently, three types of post-quantum

cryptography implement a signature scheme, mainly, Lattice-based, Multi-variate

based, and Hash-based cryptography.

2.5.1 Lattice-based cryptography

The widely used and known lattice-based cryptographies are NTRUSign and BLISS.

Lattice-based signatures mainly depend on the NP-hardness of the short vectors in

lattice spaces [82]. The following subsections describe the NTRU Signature and

BLISS.

NTRU-based public-key cryptography

NTRU Signature [88] is a signature scheme that follows after the NTRU encryption

algorithm to provide authentication to the encrypted message. Like NTRU encryption,

its security relies on the dificulty of solving the SVP. The basic operation of NTRU

Signature occurs in the ring of polynomials, R, of degree less than N-1 represented

as in equation 2.3. The NTRU Signature has three phases, mainly, Key Generation,

Signature, and Verification [88]. The parameters used in the NTRU sign are as

following [88].

• Integer Parameters: (N, p, q, Dmin, Dmax). The p and q are relatively prime,

and N denotes a large prime number. Dmin , Dmax are the deviations caused by

the reduction modulo function.

• Set of polynomials: F f ,  F g  Fw ,  Fm .
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K e y  Generation: Bob selects two polynomials, denoted as, f and g. They are

further represented as f =  f0 +  p·f1 and g =  g0 +  p·g1 , such that f0 and g0 are

fixed universal polynomials, and, f1 ϵ F f  and g1 ϵ Fg .  Bob also computes the inverse

of f modulo q and thus, deriving the key pairs. The public key h is represented as

equation 2.22. The pair (f,g) is the obtained private key.

h ≡  f − 1  � g mod q (2.22)

Signing: Bob selects a polynomial w, such that w ϵ Fw .  And, w can be represented

as in equation 2.23.

w =  m +  w1 +  p · w2

In equation 2.23, w1 and w2 are small polynomials.

(2.23)

The w was further used to

compute the signature, s in equation 2.24. The final signature includes the set (m,s).

s ≡  f  � w ( mod q) (2.24)

Verification: Alice now verifies the Bob’s signature, (m,s). Alice, first, verifies

the signature is null or not. Alice first tests if the deviation satisfies, and then proceeds

to use Bob’s public key denoted as h. The h and the polynomial, t is further computed

as described in equation 2.25. She then further verifies the deviation of t as well.

t ≡  h � s(modq) (2.25)

The performance of NTRU SIgn is similar to NTRU Encrypt, as it provides almost

similar public and private key sizes as compared to RSA and E C C ,  and, provides

higher performance and higher security level against traditional and quantum attacks.

Thus, it is suitable for the current network infrastructure [80].

B L I S S

BLISS[89] is a signature generating algorithm whose operation relies on the ring R q

with a power of 2 where q is the prime number as represented in equation 2.26 [82, 90].

The x n +  1 has a root in Zq . Moreover, q =  1 mod 2n. It also has three phases key
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generation, signing, and verifying as follows [89, 90].

Z q [X ]
q X n  +  1 (2.26)

K e y  Generation: Thus phase denotes two polynomials as f and g with d1

coeficients in { ± 1 }  and d2 coeficients in { ± 2 } ,  where d1 =  δ1n and d2 =  δ2n. The

private key, S ϵ R2q , and the public key A  ϵ R2q are generated by computing the

following equation.

S  =  (s1, s2) =  (f , 2g +  1)                                              (2.27)

aq =  
s2 mod q                                                        (2.28)

1

A  =  (2aq, q −  2) (2.29)

Signing:The message to be signed is denoted as µ from the message space, M .  At

first, two polynomials y1 and y2 are selected from a disjunctive Gaussian Distribution

Dσ, where σ is the width parameter of the distribution. And, y is a set of (y1,y2).

Then, using a Hash function, H, a challenge variable is generated as described as

following.

c =  H ( A  · y, µ) (2.30)

H  : R  ×  M  −→  R (2.31)

The Signing involves Greedy Approximation algorithm that produces a variable v,

where v =  Sc’ for c ’= c mod 2. Then, it selects a bit value, b, such that b ϵ {0,1} to

further compute the signature sign =  y +  bv.

Verification: The receiver receives the sign and c and is verified if it is smaller

than the discrete Gaussian parameter that has a width variable σ. If the sign satisfies

the condition, the receiver further verifies the equation 2.32.

H (az +  qc mod 2q, µ) =  c

BLISS is a lattice-focused signature algorithm[82, 90].

(2.32)

It generates key and

signature size similar to RSA algorithm, and is resistant against quantum attack

[82, 90].
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2.5.2 Multivariate Cryptography

A  multivariate public key cryptosystem is dependent on the NP-hardness of deciphering

the multivariate polynomials over the finite fields [83, 91]. The NIST report claims

that various multivariate public cryptosystems have been proposed. However, some of

them are broken[80]. The class of trapdoor one way functions is an integral property

of P K C .  For example, NTRU depends on the lattice structure, and E C C  depends on

the elliptic curve group. Multivariate Cryptography depends on the on-way function

as a multivariate quadratic polynomial public map over a finite field[80, 83, 91]. It

denotes the set of quadratic polynomials as P  =  (p1(w1, ...wn), ... ,pm(w1, ...wn)),

where each pi is a quadratic polynomial in w =  (w1, ...wn)[80, 83, 91]. One of the

multivariate cryptography is Rainbow that has been selected as Round 3 finalists by

NIST [80].

Rainbow

In 2004, Ding et al. [92] developed a multivariate post quantum signature focused on

the Oil-Vinegar signature scheme. It’s security relies on the NP-hardness of solving

a set of the random multivariate quadratic scheme. Like any other signature scheme, it

has three phases, including key generation, signature, and verification as following [91,

92].

K e y  Generation: Two keys are generated in this phase. The private key includes

two invertible afine maps, L 1  and L2 . It also includes the map, denoted as, F.

Moreover, the public key consist of the field, referred as, K  as well as the composed

map, P(x) [91, 92].

Signing: In signature generation phase, given a document d ϵ {0,1}�, the sender

uses a hash function, h =  h(d). Then, it further computes it further, as shown in the

following equations, to generate the signature, z.

x  =  L −1 (h) (2.33)

y =  F − 1 (x ) (2.34)

z =  L −1 (y ) (2.35)

Verification: The receiver computes the hash of the composite map on z, where

h’ =  P(z), and then further computes the hash of the document. If the generated
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hash matches with the received hash, the signature is validated and accepted.

Rainbow offers shorter signatures, only 258 bits for the NIST level 1 security

compared to other post-quantum signature schemes. Moreover, the algorithm used in

signing the document and verifying the signature is highly eficient and faster than

other post-quantum schemes. One drawback of the Rainbow algorithm is that the

key generation process is slow and needs to be more eficient [80].

2.5.3 Hash-based Signature Scheme ( H S S )

HSS schemes are signature generating algorithms that relies on cryptographic hash

functions addressing at least one of the following security properties: pre-image ,

second-preimage, and collision resistance [81] [93]. The hash-based signature scheme

can be further classified into two, mainly, stateless and stateful schemes. A  stateful

hash-based signature scheme relies on Merkle’s tree using OTS parameters, whereas

a stateless hash-based signature scheme includes a hyper-tree with both a one-time

Signature scheme (OTS) and a Few Time Signature schemes (FTS)  [94].

Stateful Signature Scheme

Lamport Signature: In 1970, Leslie Lamport [95] proposed a one-time signature

algorithm which is resistant against traditional as well as quantum attacks. The

primary advantage of Lamport signature is that it exploits a secure cryptographic

hash functions to derive a public key, which is further, processed to sign a message[95].

Thus, the security of Lamport primarily depends on the secrecy of the hash function

[95]. Moreover, Lamport signature generates large key sizes as well as signature sizes.

Thus, it is unsuitable for almost any network infrastructure. The public key and

private key(of size 256 bit) of Lamport signature can be represented as following [96].

P rivate K ey  =  (x0, y0, x1, y1..., x255, y255) (2.36)

P ublic K ey  =  [h(x0)�h(y0)�h(x1)�h(y1)....�h(x255)�h(y255)] (2.37)

Winternitz One-time Signature Scheme(WOTSS):  To  address the large

key sizes of the Lamport signature scheme(LSS), WOTSS is proposed. The primary

idea of WOTSS is to implement a certain count of chain of functions that start from
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feeding on random inputs[96]. In WOTS, the random data are the secret key, and the

public key includes the output derived from the chains[96]. A  message is signed by

mapping it to one of the intermediate values of each chain. WOTS is an optimized

version of LSS that uses a parameter, w. The Winternitz parameter, w, is inversely

proportional to the signature size. A  larger w generates a smaller signature. Thus,

WOTSS is suitable for memory-constrained devices. However, the time complexity

increases exponentially as w increases [96].

Merkle ’s Signature Scheme: To  address the drawbacks of One Time Signature

(OTS), Ralph Merkle proposed an algorithm named Merkle Signature Scheme(MSS).

It merges various OTS key pairs and obtains multiple concatenated key pairs into a

single binary hash tree [96]. During the tree construction, the signature keeps

concatenating the string of intermediate nodes with respect to the tree root to generate

the authentication path. The authentication path verifies the signature and generates

the path of the tree [96]. A  simple Merkle’s tree is a binary tree with each node is a

hash of its following child node. Thus, the root of the tree is considered to be the final

public key, and the Merkle tree leaves are the hashes of the OTS public key. Figure

2.3 illustrates a simple Merkle Tree [96].

The OTS signatures generate large public keys, and it needs to generate a novel

public key every time a message needs to be sent. Thus, it increases the computation

cost [96]. The MSS obtains a public key for signing multiple messages, such that, the

frequency of messages must be a power of 2[96]. Given M =  2n, it generates the public

key, X i  and private key, Y i  such that Y i  is within the interval 1 ≤  i  ≤  2n, where i =

n being the root level of the tree [96].

H O R S :  Reyzin et al. [97] proposed a Few Time Signature(FTS) scheme, using

hash functions, that generates a secret key that contains n random numbers generated

from a pseudo random number function. The public key is derived from computing

the n hashes of the random elements in the secret key.

contains k secret key values [97].

m =  klogn =  kτ

The signature generated

(2.38)

The relationship between the message (m ), public key and secret key values are shown

in equation 2.38 , where k ϵ N and n =  2τ for τ ϵ N [97].
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Figure 2.3: A  simple illustration of Merkle Tree. The gray shaded nodes are authentication path,
and the root of the tree is the public key.

Stateless Signature scheme

S P H I N C S :      It is a stateless signature scheme that is quantum resistant and its

general construction involves hyper-tree with height h and d layers. Each intermediate

tree is a Merkle tree with height d
 . The security parameters of a SPHINCS tree are,

mainly, n refers to the HORST and WOTS hash bit sizes, m refers to the bit-length

of message, h refers to the height of the hyper-tree, d refers to the layers of the

hyper-tree, w is the WOTS parameter, t is the frequency of HORST secret key

elements, k is the count of published HORST secret key elements [32, 98].

A  general construction of a SPHINCS tree has the four following trees and has

been shown in Figure 3.4[32, 98].

• The Hyper tree: The hyper tree is the main tree that generates the root as the

public key. It has height denoted as h. The hyper-tree is further segmented to

d-layers of type-2 tree. The hyper tree leaves are the instances of the type-4

trees, HORST tree. For example in SPHINCS-256, the h is 60 and the d is 12

[32, 98].
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Figure 2.4: General SPHINCS tree construction with h=9 and d=3.

• The sub trees: The sub-trees are the intermediate tress that is based on Merkle

trees and have a height of d . The leaves of the sub-trees are the root of the

type-3 trees; that is, the roots are compressed WOTS public keys that feed as

the leaves to the next layer’s tree.

• WOTS public key compression tree: They are known as L-trees of height

�log 2ℓ�, where ℓ is the count of leaves. The leaves in the sub-trees are derived

from the WOTS public keys by computing an unbalanced binary tree that has

l leaf nodes, known as L-trees [32, 98].

• HORS public key compression tree: In 2015, Bernstein et al.[32] proposed HORS

tree (HORST) for implementing at the lowest level of the SPHINCS tree as the

FTS.  The bottom layer of the hyper-tree also contains the Merkle tree of height

τ =  log2 t, such that t is the count if HORST public key instances. Unlike

stateful hash-based schemes, the stateless signature scheme does not keep a

history of used key pairs. Thus, SPHINCS uses multiple HORST key pairs to

correctly uses key pairs for more than once [32, 98].
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SPHINCS’ proof of security solely depends on the underlying hash function. As

per NIST [80], SPHINCS provides robust security against traditional and quantum

algorithms. Thus, NIST declared SPHINCS to be the Round 3 finalist. Moreover,

the public keys of SPHINCS are small enough. However, the signatures are large,

and the signature generator process is slow. Thus, SPHINCS requires optimization

techniques to increase the speed such that it is well-suitable for memory constrained

devices [80].

Table 2.2: Comparison of Post Quantum Cryptography(PQC) algorithms.

Category
P Q C
Algor i thms

Advantages Disadvantages Examples

Code-based
encryption

Lattice-based
encryption

Super singular

Confidentiality 
Elliptic curve Isogeny

Strong proof of security
Fast encryption.
Ciphertext size is small.

Ciphertext size is short.
Public and private keys are small.
Fast encryption process.

Generates the smallest public key
sizes of all PQC  schemes.
Generates small ciphertexts.

Public keys are large

Need more understanding
of the security.
Further security
analysis is required.

Computation cost is high
Optimization techniques are needed.

McEllice cryptosystem

NTRU Encrypt
Ring-LWE

S I D H
S I K E

Addressing
Integrity

Generates short public and Need more understanding of
Lattice based signature private keys. Fast signature the security.

generation. Further security analysis is required.
Multivariate Need more understanding of the security.
based signature Further security analysis is required.

Lamport signature
Smaller signature size. Need maintenance in usage WOTS
Faster signature generation. of non-repeated key pairs MSS

HORS
Larger signature size.

Hash based signature Stateless Do not need to monitor of non-repeated key pairs usage. Signature generation SPHINC S

Table 2.3: Comparison of Post Quantum Cryptography(PQC) algorithms that addresses
confidentiality

N I S T

Encryption Algorithm 
Overview Advantage Disadvantage Round

t
3 Research Gap

Faster than most cryptosystems

McEllice Cryptosystem
It is based on

one-wayness C PA  resistant. Not suitable for resource Yes
Compression Technique

Smaller ciphertexts constrained devices.
than that of other PQCs.
Quantum resistant.

NTRU Encrypt hardness of SVP
e

private keys
l
than McEllice.

Need more understanding
Yes

Further security

within a lattice. Suitable alternative to
RSA and E C C .

It relies on the Versatile algorithm.
Learning with Can be implemented as Public and private keys are

Ring-LWE errors problem referred key management, larger than that of traditional No
to rings of polynomials Digital Signatures and cryptography.
over finite fields. encryption scheme.

Strong security against
quantum and classical attacks.
Smallest public keys of

SIDH based S I K E isogenies among 
liptic       

Generates small ciphertexts
Performance is low. Yes

to increase the
s
eficiency.

curves.
Suitable for
resource-constrained devices.



Chapter  3

Mo dule 1: A n  Intrusion Resistant S C A D A  Framework Based

on Q uant u m  and Post-Quantum Scheme

The research work reported in this chapter has resulted in the following publications:

1. S .  Ghosh, S. Sampalli, A  survey of security in SC A DA  networks: Current

issues and future challenges, I E E E  Access, 2019 ;7:135812-31, doi: 10.1109/

ACCESS.2019.292644 (Impact Factor: 4.43)

2. S .  Ghosh, M. Zaman, G. Sakauye, S. Sampalli, An Intrusion Resistant SC A DA

Framework Based on Quantum and Post-Quantum Scheme, M D P I  Appl.

Sci. 2021, 11, 2082. https://doi.org/10.3390/app1105208. (Impact Factor:

2.7)

3.1 Summary of the Chapter

Based on the literature survey of current SC A DA  standards, specifically AGA-12,

as well as quantum key distribution protocols and post-quantum digital signature

schemes, the thesis addresses and categorizes the following research problems into

two distinct sets.

Set 1 focuses on the research problem of AGA-12.

• Does AGA-12 provide confidentiality, integrity and authentication against quantum

attacks?

• Does AGA-12 key management provide resistance against Shor’s algorithm?

• Will AGA-12 encryption and digital signature provide enough resistance against

Grover’s algorithm?

36
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Set 2 delves into the research problem pertaining to post-quantum digital signature

schemes, specifically focusing on SPHINCS-256. The proposed scheme addresses the

research questions raised in this context.

A  significant contribution to the field came from Chailloux et al. [27] in 2017,

where they introduced an eficient quantum collision search algorithm and explored

its implications on symmetric cryptography. Their work demonstrated that this

algorithm reduces the security level of post-quantum algorithms from 2128 to 2119.6.

The implications of this finding are crucial to consider when designing the security

scheme addressed in this thesis.

• Can the security level of SPHINCS-256 be increased?

• Can a post-quantum algorithm use the laws of quantum physics to increase

security?

The proposed scheme is developed based on the research questions outlined in

the two sets. It introduces a collision-resistant framework for SC A DA  systems that

utilizes a combination of quantum and post-quantum algorithms to ensure both

confidentiality and integrity against traditional and quantum attacks.

To  address the research questions in Set 1, the thesis presents a comprehensive

algorithm consisting of three key phases: key generation, encryption, and authentication.

For key generation and encryption, the B92 protocol is adopted, while SPHINCS-256

is employed for integrity and authentication. Additionally, in order to tackle the

research questions in Set 2, modifications are made to the SPHINCS-256 algorithm.

This algorithm comprises four main components: a quantum random number generator

(QRNG) is utilized to generate a truly random HORST secret key instead of a

pseudo-random number generator (PRNG); hashing functions are employed for WOTS

and HORS public-key generation; tree-based hashing is utilized; and the Chacha

Permutation is incorporated in the trees.

In the proposed algorithm, the sender transmits a combination of the signature,

cipher, and SPHINCS-256 public key to the receiver, instead of the message itself.

Figure 3.1 provides a concise overview of the sequential steps involved in the proposed

scheme.

In the following sections, the thesis presents an overview of the proposed scheme.
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Figure 3.1: The Proposed Scheme Model

• Key Generation: The quantum key is generated from the B92 protocol.

• Encryption: The quantum key is used to encrypt the message to obtain the

cipher.

• Authentication: The SPHINCS-256 protocol is applied to generate a signature

and public key for verification and validation.

3.1.1 K e y  Generation

This subsection explains the first phase of the proposed algorithm. It explains the

mechanism of the B92 protocol to generate a key for encryption. For a better and

easier understanding of the B92 protocol, this module have included the key sifting

phase. However, key sifting of B92 is slightly different from that in BB84.

This module assumes that the Remote Terminal Unit (RTU)  is the sender, and

Master Terminal Unit (MTU) is the receiver. The key generation phase exhibits the

B92 protocol, which comprises of the following sub-phases to generate a secret key,

using quantum and public channel [30, 99].
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3.1.2 Raw K e y  Exchange

The RT U  generates a string of raw qubits with the help of either of the two basis,

rectilinear and diagonal, randomly. The rectilinear basis polarizes the 0-bit into a

0◦  polarized photon, and the diagonal basis polarizes the 1-bit into a +45 ◦  polarized

photon. The RT U  sends the sequence of superposed state qubits, called raw qubits,

to the MTU. Furthermore, the raw key exchange utilizes the quantum channel, and

the other sub-phases use the public channel.

3.1.3 K e y  Sifting

In the B92 Q K D  protocol, Alice (sender) and Bob (receiver) share qubits encoded

in two non-orthogonal states: the rectilinear basis state and the diagonal basis state.

Alice prepares these qubits and sends them to Bob through the quantum channel and

generates raw key.

The MTU has two sets of basis to measure the incoming string of qubits. The MTU

has the same pair of basis. However, the analyzer of MTU has polarisation states

orthogonal to that of the RTU’s. The MTU has a rectilinear basis with polarization

state 90◦ and a diagonal basis with polarization state −45 ◦ .

When the MTU can measure the photon with polarisation of 90◦, that means the

RT U  must have sent the qubit with polarization of +45 ◦  and hence the state of the

qubit is 1. Whereas, when the MTU can detect the photon with polarization −45 ◦ ,

the state of qubit must be 0. The MTU, measuring with a wrong basis, fails to read

the qubit. The MTU sends the string of the wrong basis to RT U  over the public

channel. The RT U  discards the bit corresponding to the MTU’s wrong basis and

obtains the sifted key. blackSince the bases of RT U  and MTU match, they can

determine which qubits were measured correctly and thus identify a subset of bits

that generates the sifted key. Any bits corresponding to measurements where MTU’s

basis was incorrect are discarded. Once the sifted key is obtained, both RT U  and

MTU calculate the quantum bit error rate. They measure errors in their extracted key

portions from sifted key, then discard those portions to obtain the sub sifted key. The

quantum bit error rate (QBER)  is obtained by calculating the ratio of mismatched

bits and the total number of compared bits.
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3.1.4 Q B E R  Calculation

Both RT U  and MTU extract a small portion from their sifted key and use it to

calculate the error rate. The RT U  obtains the quantum bit error rate (QBER)  by

computing the ratio of the number of mismatched bits and the total number of bits in

MTU’s extracted key. Both the units discard the extracted portion and acquire the

sub sifted key. In the simulation, the thesis sets the threshold of noise or Q B E R  up to

25%. If Q B E R  >  25%, both units discard the process, and when the Q B E R  ≤  25%,

both units proceed to the next sub-phase.

3.1.5 Erro r  Correction Code and Pr ivacy Amplification

To resolve the errors in the subsifted key, both the units exhibit Reed-Solomon (R-S)

code. It is an error reconciliation algorithm that corrects multi-bit error with a low

computational overhead [100, 101]. The R-S code also evaluates the confidentiality

and integrity of the subsifted key. The RT U  encodes the key, which involves adding

extra parity bits and sends the codeword to the receiver. The MTU receives the

codeword, decodes it, and resolves the errors. Meanwhile, the eavesdropper fails to

read the subsiftedkey [101, 102].

The Reed Solomon(RS) error correction code has two modules: RS encoder and RS

decoder. The RS encoder module involves encoding the information with a Generator

polynomial to obtain the codeword. Therefore, it provides confidentiality to the

information, however not to the codeword. The codeword is sent to the decoder, which

applies a decoding algorithm to correct the errors in the received codeword. When

both units perform error correction, they obtain the same subsifted key. However, to

reduce any information leakage during R-S code, the MTU and the RT U  hash the

subsifted key to obtain the final key. This mechanism is called privacy amplification, as

it increases the key secrecy.

3.1.6 Classical Channel Authentication in Q K D

The primary contribution and focus of the research are to provide message authentication

and integrity by using SPHINCS-256 with QRNG, instead of PRNG, in HORST and

by considering quantum key derived from QKD.
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Our proposed algorithm has the basic steps which are predefined in QKD, namely,

Raw key generation (via Quantum channel), Key Sifting, Error Correction Code

(ECC) ,  and Privacy Amplification (all three sub-phases via classical channel). The

basic steps ensure the key distribution of the quantum key. However, the classical

channel in Q K D  must be authenticated.

To  address the above concern, the chapter has introduced SPHINCS-256 in Q K D

to authenticate the classical channel. Figures 3.2 and 3.3 provides an overall structure

of the proposed algorithm. Figure 3.2 illustrates all the sub phases of QKD. After Raw

Key Generation, the key sifting and Q B E R  involves sending a series of wrong basis and

extracted portion of sifted key from the receiver to the sender over classical channel.

During Q B E R  and error correction code phases, the sender sends the codeword over

the classical channel. Each information exchanged over the classical channel during

Q K D  is fed to SPHINCS-256 for message authentication.

Our proposed algorithm includes symmetric key generation using quantum key

distribution as opposed to relying on trusted third party or a pre-shared secret key

scheme. The QKD, itself, does not rely on a pre-shared secret key scheme or a

trusted third party. Moreover, the Q K D  uses a quantum-resistant post-quantum

signature scheme during the classical communication phase. Thus, the proposed

integration of Q K D  and SPHINCS-256, described in Figures 3.2 and 3.3, provides

intrusion detection and security against both quantum and classical attacks, unlike

other traditional algorithms.

3.1.7 Impact of the Use of Q K D  Technology on the Network Topology

A  typical SC A DA  network topology consist of two primary units: (1) Master Terminal

Unit acting as the control center (2) Remote Terminal Unit acting as the field site

which gather information from sensors [2, 103, 104]. Our proposed algorithm mainly

focuses on securing communication between the RT U  and MTU. The communication

link between the MTU and the RT U  in the SC A DA  network topology is a point-to-point

link.

When Q K D  is used on the network topology, the RT U  and MTU are connected

by two channels: Quantum Channel (fiber optic) or Classical Channel (Internet or

fiber optic). If the SC A DA  network topology is based on hardwired communication,
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Figure 3.2: The structure of the proposed scheme. It includes symmetric key generation, Encryption
and message authentication.

the thesis conclude that 2*N fiber optics are needed to deploy Q K D  [105]. The

point-to-point link provides low latency and fast communication. One major constraint

of Q K D  on point-to-point network topology is that if one of the communication links

is broken, the entire network fails [104, 106]. However, the impact of authenticated

Q K D  in SC A DA  network also includes resistance against intrusion and quantum

attacks.

For future work in practical Q K D  research, a quantum channel can be designed

which is capable of carrying both quantum and classical information. It may lead to

reduction of number of fiber optics or, additional communication channel in a network

topology.

3.1.8 Encryption and Digital  Signature Algorithm

The procured quantum key encrypts the message to generate cipher. It addresses

information confidentiality. It uses this generated cipher in the SPHINCS-256 algorithm

and send the cipher along with the signature and public key via the public channel.

It also uses the stateless hash signature scheme, namely, SPHINCS, with a hyper-tree

of height h and d layers of trees. Each tree uses the Merkle approach and has a height
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Figure 3.3: The structure of the proposed scheme. It includes decryption and signature validation.

of h/d. Between the trees, it uses Goldreich’s construction by applying WOTS as a

one-time signature (OTS) scheme [32]. However, to sign the messages, the HORST

scheme is used as a few-time signature. Using hyper-tree and Goldreich’s construction

significantly reduces the total tree height and reduces the signature size. This chapter

discusses the various aspects of SPHINCS-256 in the following sections.

3.2 Security Parameters of S P H I N C S - 2 5 6

The proposed scheme uses SPHINCS-256 to generate digital signature for integrity

and authentication. It uses the following security parameters to provide a quality

trade-off between speed and signature size [98].

• Security parameter n referring to the bit-length of hashes in HORST and

WOTS, n =  256.

• Bit length of message, m =  512.

• Height of the hypertree, h =  60.

• Layers of the hypertree, d =  12.



44

• WOTS parameter, w =  16, used for generating One-time signature.

• Number of HORST secret key elements, t =  216.

• Number of published HORST secret key elements, k =  32.

The selection of security parameters in the proposed scheme focuses on the delicate

balance between security, computational eficiency, and signature size. A  higher n

provides stronger resistance to attacks, while m accommodates larger messages;

optimal values for h and d balance security and computational complexity; w and t

influence the eficiency of signature generation and verification; and the trade-off

between t and k ensures a suitable signature size. This parameter configuration is

tailored to strike an equilibrium, enabling the scheme to generate secure digital

signatures eficiently while accommodating practical constraints in various applications.

3.2.1 Security Level  of S P H I N C S - 2 5 6

As mentioned above, Bernstein et al. [32] claim that SPHINCS-256 provides 2128

security against the quantum computing attack.     However, Chailloux et al.     [27]

proposed an eficient quantum algorithm that claims to trim the post-quantum security

from 2128 to 2119.6. Moreover, Philippe et al. [107] prove a practical attack exploiting

the greedy algorithm on the HORS signature scheme. To  mitigate such quantum

threats, it is needed to increase the security of the post-quantum SPHINCS-256

scheme. In the proposed algorithm, we infuse the laws of quantum physics in SPHINCS-256,

by using a quantum random number generator and a quantum key management

algorithm.

3.2.2 S P H I N C S - 2 5 6  Tree Construction and Generating Digital

Signature

Figure 3.4 provides the general construction of SPHINCS tree. Figure 3.5 provides the

mechanism of private and public key generation of both original and modified HORST

algorithm. In the following paragraphs, the chapter first explains the construction of

SPHINCS tree and then dive into HORST private key generation.

Figure 3.4 provides a generic construction of SPHINCS tree, with h =  9 and d

=  3. The tree provides a hyper tree construction which includes layers of Merkle’s
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tree with OTS nodes as WOTS ( + )  scheme. At the bottom of the tree lies the F T S

nodes denoted as . The Few Time Signature (FTS)  scheme used in SPHINCS is

HORST algorithm [108]. The HORST algorithm has two keys, namely, the internal

secret key or the private key, and the public key. The module involves modification

in HORST.

Generally, the HORST algorithm takes as input the seed and the bitmask Q. As

shown in Figure 3.5, the initial secret key S K H  is obtained by feeding seed into a

PRNG denoted as Gt. The Gt(seed) generates S K H  =  SK1  , SK2  ,. . ., SKt  [32].

However, in the proposed SPHINCS algorithm, the HORST replaces Gt with QRNGt.

QRNG is a type of T R N G  deployed in quantum hardware and it does not rely

on seeding and a deterministic algorithm since it generates random numbers from

measuring or observing quantum processes. A  practical QRNG includes a source

of randomness and, a measuring or detection system. The source of randomness

is the entropy source for generating qubits. For example, an optical QRNG inherits

randomness from quantum states of light with the help of a photon source, a polarizing

beam splitter and detection systems [109, 110, 111].

The QRNGt generates the truly random secret key S K H  =  SK1  , SK2  , ... ,

SKt . It does not need the seed value. The HORST tree is a binary tree constructed

using bitmask Q and, the leaves, Li ,  of the tree is computed using cryptographic hash

function F  on the elements of the secret key, SKi. Thus, it is denoted as L i  =  F (SK i )

for i ϵ [t-1]. And the root node of the constructed binary tree on the L i  is the public

key of HORST.

SPHINCS-256 tree is a combination of four types of trees: Hyper-tree that includes

Merkle’s, WOTS, and HORST. The hyper-tree comprises of Merkle’s tree connected

by WOTS key pairs. Furthermore, the leaves of the SPHINCS-256 are HORS trees.

Using the above-mentioned security parameters, the height of each Merkle tree is h/d

=  60/12 =  5. The HORST tree follows a Merkle’s construction with height τ =

log2 t [32, 112].

The SPHINCS-256 follows a stateless Goldreich Signature scheme. Each node of

the tree has an OTS pair. The key pair at the root, at the outermost layer (d −  1),

has SPHINCS-256 public key, P K H  and private key, SKd−1  as shown in Figure 3.6.

However, the message is first signed with the F T S  scheme, named HORST, situated
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Figure 3.4: General Construction of SPHINCS tree with h =  9 and d =  3.

is at the bottom of the tree. The module uses the following steps to generate the

signature.

• The module first obtains the HORST secret key using QRNG, and using the

HORS tree algorithm, it generates the root key, which is the public key. The

obtained HORST instances are used to sign the message.

• The obtained HORST signature comprises of k keys, and their respective authentication

paths are a part of the SPHINCS-256 signature.

• It then signs the public key of each tree, obtained from the lower layer trees, with

WOTS instances as it climbs the SPHINCS-256 tree. The signatures obtained

in each layer along with its corresponding authentication path to a public key,

the root of SPHINCS-256 tree.

After obtaining the signature, the RT U  sends the concatenation of SPHINCS-256

public key P K ,  cipher obtained, and the signature generated by SPHINCS-256 algorithm.
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Figure 3.5: Key Generation: (a) Original HORST algorithm and (b)  Proposed HORST algorithm.

3.2.3 Verification

The MTU receives the package and deciphers the cipher using the same quantum key

and, obtains the signature Signh , Signwots , Authentication Path. The RT U  derives

the digest of cipher by using the OTS parameters hidden in Sign. Using the SPHINCS

tree algorithm, it generates and validates the authentication path. The MTU also

obtains its public key, PKder ived , to validate the signature.

3.3  Relationship between K e y s  and Their  Derivations in Our Proposed

Scheme

In the following paragraphs, to address the relationship between keys and their

derivations, it explains the proposed main framework, and then explain how the

SPHINCS-256 public key is generated and to whom it is related or derived from.

Three figures are added. Figures 3.2 and 3.3 provide the structure of the proposed

scheme. Figure 3.4 provides the general construction of a SPHINCS tree. Figure 3.6

shows the computation of SPHINCS at the topmost layer of the tree.

In the proposed framework, as shown in Figures 3.2 and 3.3, two primary keys are

used:

1. Symmetric Key, QK, derived from Quantum Key Distribution.
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2. A  public key, P K ,  derived from SPHINCS-256 algorithm.

Flow of the proposed algorithm: The symmetric key, QK, finalised from the

authenticated QKD, is used to encrypt the message (data gathered by RTU)  to

generate cipher. The sender copies the message before encryption, and the message

copy is fed to the SPHINCS-256 to generate signature and the public key, P K .  A

tuple containing Cipher, Signature and public key is sent to the receiver. The public

key, P K ,  is used to validate the signature when received by the receiver.

From the above explanation, the public key, P K ,  of SPHINCS-256 is not derived

from the symmetric key, QK. This feature makes the framework secure since the

public key does not carry the essence of the symmetric key, Q K  because Q K  is used

to encrypt the message.

However, the SPHINCS-256 algorithm has key generation phase which generates

its own key pair, (Public key, Private key). The Public key is the P K  used in the

main framework, explained above and in Figures 3.2 and 3.3.

K e y  Generation in S P H I N C S - 2 5 6  [32, 108]: The SPHINCS-256 tree is based

on hyper tree construction. When the SPHINCS-256 tree is seen as bottom to top

approach, the bottom layer of tree has leaf trees as HORST tree with its own leaves.

The leaf of the HORST tree is denoted as L i  and the root of the HORST tree is

P K H .  The L i  is computed by hashing the elements of HORST secret/private key,

SK H .  In Figure 3.4, the root node of the below tree is computed to generate the leaf

of the following above tree which further generates its own root node. Thus, in simple

terms, the thesis concludes that the private key of HORST tree is further computed,

passing through the main tree via F T S  node, OTS nodes and hash nodes, to generate

the root of the main tree, SPHINCS-256 public key. Thus, SPHINCS-256 public key,

P K ,  is deterministically derived from HORST private or secret key, SK H .

In the proposed scheme, only the HORST secret key, S K H  , is generated by QRNG.

Thus, the QRNG is used only once in the SPHINCS-256 tree. And, it is used only in

the HORST tree.

For a detailed view, Figure 3.6 shows a SPHINCS tree with d layers, and the

root computation of SPHINCS-256 public key, P K ,  at d-1 layer. The d-1 layer has

the secret key, SKd−1 , computed and passed on from the below trees. The SKd−1  is

further hashed to generate seed. The seed along with bitmask is fed to the WOTS
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scheme to generate public key of WOTS, PK W O T S  . The Leaf, L i ( d−1 )  is computed

by hashing PKW O T S .  And, the L i ( d−1 )  is fed to binary hash tree to obtain the root of

the main tree, P K .

Figure 3.6: SPHINCS tree with d layers. It shows the computation at d-1 layer. The d-1 layer is
the topmost layer which has key pairs: (1) Public Key, P K .  (2) Private or secret key, SKd −1 .

3.4 Formal Analysis of the Proposed Scheme

The thesis involves a formal analysis of the proposed scheme using PRISM [113], a

probabilistic model checker, for key generation and Scyther [114] for encryption and

digital signature. itverified the B92 protocol based on the Discrete-Time Markov

chain by using the PRISM tool [115]. There are three main steps to build a PRISM

model. The first step is system specification, involving building a model of a given

system with modules, variables, and constants. it constructed three modules, mainly

Alice, Bob, and Eve. The second step is property specification, which addresses the

two hypothetical questions: How much information is leaked processing the protocol?

Can B92 protocol discard or prevent the eavesdropping attack? Thus, it created two

properties to address the questions, namely, Probability of detecting an eavesdropper

(Eve) and, Probability that Eve measures more than half of the information correctly.
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The third step is feeding the model into the PRISM tool [115]. This section has

two models [116, 117], namely, B92 protocol with Intercept Resend attack, and B92

protocol with Random Substitute attack.

PRISM is a probabilistic model checker that indicates design flaws in the security

protocol before moving to the simulation phase and deploying in a real-time hardware

setting. Thus, PRISM does not address the challenges during hardware implementation.

Based on Sibson et al. [38] ‘s experiment on the BB84 protocol, the researchers have

observed that the secret key rate is 345 kbps with a clock rate of 560 MHz and

Q B E R  of 1.05%. Moreover, Rishab et al. [118] ‘s paper provides both experimental

implementations and software simulation of the B92 protocol.

The practical implementation shows the key rate and Q B E R  is 51 ±  0.5 Kbits/sec

and 4.79% ±  0.01%, respectively. The B92 protocol simulation generates a key rate

of 52.83 ±  0.36 Kbits/s and Q B E R  of and 4.79% ±  0.01%.

While conducting formal analysis using PRISM, the worst-case scenario of information

leakage is considered. The worst-case scenario is that Eve reads more than half of the

qubits over the quantum channel correctly. Because, When Eve measures the qubits,

there is a 50% probability of using the wrong basis. Further, the probability of getting

a correct qubit state using the wrong basis is 50%. Thus, 25% of the qubits measured by

the receiver is incorrect, and 75% of the qubits measured are correct. Therefore,

currently, more than 50% information leakage is considered. Moreover, simulation of

B92 in PRISM deals with a low number of qubits due to computational limitations

and significantly high elapsed time.

3.4.1 B92 with Intercept-Resend Attack Model

The Intercept-Resend attack model is based on active eavesdropping. Eve tries to read

the qubits or bits of information, exchanged through quantum and public channel,

during key generation [115]. Figure 3.7 shows the probability of detecting Eve. Figure

3.8 shows the probability of detecting information leakage more than N/2, while N is

the number of qubits.
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Figure 3.7: Probability of detecting Eve during Intercept Resend Attack.

3.4.2 B92 with Random-Substitute Attack Model

A  Random-Substitute attack is a cloning attack. The eavesdropper measures the

qubits, which disturbs the state of the qubit. The eavesdropper attempts to duplicate

the original state of the qubit and sends it to Bob. Figure 3.9 shows the probability

of detecting Eve. Figure 3.10 shows the probability of detecting information leakage

more than N/2 by Eve, where N is the number of qubits and N � Z + .

Therefore, the thesis concludes that the probability that Eve is detected increases

exponentially with the number of qubits. Furthermore, the probability that an

Eve obtains a correct measurement result for over half the transmissions decreases

exponentially with N . It also concludes that an Intercept-Resend attack is more

plausible to cloak an Eve’s presence than a Random-Substitute attack.
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Figure 3.8: Probability that E V E  measures more than half of the information correctly during
Intercept Resend Attack.

3.4.3 Analysis of Encryption and Digital Signature Phase

This section refers to Scyther to verify the post-quantum scheme used in the proposed

framework. Scyther is an open-source tool used for automatic verification of security

protocols [114]. The verification is based on three main aspects: (1) Logical message

components verify whether a key is public, secret, constant, or freshly generated in

each run. (2) Message structure includes key pairing, encryption, signature, and hash

schemes. (3) Message order verifies the synchronization and involvement of agents.

To  build a model in Scyther, it used roles and events to send and receive messages

between two agents. The thesis have also used claims that refers to the intended

security properties. It verifies two properties, secrecy and authentication. Secrecy

analyzes, whether either of the involved agents, communicates to a trusted party on a

dubious channel. Authentication addresses the aliveness of agents, synchronization,

commitment of the protocol and, message agreement between two parties [114].

Figure 3.11 shows the verification results of the proposed scheme. The thesis concludes
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Figure 3.9: Probability of detecting Eve during Random Substitute Attack.

that using quantum scheme in the SPHINCS-256 algorithm makes the proposed

algorithm resistant to classical and quantum threats.

3.5 Comparative Analysis and Results

This section includes results based on implementation of the proposed scheme in

Python 3.6. It uses the Quantum Information Toolkit [119] to simulate the instances

based on quantum physics. Furthermore, to validate the hypothesis, it has generated

results and performed a statistical analysis of measured variables. Table 3.1 provides

a list of NIST tests executed on the algorithms used in the current and the proposed

scheme. The results of the algorithm in the following sections is presented.

3.5.1 Results Obtained in the K e y  Generation Phase of the Proposed

Scheme

The proposed framework is implemented in Python using the Quantum Information

toolbox. A  practical quantum channel consists of noise from the channel imperfections.
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Figure 3.10: Probability that E V E  measures more than half of the information correctly during
Random Substitute Attack.

To  simulate such a channel, the algorithm implemented the logic of the binary

symmetric channel. It sends and receives a message in binary with error probability

p [120].

During key generation, the phase implemented and observed two scenarios, with

and without Eve. Figures 3.12 and 3.13 show that whenever Eve is present, 70% of

the time, Q B E R  >25. In the remaining 30% of the cases, the Q B E R  was around 20%. In

Figure 3.13, the green bar represents Q B E R  <  25% and, the blue bar represents

Q B E R  >  25%. Figure 3.14 exhibits that out of 10 simulations, the mean execution

time of the B92 protocol is 0.0198 s. To  perform a comparative analysis between two

scenarios, Eve and without Eve, we used the following variables.

• Sifted key size

• Q B E R

• Incorrect basis count
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Figure 3.11: The encryption and signature phase verified by Scyther tool.

Table 3.1: NIST  tests on algorithms
N I S T  Te s t s  for R a n d o m n es s

R S A  and E C D S A  (AGA-12) B92(in the proposed algorithm) Q R N G  and Chacha-12 SPHINCS-256(in the proposed algorithm)
Frequency Test (Monobit) Frequency Test (Monobit) Frequency Test (Monobit)
Frequency Test within a Block Frequency Test within a Block Frequency Test within a Block
Run Test Run Test Run Test
Longest Run of Ones in a Block Longest Run of Ones in a Block Longest Run of Ones in a Block
Discrete Fourier Transform (Spectral) Test     Discrete Fourier Transform (Spectral) Test     Binary Matrix Rank Test
Serial Test 1 and 2 Serial Test 1 and 2 Discrete Fourier Transform (Spectral) Test
Approximate Entropy Test Approximate Entropy Test Non-Overlapping Template Matching Test
Cumulative Sums Forward Test Cumulative Sums Forward Test Overlapping Template Matching Test
Cumulative Sums Reverse Test Cumulative Sums Reverse Test Maurer’s Universal Statistical test
Random Excursions Test                                                                                                                                    Linear Complexity Test
Random Excursions Variant Test Serial Test 1 and 2

Approximate Entropy Test
Cumulative Sums (Forward) Test
Cumulative Sums (Reverse) Test
Random Excursions Test
Random Excursions Variant Test

• Final Key size

Table 3.2 depicts that only Q B E R  gets affected by the presence of Eve. Since

Q B E R  is used to discard the keys, if QBER>25,  the other variables, mainly the final

key and sifted key, do not vary much. Furthermore, the incorrect basis count does

not show much difference with or without Eve.



56

Figure 3.12: Percentage of cases when Q B E R  is greater and less than 25% in the presence of an Eve
in B92 protocol.

Table 3.2: Comparative Analysis of B92 in presence of Eve vs B92 in absence of Eve.

Variables
Final Key (bits)
Incorrect Basis
Count ( I B C )
Q B E R  (%)
Sifted Key (bits)

S imulat ion in  Presence of E v e
1 2 3 4 5
63 63 63 63 61
252 264 259 260 259

21.5 24.4 20 22 24
260 248 253 252 253

Simulat ion in  Absence of E ve  6
7 8 9 10

62 62 63 63 60
256 260 262 248 268

9.83 8 4 9.61 12.5
256 252 250 264 244

There are 15 tests for randomness in the NIST statistical test suite. All tests

are not suited or required for all random number generators as it depends on various

factors, mainly, sample size and algorithms used [121, 122]. The proposed scheme is

using a 512-bit key size for raw key and 62-bit key size for the final key. The statistical

analysis in this thesis followed Doganaksoy et al.’s paper [122] to use the appropriate

statistical tests on both raw key and final key. The module generated ten final and
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Figure 3.13: Q B E R  in the presence of an Eve in B92 protocol over 10 simulations.

raw keys for testing. All ten keys passed the tests. Thus, The research work in this

thesis conclude that both the raw key and final key are random in each simulation.

Tables 3.3 and 3.4 provide the p-values of the statistical tests on raw key and final

key, respectively. Since the p-values are greater than 0.01, the NIST tool concludes

the sequences to be random.

Table 3.3: p-values of appropriate NIST  statistical tests on Randomness applied to Raw Key (512
bit) of B92. Conclusion: Random.

p-
Values
of
Raw
K e y s
1
2
3
4
5
6
7
8
9
10

Frequency
Test

0.92956
0.11161
0.79088
0.47950
0.42632
0.72367
0.929568
0.536101
0.376759
0.790882

Frequency
Test  within
a B l o ck

0.65024
0.12026
0.44540
0.32088
0.94899
0.54742
0.66149
0.09507
0.75873
0.19682

R u n
Test

0.42611
0.54970
0.53400
0.67429
0.36125
0.33355
0.85941
0.98649
0.17306
0.01713

Longest
R u n  of
Ones
in  a

B l o ck
0.13129
0.29407
0.02329
0.26711
0.89453
0.20087
0.37619
0.79974
0.73362
0.25351

Discrete
Four ier
Transform
(Sp ectra l )
Test
0.62649
0.93535
0.25614
0.46539
0.62649
0.93535
0.62649
0.93535
0.62649
0.93535

Serial
Test  1

0.99402
0.49896
0.15865
0.49896
0.49896
0.49896
0.69077
0.69077
0.06722
0.49896

Serial
Test  2

0.99932
0.07918
0.14452
0.23917
0.36062
0.36062
0.85568
0.36062
0.63695
0.49853

A p p rox -
I mat e
E nt r o py
Test

1
1
1
1
1
1
1
1
1
1

C u m mu lat i ve
S u ms
(Forward)
Test

0.89202
0.22321
0.49993
0.69601
0.57476
0.61422
0.85688
0.89202
0.46486
0.77868

C u m m u -
L a t i ve
S u ms
(Reverse)
Test
0.81876
0.18615
0.73751
0.36965
0.53660
0.92314
0.77868
0.36965
0.65476
0.73751
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Figure 3.14: Execution Time of B92 protocol.

Table 3.4: p-values of appropriate NIST  statistical Tests on Randomness applied to Final Key (mean
size =  62 bit) of B92. Conclusion: Random.
p- Frequency Discrete Cummulative Cummulative

Frequency Test                  Run Fourier                     Serial      Serial      Approximate Sums Sums
Test within a Test Transform Test  1     Test  2     Entropy Test  (Forward) (Reverse)

K e y s Block                                (Spectral) Test                                                                        Test Test

1 0.44605 0.44605 0.34151 0.59996 0.49896 0.49853 1 0.25500 0.84788
2 0.52873 0.52873 0.49381 0.93090 0.49896 0.49853 1 0.85301 0.85301
3 0.52873 0.52873 0.06409 0.02604 0.49896 0.49853 1 0.41518 0.85301
4 0.20408 0.20408 0.06066 0.52153 0.49896 0.49853 1 0.19747 0.15080
5 0.10145 0.10145 0.03904 0.28487 0.49896 0.49853 1 0.11756 0.15551
6 0.44605 0.44605 0.55704 0.52153 0.49896 0.49853 1 0.50516 0.50516
7 0.44605 0.44605 0.55704 0.52153 0.49896 0.49853 1 0.50516 0.50516
8 0.52873 0.52873 0.02740 0.28487 0.49896 0.99813 1 0.94315 0.51267
9 0.20408 0.20408 0.04177 0.04177 0.49896 0.49853 1 0.32478 0.32478
10 0.61145 0.61145 0.19079 0.59996 0.49896 0.49853 1 0.73271 0.94027

3.5.2 Comparative Analysis between S P H I N C S - Q R N G  and Current

Algorithms Used in A G A - 1 2

To address the first set of research questions, this section provides a comparative

analysis between the Digital signature algorithm used, RSA and ECDSA,  in AGA-12

vs. Quantum Key Distribution protocol and SPHINCS-256 with the QRNG algorithm

in the proposed scheme. It performs five simulations for RSA and E C D S A  and

generated five key pairs for each algorithm. The research work in this thesis tested

the keys by performing the appropriate NIST statistical tests for randomness. Figure

3.15 shows the observations that they do not satisfy 100% of them.

The 192-bit private key and 384-bit public key of E C D S A  passed 96% of the NIST
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tests over five simulations. RSA private key size with 2048 bit passed 90% of the NIST

tests over five simulations, and RSA public passed 98% of them. In contrast, the raw

key and final key in Q K D  passed all the tests (100%) over ten simulations. Moreover,

SPHINCS-256, with QRNG key pairs, passed 98% of the tests over five simulations.

Figure 3.15: Percentage of passed tests, by RSA,  E C D S A  and SPHINCS-QRNG key pairs, based
on NIST  statistical test suite on randomness.

3.5.3 Results Obtained in the Signature Generation Phase

To address the second set of research questions, both algorithms: SPHINCS-256 using

Chacha12 PRNG  and SPHINCS-256 using QRNG generates HORST secret key. It

includes two models SPHINCS-Chacha12 and SPHINCS-QRNG. For comparative

analysis, It is considered that the root of the SPHINCS tree as the public key. And,

it considered the private key of the SPHINCS tree at the topmost (d-1) layer. The

signature size obtained in both the models is 27873 bytes. It generates five random

numbers from each algorithm and fed each of them to the NIST statistical tool.

The module compared both the algorithms by measuring execution time, testing

randomness of the generators used in each algorithm, and based on Datcu et al.’s [123]

research on testing Chacha12 PRNG.
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3.5.4 Comparative Analysis of S P H I N C S - Q R N G  and

SPHINCS-Chacha12 Based on Execution Time

Figure 3.16 shows that the execution time of SPHINCS QRNG is more than that of the

existing SPHINCS algorithm with PRNG. The mean execution time of SPHINCS-QRNG

public key is 160 µseconds, and of the private key is 238.89 µseconds. Whereas, in

SPHINCS-Chacha12 algorithm, the average time to generate the public key 112.15

µseconds and the private key is 110.12 µseconds.

Figure 3.16: Execution Time for SPHINCS-Chacha12 vs SPHINCS-QRNG

Moreover, the thesis also involves a comparative analysis based on theoretical

performance. Since SPHINCS is a h/d-ary certification tree, Daniel et al. [32]

provided a rough theoretical run time values based on the count of pseudo random

number functions (PRFs) ,  PRNG  and, hashes. The total height of hyper tree is h

with d multiple layers of trees. It takes d2h/d OTS key generations, d2h/d +  2 P R F

calls, d2h/d +  1 PRNG calls and 2t +  d(( l (w +1 ) )  2h
/
d −  1) hashes. HORST uses

parameter t, such that t =  2τ . The height of the HORST tree is τ =  log t. WOTS

uses a signature size and runtime tradeoff parameter w such that w � N. However, the

time complexity of RSA is O(n2) and that of E C C  is O(n3)) [124]. Further, all

pseudo-random number generator requires O(n) bit operations. In contrast, QRNG

based on Hadamard transformation can be computed in O(nlogn) operations in

classical hardware and, in O(1) in quantum hardware [125, 126]. Therefore, the thesis

concludes that theoretically, the computational complexity of the proposed algorithm



61

is higher than that of existing SPHINCS based on PRNG  and AGA-12.

3.5.5 Comparative Analysis of S P H I N C S - Q R N G  and

SPHINCS-Chacha12 Based on Randomness

To test the randomness of the quantum random number generator (QRNG), the

analysis performed all 15 tests of the NIST statistical test suite and, the QRNG

passed all of them in every simulation. Thus, it concludes that QRNG is truly

random. Table 3.5 displays the p-values of random number generated by QRNG

used in SPHINCS-256. As the p-values ≥  0.01, the NIST tool concludes the sequence

to be random with a confidence of 99%. Figures 3.17 and 3.18 display the results

of Random Excursions Test and Random Excursions Variant Test, respectively for

SPHINCS-QRNG. The Random Excursions test executes sub-tests on each of the

following states; −4, −3, −2, −1,  +1,  +2,  + 3  and +4, to check the frequency of visits

to a cumulative sums state within a cycle of a random walk matches with that one

would expect for random sequence [121]. For a certain state, if the p-value ≥  0.01,

the sequence is random. For example, in Figure 3.17, the p-value of QRN 1 with state

+ 1  is approximately 0.8492. Thus, the sequence at state + 1  is random.

Table 3.5: p-values of appropriate NIST  Statistical Tests for Random and P R N G  applied on
Quantum Random Number Generator(QRNG) used in SPHINCS-256.

p-values of Q R N G  Used in  S P H I N C S - 2 5 6  Q R N  1 Q R N  2 Q R N  3 Q R N  4 Q R N  5
Frequency Test (Monobit) 0.852444761 0.011735483 0.149302374 0.406538784 0.649828827
Frequency Test within a Block 0.161769992 0.733286939 0.575099934 0.665007898 0.518616736
Run Test 0.217961992 0.827155028       0.32712429 0.732869216 0.924945411
Longest Run of Ones in a Block 0.513396784 0.969974739 0.637115311 0.248794857 0.913444629
Binary Matrix Rank Test 0.262333935 0.822162028 0.862431288 0.111413103 0.071873969
Discrete Fourier Transform (Spectral) Test 0.142033423 0.011616891 0.157596656 0.776045999 0.613759295
Non-Overlapping Template Matching Test                    0.63600041 0.504047187 0.415637608 0.169519974 0.262129471
Overlapping Template Matching Test 0.200756533 0.505736739 0.353171054 0.591057811 0.508073676
Maurer’s Universal Statistical test 0.124605474 0.243079644       0.01674513       0.73273627 0.889955415
Linear Complexity Test                                                           0.8575379 0.547314553 0.126281648 0.190952376 0.371943788
Serial test 1 0.667804599         0.9238906 0.773287042 0.949470145 0.285436568
Serial test 2 0.691057349 0.953760341         0.7814567 0.920487151 0.576467535
Approximate Entropy Test 0.569869981       0.89057965 0.092335008 0.350697922       0.18177552
Cummulative Sums (Forward) Test 0.800359989 0.013619809 0.215229911 0.508140027       0.69796035
Cummulative Sums (Reverse) Test 0.943118012 0.018863213 0.268772338 0.771928763 0.764505358

The Random Excursions Variant test verifies whether the number of visits to

a particular state in a cumulative sum random walk deviates from the expected

number of visits in the random walk. It considers 18 states consisting of {  −9, −8,
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Figure 3.17: Results of Random Excursions Test on Quantum Random Number Generator(QRNG)
used in SPHINCS-256.

Figure 3.18: Results of Random Excursions Variant Test on Quantum Random Number
Generator(QRNG) used in SPHINCS-256.

. . . , +8,  + 9 }  and, if the p-value of a particular state is greater than or equal to

0.01, that means the sequence is random. However, when it ran all 15 tests on

a random number generated by SPHINCS-Chacha12, it does not pass 100% of the

NIST statistical tests. The pseudo-random number, PRN 5, generated by Chacha-12,

failed the Maurer’s Universal Statistical test. Also, PRN 1 and PRN 5 does not pass

the Random Excursions Test and Random Excursions Variant Test with all states.

Table 3.6, Figures 3.19 and 3.20 exhibit the results of the randomness of Chacha-12

PRNG tested by NIST statistical test suite.

This section performs 15 statistical analysis on five random numbers for each

algorithm. Thus, it performs 15 × 5  =  75 tests. Out of 75 tests, Chacha-12 passed
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Table 3.6: p-values of appropriate NIST  Statistical Tests for Random and P R N G  applied on
Chacha-12 used in SPHINCS-256.

p-Values of P R N G  Used in S P H I N C S - 2 5 6
Frequency Test (Monobit)
Frequency Test within a Block
Run Test
Longest Run of Ones in a Block
Binary Matrix Rank Test
Discrete Fourier Transform (Spectral) Test
Non-Overlapping Template Matching Test
Overlapping Template Matching Test
Maurer’s Universal Statistical test
Linear Complexity Test
Serial test 1
Serial test 2
Approximate Entropy Test
Cummulative Sums (Forward) Test
Cummulative Sums (Reverse) Test

P R N  1
0.756560956
0.466408066
0.046601502
0.39001338
0.234372205
0.520636833
0.17548433
0.341609907
0.251209205
0.636767031
0.266168112
0.111246791
0.991465303
0.550993298
0.834146968

P R N  2
0.61285665
0.2519857
0.41321088
0.57336093
0.70947779
0.87603089
0.67642991
0.93826949
0.22365261
0.43256403
0.04303137
0.36341311
0.50945017
0.64760991
0.85546589

P R N  3
1
0.66537382
0.95693516
0.31763597
0.89969577
0.52063683
0.08873813
0.03571624
0.37912508
0.95718573
0.85174723
0.71254001
0.72260759
0.550134
0.550134

P R N  4
0.87288107
0.05620039
0.93466707
0.60612676
0.38005323
0.21202315
0.25081909
0.88583617
0.21287032
0.68049537
0.77514063
0.62943052
0.55896218
0.6264806
0.77562923

P R N  5
0.76723008
0.27892162
0.13415598
0.43188342
0.77390385
0.4798148
0.0158475
0.19903682
0.00739755
0.26611467
0.06351778
0.1555089
0.70516401
0.39388365
0.22547471

70 tests and, QRNG passed all of them. Figure 3.21 exhibits a graph that shows

Chacha-12 PRNG  scored 93.3%, and QRNG scored 100% for successfully passing

the tests. The Chacha-12 algorithm is feasible for resource-constrained devices [127].

However, Datcu et al. [123], showed that secure PRNG  Chacha does not pass all the

statistical tests of Monte-Carlo analysis. Moreover, ID  Quantique has developed a

QRNG chip for critical infrastructure involving the Internet of Things ( IoT)  and

other resource constrained devices [37]. Table 3.7 provides a synthesis of results

obtained from comparative analysis of the proposed algorithm, RSA, E C D S A  and

SPHINCS-256.

3.6 Conclusion

The thesis have proposed a collision and preimage resistant framework for ensuring

SC A DA  system security. SPHINCS-256, a post-quantum algorithm, provides 2128

security against a quantum threat. However, researchers have increased eficiency

and speed of quantum algorithm based on Grover’s algorithm, which reduces the

post-quantum security from 2128 to 2119.6 in a quantum setting. Therefore, the chapter

proposes to use B92, a quantum key distribution protocol, to obtain the cipher and a

quantum random number generator to generate a truly random number for the

HORST secret key used in SPHINCS-256. It has formally verified the proposed

scheme by using PRISM and Scyther. The thesis conclude that with the number of
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Table 3.7:     Synthesis of comparative analysis of the proposed algorithm, RSA,  E C D S A  and
SPHINCS-256.

Algo r i thms

R S A

E C D S A

T h e
proposed
algorithm

S P H I N C S - 2 5 6

P u b l i c      P r i vate      Raw Fina l
K e y K e y key K e y
Size Size size Size
(b i ts ) (b i ts ) (b i ts )      (b i ts )

1041 2048 N/A N/A

384 192 N/A N/A

34303 34814 512 62

34303 34814 N/A N/A

Q B E R
(mean)

No intrusion
detection

No intrusion
detection

15.584%
Detects
eavesdropping.

No intrusion
detection

Percentage
of
passed
N I S T
randomness
tests
Private key:
92%

Public key:
98%

96%

Both keys:
98%

QRNG:
100%

Chacha-12:
93.3%

Execut ion  T i m e /
T i m e  C o m p l e x i ty

O (n2)

O (n3)

d2h/d OT S  key generations

d2h/d +  2 P R F  calls.

d2h/d +  1 P R N G  calls
and
2t +  d(( l (w + 1 ) )  2h/d - 1 )  hashes

QRNG :
O(nlogn) in classical hardware.
O(1) in quantum hardware.

Public Key Generation:
160 µseconds
Private Key Generation:
238.89 µseconds
d2h/d OT S  key generations

d2h/d +  2 P R F  calls.

d2h/d +  1 P R N G  calls
and
2t +  d(( l (w + 1 ) )  2h/d - 1 )  hashes

P R N G  : O(n) bit operations.

Public Key Generation:
112.5 µseconds
Private Key Generation:
110.12 µseconds
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Figure 3.19: Results of Random Excursions Test on Chacha-12 P R N G  used in SPHINCS-256.

qubits, the probability of detecting intruder Eve increases exponentially, decreasing

the likelihood of information leakage. Furthermore, B92 is more likely to detect

Eve’s presence in case of a Random-Substitute attack than an Intercept-Resend

attack. This chapter validated the hypothesis by simulating the proposed scheme

and performing statistical analysis. The thesis work analyzes the randomness of

RSA, E C D S A  keys used in AGA-12 against the randomness of the quantum key used

in the proposed algorithm. It observes that keys generated by Q K D  satisfy 100% of

the NIST randomness tests, unlike RSA and E C D S A  keys. RSA private key passed

90%, and E C D S A  keys passed 96% of the tests. the module provides a comparative

analysis between two algorithms, SPHINCS-256 with Chacha-12 and SPHINCS-256

with QRNG. It observes that the Quantum Random Number Generator passes all the

statistical tests for randomness, unlike Chacha-12 PRNG. However, in computational

hardware, the computation cost of the proposed SPHINCS-QRNG is higher than

that of AGA-12 and the existing SPHINCS-PRNG algorithm. Thus, the thesis

conclude that there is a trade-off between security and computation cost. Our

proposed framework, using true random numbers based on uncertainty and quantum

superposition principles, provides more resistance than AGA-12 and SPHINCS-256

against quantum and classical threats.
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Figure 3.20: Results of Random Excursions Variant Test on Chacha-12 P R N G  used in SPHINCS-256.

Figure 3.21: Percentage of passed tests for randomness scored by Chacha-12 and QRNG.



Chapter  4

Mo dule 2: Multi-phase Q uant u m  resistant Framework for

Secure Communicat ion in  S C A D A  Systems

The research work reported in this chapter has resulted in the following publications:

1. S .  Ghosh, M. Zaman, S. Sampalli, Quantum-Safe Asymmetric Cryptosystems:

Current Solutions and Future Directions against Quantum Attacks, In Holistic

Approach to Quantum Cryptography in Cyber Security (pp. 99-120), C R C

Press ’Taylor  and Francis Group’, 2022. (Impact Factor: 4.2)

2. S .  Ghosh, M. Zaman, R.  Joshi , S. Sampalli, Multi-phase Quantum resistant

Framework for Secure Communication between RT U  and MTU”, Manuscript

under review after major revision, I E E E  Transactions on Dependable and

Secure Computing, June 2022. (Impact Factor: 6.79)

4.1 Summary of the chapter

Similar to other systems or networks, a Supervisory Control and Data Acquisition

(SCADA)  network is susceptible to various security threats and vulnerabilities. These

threats pose potential risks to the proper functioning and integrity of the SC A DA

network. Thus, this thesis outlines the following potential threats that can affect a

SC A DA  network [2].

• Disruption of availability can result in power outages and adversely impact the

operational eficiency of the power supply. Such an event can trigger a chain

reaction in the physical domain, leading to severe consequences. Therefore,

ensuring availability as a fundamental security objective is of paramount importance

in SC A DA  networks.

67
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Figure 4.1: Major Contributions and Overview of PhD Thesis

• Breach of confidentiality occurs when an unauthorized entity eavesdrops on

the communication channel, compromising the privacy of sensitive data and

facilitating data theft.

• Compromise of integrity involves unauthorized alteration of data, where the

recipient receives manipulated information instead of the original content. This

type of attack can be accomplished through a Man-in-the-Middle attack, which

opens the door to malware injection and I P  spoofing.

This chapter refers to Module 2 research work as highlighted in Figure 4.1. The

chapter presents a comprehensive and robust multi-phase framework designed to

ensure the security of the communication channel between RT U  and MTU, taking

into account quantum resistance. The framework encompasses four major phases to

establish secure communication. In Phase 1, a modified S I K E  algorithm is employed

for shared secret key generation. Phase 2 utilizes the authenticated BBM92 protocol to

generate a session or symmetric key. Phase 3 employs the ASCON algorithm for data

encryption using the symmetric key. Lastly, in Phase 4, message authentication is

performed using SHA-3 and the shared secret key (SSK) obtained from the S I K E

algorithm in Phase 1. Each phase contributes essential security features to the
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SC A DA  framework, as depicted in Figure 5.2. It addresses availability, confidentiality,

integrity, authentication, and scalability. However, it does not encompass a host-based

intrusion detection system.

Figure 4.2: Security features provided by multiple phases of the proposed scheme.

In the proposed framework, a unique shared secret key and session/symmetric

key are generated for each exchange of sensitive data between RT U  and MTU. The

secure exchange of these keys is facilitated by leveraging post-quantum cryptography

for the shared secret key and quantum cryptography for the session key. During

the key exchange process, authentication and validation are performed using HMAC

to ensure the integrity of the keys. Once the shared secret key and session key are

established, the original message is encrypted using the ASCON-128 algorithm, and

a message authentication code is generated to verify the integrity of the data.

Given the critical nature of the sensitive data exchanged in SC A DA  control

units, prioritizing both security and eficiency is crucial [128]. To  address this,

the thesis introduces two primary modules: a two-layered key management phase

and an encryption and authentication phase. The two-layered key management

phase incorporates the use of the post-quantum cryptographic scheme S I K E  and the

quantum cryptographic protocol BBM92. In the encryption phase, the ASCON-128

algorithm is employed for data encryption, while SHA-3 is utilized for hashed message

authentication. A  comprehensive overview of the proposed framework is illustrated



70

in Figure 4.3.

Figure 4.3: Our proposed framework

4.2 Phase 1 and Phase 2: Secure K e y  Exchange

The key exchange processes are done in two separate stages. In the first stage, a

shared secret key is generated using post-quantum SIKE,  and in the second stage,

the session key is generated using the quantum B92 protocol. Like any key exchange

protocol, it has three phases, namely, key generation at the sender (assuming RTU),

key distribution over the classical channel and quantum channel,and key extraction

at the receiver unit (MTU) [129], [130].
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4.2.1 Phase 1: Shared Secret key Generaction

This phase has modified the well-known post-quantum cryptography, namely, Supersingular

Isogeny Key Encapsulation (S IKE)  in the proposed scheme. The modified S I K E

generates a shared secret key for message authentication in classical communication

of BBM92 and during the exchange of ciphered data between RT U  and MTU. The

S I K E  algorithm uses a set of defined public parameters as follows for key generation

[129], [130].

1. The two positive integers e2 and e3 defined over a finite field Fp 2      such that a

prime p =  2e2 3e3 −  1.

2. A  public starte supersingular elliptic curve denoted as E0 / Fp 2

3. A  set of three x coordinated corresponding to E0[2e2 ] and E0[2e3 ], respectively.

The supersingular elliptic curve that is used as the starting point is be defined as

E0 / Fp 2  : y2 =  x3 +  6x2 +  x; and P  and Q are two points on the curve. The three

x-coordinates corresponding to E0[2e2 ] are xP2 , xQ2 , xR 2  where R2  =  P2 - Q2. And,

other three x-coordinated E0[2e3 ] are xP3 , xQ3 , xR 3  where R3  =  P3 - Q3[129].

K e y  Generation: In this phase, the sender generates a key pair comprising of

public key and secret key. The secret key sk3 is randomly selected from the key

space K  3 with range {  0,1,... 2e3 - 1}. The public key, pk3, is generated by isogeny

computation of secret key [129].

K e y  Encapsulation: After generating the key pair, the sender selects a random

bit string m ϵ M =  {  0, 1 } n  and concatenates with the public key pk3. The

concatenated version is fed to a hash function G  to generate the digest r. Now,

the digest r, the public key pk3, and, the random string m is encrypted to derive the

cipher pair (c0, c1). The cipher pair and the binary string is further fed to the hash

function H to obtain the k-bit shared key K  [129], [79].

K e y  Decapsulation: The receiver, after exchanging the public keys and the

cipher pairs, decapsulates the ciphers and obtains the bit string m′ . The bit string

and the public key pk3 is fed to the hash function G  to obtain a digest r′ . The digest

is further processed based on isogeny computation to derive a cipher c0. The receiver

then verifies and validates the derived cipher c0 with the received cipher c0. Once
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validated, the receiver concatenates the cipher pair (c0, c1) with m ′  and hashes it using

a hash function H to get the shared key K .  The three Hash functions The three hash

functions F;  G  and H are SHA-3 derived function SHAKE256 as mentioned by NIST

report [131]. Masking: This module contains modification of the S I K E  protocol by

adding a masking scheme. The sender and receiver establish a shared secret key ( K )

of 1500 bit. The key K  is fed to the SHA3-512 hash function to generate a 512-bit

digest. The digest is further chunked into four blocks of 128-bit each. Each pair

is fed to the P R E S E N T  encryption algorithm that generates a pair of 64-bit keys.

These two sub-keys are concatenated to generate a compressed masked shared secret

key of 128-bit. Algorithm 1 provides step-by-step instruction of the modified S I K E

algorithm. Furthermore, Figure 4.4 provides an overview of masking in SIKE.
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Algorithm 1 SHARED S E C R E T  K E Y  GENERATION
The Modified S I K E  Protocol
Data: Input: secret key, public key

Result: Output: Shared secret value

function : KeyGeneration()

sk3 ← K 3

pk3 ← isogen(sk3)

return (pk3, sk3 )

function: KeyEncapsulation()

m ← 0, 1n

r ← G(m� pk3)

c ← Enc(pk3, m, r)

c =  (c0, c1)

K  ← H (m � c)

return((c0, c1), K )

function: KeyDecapsulation()

m ′  ← Dec(sk3, pk3, c)

r ′  ← G(m ′  � pk3)

c ′      ← isogen(r′ ) if c ′      =  c0 then

end

K  ← H (m � (c0, c1))

return K

function: Masking() K ′  ← S H A 3  −  512(K )

K 0 ,  K1 , K2 ,  K 3  ← K

SSK0 ← P R E S E N T ( K 0 ,  K 1 )

SSK 1  ← P R E S E N T ( K 2 ,  K 3 )

S S K  ← (SSK0 � SSK 1 )

return S S K

function: Main

While (Session =  E N D )

(pk3, sk3 )  ← K eyGeneration()

((c0, c1), K )  ← K eyEncapsulation()

SSK← M asking(K )

K  ← K eyDecapsulation()

RepeathState3
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Figure 4.4: The Masking Function of the modified S I K E  algorithm

4.2.2 Phase 2: Session (Quantum) K e y  Generation

In the proposed scheme, BBM92[60] protocol is applied, an amalgam of E91[65]

and BB84[58] protocols.

entangled photon pairs.

It is a different version of BB84, which uses polarization

Moreover, it has similar steps except for the part that

generates entangled photons. These pairs are then split up, with one photon from

each pair being sent to the two parties, Alice and one to Bob. Alice and Bob randomly

select to measure each photon they receive in one of two non-orthogonal bases, the

horizontal or vertical basis. After a measurement run, where Alice and Bob have

been measuring incoming photons for a certain time, they communicate publicly

over a classical channel verifying the basis they used to measure each photon they

received. Whenever the two units choose the same basis, each of them stores their

measured value[52], [68]. The obtained measured value should be anti-correlated to

form a secret key. Alice and Bob discard any measurement results with different bases

because the results will be uncorrelated. This process is called sifting. Thus, they

get a measurement result, convert their result to a classical bit, and sift their results to

only those measured on the same basis. They use 10% of their measurements or the

sifted bits to estimate the quantum bit error rate (QBER),  and generate a final secure

key from the rest of their measured bits after error correction and privacy



75

amplification. The exchange of entangled photons between Alice and Bob based on

a randomly chosen basis uses quantum channel[52], [68].

Furthermore, to generate raw key, the algorithm involves singlet state preparation

device based on two X  gates and Hadamard gate , that creates a singlet state. After

this code runs, the qubits qr[0] and qr[1] that are entangled. After creating a singlet

state, Charlie sends qubit qr[0] to Alice and qubit qr[1] to Bob, using registers with

two quantum bits and four classical bits. Authenticated Quantum Session K e y :

While the sub-phases, including key sifting and estimation of quantum bit error rate,

are performed using a quantum channel, error correction and privacy amplification is

done via a classical channel. Thus, the research work have authenticated the data

exchanged publicly. As shown in Figure 4.3, the proposed scheme is using HMAC

based on SHA-3 to authenticate the classical communication during the BBM92

protocol to verify the data integrity and authenticity of the session key generated. The

HMAC uses the shared secret key from modified S I K E  to generate an authenticated

session key.

4.3 Phase 3: Encryption

The RT U  (sender) sends sensitive information to the MTU (receiver). The session

(symmetric) key, generated by authenticated BBM92 protocol, is used by the RT U

to encrypt the message and generate a cipher. The encryption algorithm used here

is ASCON-128 [132], [133]. It is a lightweight authenticated encryption scheme that

requires the following inputs, the plaintext P, a secret key SK  with k bits, and a

public message number (nonce). The output of ASCON is ciphertext C  along with

an authentication tag T  [132].

4.4 Phase 4: Message authentication

Before encryption, the sender copies the sensitive data. It then feeds the copied

message and the shared secret key (SSK) from modified S I K E  to the HMAC based

on SHA-3 to generate a message authentication code. Thus, in this step, the cipher

from ASCON provides confidentiality, and the message authentication code provides

integrity to the SC A DA  network [133].
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4.5 Security Evaluation of the Proposed Framework

In the BBM92 protocol, Alice and Bob share a pair of photons from an E P R  source.

The photon pair generated and shared is entangled, as defined below[67].

ψ−  =  √
2

(xy  −  yx) (4.1)

or,

ψ +  =  √
2

( x x  +  yy) (4.2)

where x and y are two orthogonal polarization states.     When Alice and Bob
measure their photon with an x-y basis, their readings are correlated. Further, the

thesis assumes the detection apparatus is trustable. Thus, the thesis work involves

using a specific model for the behavior of the detection apparatus, which includes

losses, and assume that the eavesdropper cannot modify the measurement apparatus

beyond this model. The security of BBM92 and E91 protocol relies on the following

three principles:

• Heisenberg’s Uncertainty Principle: According to this principle [134], data is

encoded in a qubit that holds the quantum properties such that any effort to

measure or monitor the qubit disturbs its state in a detectable way. There is

an inherent uncertainty when measuring a variable of a qubit.

• N o  Cloning Theorem: The theorem states that it is impossible to copy a

qubit in a superposed or entangled state. Thus, an adversary can not create an

independent and identical copy of an unmeasured qubit state [135].

• Bell ’s Inequality test: As per Bell’s theory [136], no two particles can have

anti-correlated or correlated value. Thus, no two particles can be entangled.

And, the correlation value of two particles is set as -2. In case of entanglement,

the qubit pair violates the Bell’s theory, and generates a correlation value of

around -2 2. Q K D  based on entanglement use the correlation value to detect

an absence of entangled pairs, or disturbed state of entanglement caused due

to an adversary [65].

In any realistic communication system errors are bound to occur, and some form

of error correction is required. In quantum cryptography the errors typically arise
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from technological imperfections in the optics and detectors, but can also come from

eavesdropping. In order to achieve noise-free communication these errors must be

corrected, and this can be done through public discussion using error-detection codes.

These codes allow the parties involved in the communication to detect errors in the

exchanged keys, which could be introduced by an eavesdropper trying to intercept

and observe the keys. If an error is detected, the parties can abort the key exchange

and start over, reducing the risk of the exchanged keys being compromised[137].

Q K D  requires a direct line-of-sight between the sender and the receiver and is

still an emerging technology. There are a few challenges for Q K D  to be deployed in

real-time scenarios, in SC A DA  systems, such as the following.

1. Key Rate: In quantum cryptography, errors arise from technological imperfections

in the optics and detectors and other environmental factors. Thus, obtaining

a high key rate can be challenging in a hardware settings, mainly for higher

volumes of network trafic. Therefore, a real-time Q K D  requires a detector

with high eficiency and short dead time [11], [138].

2. Distance: Noise in the quantum channel is directly proportional to the distance

between two units performing QKD. Thus, in a real-time scenario, the framework

needs low-noise single-photon detection to tolerate losses [11], [138].

However, a few commercial Q K D  devices are currently small and cost-effective

enough to be integrated into a SC A DA  network. ID  Quantique collaborated with

Hitachi A B B  to provide security for critical infrastructure processes [139]. The

solution includes hardware-based Q K D  and QRNG solutions such as Clavis X G  Q K D

System [140] and Clavis300 Quantum Cryptography Platform [141] that has integrated

Q K D  protocol with high key transmission rate on complex network topologies with

Ethernet encryptors. Since RTUs are resource constrained, the Q K D  system devices

can be installed and linked to the Modbus-RTU or Modbus ( T C P / I P )  RT U  to perform

secure quantum exchange between RT U  and MTU units [139].

Table 4.1 lists the following attacks that the proposed scheme should be able to

thwart. However, the thesis does not focus on Photon number splitting and Trojan

horse attacks since they exploit vulnerabilities in the physical hardware. Both attacks

compromise the integrity of the Q K D  device. It requires safeguard measures, mainly,
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tamper-evident packaging against attacks targeting physical components.

1. Intercept-Resend Attack: The attacker measures the quantum states (photons)

sent by the sender and then sends replacement states to Receiver, prepared

in the state measured by the attacker. However, the algorithm uses BBM92,

which detects the noise generated by the adversary while trying to read the

qubits [142], [143]. In the BBM92 protocol, the thesis involves detection of

an eavesdropper by using quantum state tomography to verify the state of

the entangled particles. This technique involves measuring the state of the

entangled particles and using the measurement results to reconstruct the state

of the particles. If the state of the particles has been disturbed by an external

observer, such as an eavesdropper, the reconstruction will be inaccurate, and

this can be used to detect the presence of an eavesdropper [67],[143].

2. Random-Substitute Attack: Here, the attacker copies the qubit and replaces

the states with the copied state. This will again get detected by BBM92 protocol

due to the No Cloning theorem [135]. To  protect against a random-substitute

attack, the protocol uses BBM92 protocol along with other security measures,

such as authentication protocols, to ensure that Alice and Bob can detect when

their messages have been tampered with. In addition, BBM92 use error-correction

and privacy amplification techniques to ensure that the final secret key is secure

even if some errors or noise are introduced during the key generation process.

3. Traditional Man-in-the-Middle(MITM) Attack: MITM attacks can be

performed in a couple of ways. The traditional MITM attacks do not work on

QC systems because laws of quantum mechanics step in. With traditional

MITM attacks, an adversary intercepts the transmitted messages and send a

copy in its place [143]. However this is impossible due to the No cloning theorem

and the Heisenberg uncertainty principle. The traditional MITM comprises of

an adversary pretending to be ’Sender’ to the Receiver and ’the Receiver’ to

Sender. The adversary would then communicate with both the Sender and

Receiver simultaneously thereby obtaining two keys, one for the Sender and

one for the Receiver. The Sender’s key would be used to decrypt a message

from Alice then re-encrypted by the Receiver’s key[142]. Thus, the adversary
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intercepts the transmitted messages from the sender and sends a copy in its

place to the receiver. Again, traditional MITM attack fails due to laws of

quantum physics, such as the Heisenberg’s Uncertainty Principle and the No

Cloning Theorem, exploited in the algorithm[142], [143]. Further, the protocol is

auhenticated by using a pre-shared key generated from S I K E  along with SHA-3

as HMAC to authenticate both units.

4. Quantum Man-in-the-Middle Attack based on spoofing: The adversary

pretends to be the sender to the receiver, and vice versa. The adversary would

then communicate with both the sender and receiver simultaneously and thus,

obtain two keys, one for the sender and one for the receiver. The sender’s key

would be used to decrypt a message from the sender and then re-encrypted by

the receiver’s key. This type of attack is possible. the proposed scheme uses an

initial shared secret key derived from various parameters to prevent this type

of attack, including the unit’s id. the module uses S I K E  in the algorithm to

generate the initial shared secret key. Furthermore, the module uses this shared

secret key for message authentication [144].

5. Quantum Man-in-the-Middle Attack based on coherent pulses: It

involves the method through which photons are transmitted. The adversary

may split a single proton from the burst without detection. They then stores

the stolen photons until the basis used to create them is announced. This

can be avoided using E P R  or entangled photons. However, since it will try to

split the proton, it will affect the paired proton. Hence, the module uses the

entanglement-based BBM92 protocol in the algorithm[144].

6. Denial of Service Attack on Quantum communication channel: DoS

attack in Q K D  is launched in two ways, namely, 1) by compromising the

quantum cryptographic hardware, and 2) by introducing extra noise in the

Q K D  system[145]. Our algorithm cannot guarantee resistance against hardware

attacks. However, it will defend against the later DoS attack. In the later

attack, the adversary inserts noise below the threshold to be acceptable in the

communication system, such that the noise would be indistinguishable from

eavesdropping. Furthermore, both RT U  and MTU will either increase the



80

threshold or discard photons. That makes eavesdropping more successful for

the attacker. However, in the BBM92 protocol, they have to be correlated due

to entangled pairs of photons. So, any noise in the channel will disrupt their

correlation. Thus, eavesdropping will be detected.

7. Brute Force Attack based on Shor’s and Grover ’s algorithms: The

adversary launches a brute force attack using Shor’s algorithm on quantum

hardware and a search algorithm based on Grover’s to derive the secret key.

For Shor’s, the module uses the BBM92 protocol. And, for Grover’s search

attack, it applies the post-quantum cryptography, S I K E  [142], [143].

Table 4.1 lists the following attacks that the proposed scheme should be able to

thwart.

4.6  Security proof of the proposed framework detecting noise in the

channel

Lemma 4.6.1. The framework uses the BBM92 protocol that can detect a presence of

an adversary launching an Intercept-resend attack, a Random-Substitute attack as

well as a Man-in-the-Middle attack. Assumption: An adversary measures each qubit

towards Bob by randomly using a basis and obtains a measurement result. The

adversary sends an identical photon to Bob. Alternatively, the adversary after

measuring both qubits meant for Alice and Bob, substitutes with their own state.

Proof. When the adversary(E), measures the qubit, it collapses the superposition of

the ψ state and ruins the coherence and fails to obtain perfect correlation values

measured in any basis. Alice, denoted as A, and Bob, denoted as B, measures the

qubits using their basis. However, due to No Cloning theorem and Bell’s Inequality

test, this disturbance in the state of qubit is detected by both units.

To  determine the generate raw key is secure, Alice and Bob set the following

thresholds[68].

1. Calculation of Quantum Bit Error Rate (QBER)  as shown in equation 4.3, where

NoE is the number of errors, totalbits is the total number of bits transmitted
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Table 4.1: Attacks defended by the proposed scheme.

Attacks detected/prevented
Intercept and Resend
Attack

Random-substitute
Attack

Traditional
Man-in-the-Middle
Attack

Quantum
Man-in-the-Middle
Attack based on
spoofing

Quantum
Man-in-the-Middle
Attack based on
coherent pulses

Denial of Service
Attack on Quantum
communication
channel

Brute Force attack
using Shor’s
algorithm

Brute Force attack
using Grover’s
algorithm

and e is the QBER.

Description
The Attacker measures the
photons sent by Sender and
replaces the states with a
new one and sends it to the
Receiver.
The Attacker measures the
photons sent by Sender,
copies      and      replaces the
states, and sends them to the
Receiver.
Attacker intercepts the
transmitted     messages     from
sender and sends a copy in its
place to the receiver.
Attacker      pretends      to      be
”Sender” to the Receiver and
”Receiver” to Sender.

Attacker may split a single
proton from the burst without
detection, stores them until
the basis to create them are
announced by both legitimate
parties.
It inserts noise below the
threshold to be acceptable in
the communication system.

Attacker launches a brute
force attack using Shor’s
algorithm         on quantum
hardware to derive the secret
key.
Attacker launches a search
algorithm on quantum
hardware      to      derive the
private key.

N o E
totalbits

Countermeasures
Using quantum key
distribution protocol.

Using Quantum key
distribution protocol.

Using Quantum key
distribution protocol.

It can be prevented if the
units can be authenticated.
Both sender and receiver
have an initial shared secret
for secure message and unit
authentication.
E P R  pairs are used to avoid
this type of attack.

It discards the keys if it
includes any noise. The
photons need to correlate, i.e.,
no eve is present. If not, the
key is not legitimate.
Entanglement-based
quantum key distribution
protocol is used.

Thus, post-quantum
algorithm,            S IKE, as
public       key       cryptography
is implemented.

(4.3)

2. Calculation of the maximum Shannon Information between Alice and the adversary

to verify the following inequation. If the below inequation holds true, the key
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established between Alice and Bob is not secret and thus, discarded.

max max
A , E A ,B (4.4)

The Shannon information between Alice and the adversary can be determined by

the equation given below, where e is the QBER.

Imax =  
ln2e +  O(e2) ≈  

ln2e (4.5)

Further, based on Gisin et al’s proof [146], the mutual information between Alice

and Bob is calculated as follows.

I (A , B )  =  1 +  elog2(e) +  (1 −  e)log2(1 −  e) (4.6)

A  secure secret key agreement is only established if I (A , B )  >  I ( A , E )  or, I (A , B )  >

I (B , E ) .

Further, as the error rate e increases, I ( A , E )  or I ( B , E )  significantly increases and

I (A , B )  decreases. Eventually, when plotted on a graph, these two curves intersect

at a certain error rate such that;

e =  
1 −  √

2  ≈  14.6 (4.7)

The derived value of error rate in above equation is the error threshold for the

BBM92 protocol. Once the error rate is beyond the tolerable value, the key obtained

is not secret even if error correction and privacy amplification is followed. Thus, the

obtained key is discarded.

Further, the probability of the adversary selecting the right base to obtain the

correct measurements is 50%. Moreover, the probability of selecting the wrong basis is

50% and the outcome of obtaining incorrect bits is 25%. Thus, the presence of an

adversary injects a total error rate of 25%, which is more than the threshold value

and therefore, the error is detected by both Alice and Bob.

4.7 Performance Evaluation

This section now evaluates the performance of the quantum-robust scheme based

on quantum and post-quantum scheme for secure RT U  and MTU communication.
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It has implemented the proposed algorithm in Python 3.6 (Spyder I D E )  and IBM

Qiskit [147], an open-source software development kit for simulating quantum circuits,

pulses, and algorithms. It performed the following comparative analysis. Table 4.2

provides a summary of comparative analysis between current and proposed security

algorithm along the following aspects:

• Comparative Analysis between RSA and modified S I K E  algorithm

• Comparative Analysis between E91 and BBM92 protocol

• Comparative Analysis between AES and ASCON

• Comparative analysis between SHA-1 used in E C D S A  and HMAC based on

SHA-3

Each comparative analysis uses different sets of variables to validate the hypothesis.

The research work involves simulation of the proposed scheme 30 times, thus generating

30 unique set of keys and ciphers, to be used for performance evaluation of algorithms.

Table 4.2: Comparative analysis between Traditional Security Algorithm and Proposed Security
Algorithm

Variables Measured

Computational Speed
(microseconds)

Randomness(%)

Memory
(Key size in bits)

Known Vulnerability

Traditional Security Algorithm

R S A A E S
in E C D S A

Private Key: 223.83
Public Key: 20.78

84.37 87.5 N/A

1024 128 256

Brute Force Brute Force
based on based on
Shor’s algorithm Grover’s algorithm

Proposed Security Algorithm

m-SIKE-SSK
A S C O N

+
using SHA3

1713.86 4400.54 36.9

87.5(BBM92)
81.25(ASCON)

128 236 256

Resistant against     Resistant against     Resistant against
Quantum attack      Quantum attack      Quantum attack

4.7.1 Comparative Analysis between R S A  and modified S I K E  algorithm

The module has used the three variables for validating the hypothesis, mainly, Key

Size of S I K E  and RSA keys, Randomness of the shared secret key generated vs RSA

key pairs, Execution Time to generate masked SSK vs RSA keys.

K e y  Size and C P U  time to generate keys

The shared secret key generated by the proposed algorithm is 128-bits. The RSA-1024

public key (e, n) is (2-bit, 1024-bit), and the RSA-1024 private key (d, n) is (1024-bit,
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Table 4.3: CPU/Execution Time of R S A  and modified S I K E

Algorithms

m-SIKE-SSK
SIKE-SSK
RSA-1024 private key
RSA-1024 public key

Execution Time
(in microseconds)
1713.86
1293022.696
223.83
20.78

1024-bit). Thus, the thesis concludes that the modified S I K E  shared secret key size

is much smaller than RSA key pairs.

The experiment involves simulation of the modified S I K E  algorithm to generate

the shared secret key. It then calculated the mean value of the execution time of

SIKE,  and also measured the CPU cycles of S I K E  and speed of RSA on 1.8 GHz

Intel Core i5. In SIKE,  the key generation runs in 61029304 cycles, the encapsulation

runs in 100200351 cycles and the decapsulation runs in 106600562 cycles. Based on

the evaluation, the average execution time to generate a shared secret key is 1713.86

microseconds, and the CPU time to generate RSA key pairs is also calculated. For

43739 RSA-1024 private key operations, it took 9.79 seconds. Thus, for 1 RSA-1024

private key operation, it will take (43739) =  0.00022383 seconds =  223.83 µ seconds.

Whereas, for 1 RSA-1024 private key operation, it will take =  (43739) =  0.00022383

seconds =  223.83 µ seconds.

Randomness of S I K E ( S S K  keys) and R S A  keys

This module has performed 16 NIST statistical tests [121] on S I K E  and RSA key

pairs. Since S I K E  generated one shared secret key, the number of tests is 16. For

RSA, there are two keys; public and private keys. Thus, each key has undergone 16

tests. Thus, it performed 32 tests on RSA key pairs. It observed that the Randomness

of modified S I K E  SSK is 87.5%, whereas the average randomness score of RSA key

pairs is 84.37 %, as shown in Table 4.4.

4.7.2 Comparative Analysis between S I K E  and modified-SIKE

This thesis also includes a comparative analysis between S I K E  and the modified

S I K E  (m-SIKE), based on the key size, randomness-based NIST statistical test [121]



85

Table 4.4: Percentage(%) of NIST  Randomness passed tests

K e y s  tested

m-SIKE Shared
secret key
S I K E  shared
secret key
RSA
public key
RSA
private key

Percentage(%) of
N I S T  Randomness
passed test

87.5

81.25

93.75

75

N I S T
Randomness
Test  (16 tests)
passed

14

13

15

12

Table 4.5: CPU/Execution Time of R S A  and modified S I K E

Algorithms

m-SIKE-SSK
SIKE-SSK
RSA-1024 private key
RSA-1024 public key

Execution Time
(in microseconds)
1713.86
1293022.696
223.83
20.78

and execution time to generate the shared secret key. The average execution time to

generate S I K E  keys is 1293022.696 microseconds, significantly higher than that of the

proposed m-SIKE. Our proposed m-SIKE takes 1713.86 microseconds to generate the

shared secret key. Moreover, the average key size of S I K E  is 1500 bits, and the average

key size of m-SIKE is 128 bits. It performed 16 NIST statistical tests on both S I K E

and m-SIKE. The key generated by S I K E  failed the Longest Run of Ones in a Block

test, Non-Overlapping Template Matching Test, and, Maurer’s Universal Statistical

test. However, the m-SIKE failed two tests, mainly, Maurer’s Universal statistical

test and Approximate Entropy test. Thus, the randomness of S I K E  is 81.25% and

that of m-SIKE is 87.25%. Thus, the compressed-key from m-SIKE increases the

resilience and feasibility of the proposed scheme which is a key component of the

SC A DA  security requirements.
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Figure 4.5: C PU Cycles of S I K E  on on 1.8 GHz Intel Core i5.

Figure 4.6: Speed of R S A  on 1.8 GHz Intel Core i5.

4.7.3 Randomness of S I K E ( S S K  keys) and R S A  keys

This section includes the results of 16 NIST statistical tests [121] on S I K E  and RSA

key pairs. Since S I K E  generated one shared secret key, the number of tests is 16.

For RSA, there are two keys; public and private keys. Thus, each key has undergone

16 tests. Thus, this module involves 32 tests on RSA key pairs. The randomness
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of modified S I K E  SSK is 87.5%, whereas the average randomness score of RSA key

pairs is 84.37 %, as shown in Table 4.4.

4.8 Comparative Analysis between E91 and B B M 9 2  protocol

As per Central Limit theorem ( C LT ) ,  the sample size (N) ≥  30 is suficient for the

theorem to hold[148]. Thus, the thesis simulated BBM92 and E91 protocol, 30 times,

on IBM Qiskit to generate 30 quantum keys for each algorithm. The version of the

qiskit packages are; qiskit-terra’: ’0.18.3’, ’qiskit-aer’: ’0.9.1’, ’qiskit-ignis’: ’0.6.0’,

’qiskit-ibmq-provider’: ’0.18.0’, ’qiskit-aqua’: ’0.9.5’, ’qiskit’: ’0.32.0’, ’qiskit-nature’:

’0.2.2’, ’qiskit-finance’: ’0.2.1’, ’qiskit-optimization’: ’0.2.3’, ’qiskit-machine-learning’:

’0.2.1’. The thesis involves the comparison of BBM92 and E91 based on the five

variables, namely, randomness in the keys generated, final key size, intrusion detection

variable (CHSH value in E91 vs Q B E R  in BBM92), percentage of Alice and Bob’s

key leakage, and, execution time to generate the quantum session key.

4.8.1 Randomness in the keys generated

This section shows 16 NIST statistical tests[121] on BBM92 and E92 protocol. The

randomness of E91 and BBM92 keys are same (87.5%). Out of 16 tests, both of them

failed Maurer’s Universal statistical test[121] and Approximate Entropy test [121] as

shown in Figure 4.7 and 4.8.

4.8.2 Final K e y  size, Intrusion Detection variable ( C H S H  value in E91

vs Q B E R  in B B M 9 2 ) ,  and Percentage of Alice and Bob’s key

leakage

The module simulates the E91 and BBM92 protocol 30 times, on IBM qiskit, and

the module obtains the same raw key size. However, the final key size of E91 is

approximately 110 bits and that of BBM92 is approximately 108 bits. In E91, the

percentage of Alice’s key leakage is 93.02% and that of Bob’s key leakage is 92.968%. In

BBM92, the percentage of Alice’s key leakage is 74.70% and that of Bob’s key

leakage is 77.328%. Moreover, the E91 uses CHSH value or Bell’s Inequality test and,

BBM92 uses Q B E R  to detect the intrusion detection. Table 4.6 provides a comparison
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Figure 4.7: NIST  statistical test results of E91 protocol

Figure 4.8: NIST  statistical test results of BBM92 protocol

based on the above discussed variables.
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Table 4.6: Comparative Analysis of BBM92 and E91 based on; Final Key size, Intrusion Detection
variable (CHSH value in E91 vs Q B E R  in BBM92), and Percentage of Alice and Bob’s key leakage

Va r i a b l e
Measured

Mean value
of E91 variables
Mean value
of BBM92 variables

R a w  K e y
S ize  i n  b i ts

500

500

F i n a l  K e y  S i ze
( w i t h / w i t h o u t  E v e )
i n  b i ts

110.633

108.66

C H S H  value
without  E v e

-2.8464

N / A

C H S H  value
w i t h  E v e

-1.44556

N / A

%  of A l i ce ’s
key  leakage

93.0203

74.7023

%  of Bo b ’s
key  leakage

92.968

77.32833

M i s m a t ch e d
bi ts

13.66

64.05

Q B E R

N / A

26.077

4.8.3 Execution Time to generate B B M 9 2  and E91 keys

This section provides results based on simulation of each protocol 30 times, thus, the

thesis obtains 30 execution times. the thesis calculates the mean execution for each

algorithm, and the thesis concludes based on the obtained calculation that the mean

time to generate E91 key is 255.875 µ seconds, and that of BBM92 key is 148.941 µ

seconds. Thus, as shown in Table 4.7, the execution time for E91 is 1.71 times higher

than that of BBM92 protocol.

Table 4.7: Comparison based on Execution Time of BBM92 and E91

Algorithms
Q K D  E91

BBM92

Mean Execution Time(in micro-seconds)
255.875
148.941

4.9 Comparative Analysis between A E S  and A S C O N  algorithm

AGA-12 is the current standard of SC A DA  networks. It uses AES-128 for encrypting

sensitive data to be exchanged between control units. However, in the proposed

scheme, ASCON-128 [149] algorithm is selected as an alternative as it is a lightweight

and robust algorithm to generate cipher, eficient for resource constrained devices

[149]. NIST has selected ASCON as the primary choice for lightweight authenticated

encryption and is a finalist in the NIST Lightweight Cryptography competition[133],

[150]. This section simulated ASCON and AES on Python 3.6 and generated their

cipher. This algorthim steps involve feeding AES-128 and ASCON-128 cipher to

NIST randomness statistical tools to measure their randomness. It also calculated

the average execution time to generate the cipher for each algorithm. Figure 4.9

shows the randomness of ASCON-128 bit cipher is 81.25%, whereas the randomness

score of AES-128 is 87.5%. Table 4.8 shows that, on the average, ASCON-128 costs
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4251.599 µ seconds, and AES-128 costs 2258.861 µ seconds. Thus, the time to execute

the ASCON-128 algorithm is 1.88 times higher than AES-128.

Table 4.8: Comparative Analysis based on execution Time(ASCON vs A E S )

Algorithms
ASCON-128

AES-128

Mean Execution Time(in micro-seconds)
4251.599
2258.861

Figure 4.9: Percetange of NIST  Randomness passed tests by RSA,  AES,  ASCON, AES,  modified
S I K E ,  E91 and BBM92 protocol

4.10 Comparative analysis between S H A - 1  used in E C D S A  and H M A C

based on S H A - 3

AGA-12 uses E C D S A  based on SHA-1 to sign the message for integrity and authentication.

However, SHA-1 has already been cracked by Google[151]. The arrival of quantum

computing threatens all classical cryptosystems, including ECDSA.  Thus, E C D S A

must be replaced or updated. As per NIST [152], [131], SHA3 provides resistance

against collision attacks using both classical and quantum settings. Theoretically,

it takes 3 2256 quantum operation to obtain SHA3-256 collision [153]. However,



91

practically, due to current quantum resources, SHA-3 is quantum-safe. SHA-3 provides

computational eficiency in hardware over a wide range of platforms[152]. It has

calculated the mean execution time for SHA-1 and SHA-3.

seconds and SHA-3 takes 36.9 µ seconds to derive a digest.

comparison of SHA-1 and SHA-3 based on execution time.

SHA-1 takes 2.53 µ

Table 4.9 shows the

Table 4.9: Comparative Analysis based on execution Time(SHA-1 vs SHA-3)

Hash Algorithms
SHA1-256
SHA3-256

Mean execution Time(in micro-seconds)
2.53
36.9

4.11 Conclusion

The security of critical industrial processes against cyber-attacks based on tradition

and quantum computing is crucial as it affects public safety and reliability. This in

turn requires an eficient and robust standard is required to strengthen the standard

used to secure SC A DA  communications. It combines the classical cryptosystem with

quantum and post-quantum cryptography in the proposed scheme. The post-quantum

cryptography (S IKE)  is modified to amplify the shared secret key’s privacy and

authenticate the quantum cryptography (BBM92) protocol for the integrity of the

session key. The thesis involves simulation of the proposed scheme and the current

algorithms used in SC A DA  and compared them to validate the hypothesis. Based on

the results, the following conclusions are made.

• Modified S I K E  shared secret key size is much smaller than RSA key pairs.

Moreover, the time to generate one 128-bit modified sike shared secret key is

higher than that of generating RSA-1024 key pairs. The randomness of modified

S I K E  SSK is 87.5%, whereas the average randomness score of RSA key pairs is

84.37 %.

• The randomness of E91 and BBM92 keys are the same (87.5%). E91 uses CHSH

value or Bell’s Inequality Test, and BBM92 uses Q B E R  to detect intrusion

detection. The percentage of information leakage is around 1.21 times higher

in E91 than that of BBM92. The final key size of E91 is 1.01 times higher than
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that of BBM92. The mismatched bits are 4.7 times higher in BBM92 than that

in E91. Furthermore, the execution time for E91 is 1.71 times higher than that

of BBM92.

• Randomness of ASCON-128 bit cipher is 81.25%, whereas the randomness score

of AES-128 is 87.5%. Moreover, the time to execute the ASCON-128 algorithm

is 1.88 times higher than AES-128. However, ASCON-128 involved a message

authentication tag that AES-128 lacks to provide to the encrypted message.

• The time to execute the SHA3-256 algorithm is 14.58 times higher than that of

SHA1-256. However, SHA1 has already been cracked by Google. In addition,

SHA-3 generates collision and quantum-resistance digest.

A  master terminal unit and remote terminal unit exchange data on a point-to-point

communication link in the SC A DA  network. Thus, a Q K D  protocol will require two

channels, classical(Internet or fiber optic) and quantum(fiber optic). Thus, in case

either of the links breaks, the entire communication fails[105], [106]. Thus, as a part of

extended work, a quantum channel can be designed to manage quantum and classical

communication[11].



Chapter  5

Mo dule 3: L A R S C O M :  A  L ightweight  and Robust  algorithm

for Secure Communicat ion  in  Sup ervisory Contro l  and Data

Acquisit ion Networks

5.1 Summary of the Chapter

The research work reported in this chapter has resulted in the following publications:

1. S .  Ghosh, M. Zaman, R.  Joshi, S. Sampalli, LARSCOM: A  lightweight and

robust algorithm for secure communication in Supervisory Control and Data

Acquisition networks, submitted to I E E E  Access.(Impact Factor: 4.43)

2. D. Upadhyay, S .  Ghosh, H. Hohno, M. Zaman, S. Sampalli. Design and

development of secure SCADA/ I o T  (Supervisory Control and Data Acquisition/

Internet of Things) based test bench for industrial control systems and performance

evaluation of lightweight cipher on hardware emulator, submitted to Computers

Security. (Impact Factor: 5.1)

Supervisory Control And Data Acquisition (SCADA)  networks are responsible

for monitoring and controlling critical infrastructure processes. However, with the

increasing reliance of SC A DA  systems on the internet, they have become susceptible

to cyber threats. Therefore, novel security solutions are required to address emerging

threats and ensure the protection of critical infrastructures’ functionality [2, 154].

SC A DA  systems typically follow a hierarchical architecture consisting of three

main layers. The first layer, known as Level 1, encompasses field instrumentation

control, which includes sensors for measuring process variables and actuators for

controlling equipment or processes. The data collected by these sensors and actuators is

then transmitted to Level 2, which comprises Remote Terminal Units (RTUs) or

sub-Master Terminal Units (sub-MTUs). These intermediate units serve as a

bridge between the field devices and the supervisory level. They collect data from

93
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the field devices, perform local processing based on control commands, and transmit

the collected data to the supervisory level. The supervisory level, known as Level

3, consists of the Master Terminal Unit (MTU) and the Human-Machine Interface

(HMI) user interface. This level is responsible for data analysis, alarm management,

and visualization, serving as the central controller for the SC A DA  system [44, 155].

Furthermore, the sender generates an authentication tag that is sent along with

the cipher to the receiver. The receiver decrypts the cipher, extracts the message,

and validates the integrity of the message using the processed authentication tag.

Additionally, the authentication tag is encrypted using the sender’s private or secret

key and sent back to the sender for authentication tag validation. Finally, the sender

decrypts the cipher tag and verifies the integrity of the tag. The main contributions

of this chapter can be summarized as follows.

5.2 Our Proposed Scheme

This section presents a lightweight and robust secure protocol designed for the exchange

of sensitive data between the Remote Terminal Unit (RTU)  and Master Terminal

Unit (MTU)/sub-MTU within the SC A DA  network infrastructure. The framework,

illustrated in Figure 5.1, comprises three primary phases, each further divided into

sub-phases.

The first phase, Key Generation and Establishment Phase, focuses on generating

key pairs and a shared secret key. Additionally, this phase incorporates intrusion

detection mechanisms to ensure secure communication. The second phase, Encryption,

involves the generation of a cipher from the sensitive message. Finally, the third phase,

Authentication, aims to generate and encrypt a tag that validates the integrity of the

message, ensuring confidentiality.

The proposed scheme operates under the assumption that the RT U  acts as the

sender and the sub-MTU serves as the receiver. Both the RT U  and sub-MTU

store each other’s IDs. While SC A DA  standards and key management protocols

developed by researchers worldwide have aimed to address vulnerabilities inherited

from legacy systems and prevent potential exploitation in real-time communication,

they fail to fully satisfy all the security requirements of SC A DA  infrastructure.

Consequently, there is a pressing need for a hybrid security scheme that effectively
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addresses confidentiality, integrity, and availability.

Figure 5.1: Our proposed Security Framework: L A R S COM

5.2.1 K e y  Generation and Establishment

This section involves three sub-phases, mainly, Key Generation, Key Encapsulation

and Key Decapsulation as discussed below.

K e y  Generation

Algorithm 2 shows the steps followed by RT U  generating key pairs, public and secret

key, (PK,SK).  A  raw key is generated initially with n number of bits, and then it is

fed to Huffman encoding algorithm, that compresses the key to K128. It generates

the private key SK  based on hash of RTUi d , K128, time variant parameters denoted

as T V P.  The public key P K  is generated based on hashed value of id of sub-MTU

concatenated with salt and the private key. It further processes the the public key

by feeding it to hash function. The hashed public key (PKH)  and the public key is

denoted as the final public key PK 1 .
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Algorithm 2 Key Generation

Step 1. s ← {0,1}n , n ϵ Z

Step 2. K128 ← HF(F((s�t)))

Step 3. T V P  ← {t1 ,t2}

Step 4. SK  ← {K 1 2 8 ,  H (RT U id ), T V P }

Step 5. P K  ← {  H(sub-MTUid � salt), S K }

Step 6. P K H  ← H(PK)

Step 7. P K 1  ← { P K ,  P K H }

Prerequisites: Huffman Coding Function [47] HF, Hash Function H, Pseudo

random number generator F,  salt is already pre-shared in RT U  and field node,

T V P  Time Variant Parameters which includes t as the current timestamp, t1      the

timestamp before Huffman Coding Function is performed, t2 the timestamp after

Huffman Coding is performed.

K e y  Encapsulation

This phase involves applying below Radioactive Decay Law equation (5.1) in Huffman

encoding algorithm to calculate the decay or compression rate as shown in equation

(5.2)[48].

N  =  N0 e−λ t (5.1)

⇒ λ  =  
− ln N

/
N0 (5.2)

where λ  is the compression constant, N is the current key length, N0 is the raw

key length, t is the time elapsed to execute Huffman encoding algorithm, e is the

mathematical constant with value 2.7182. The public key hash value of H(PKH) is

split into two, mainly denoted as r and k. As shown in Algorithm 3, the compression

rate λ  is calculated, and is further encrypted with the essence of public key, r, to

generate the cipher, c. The value of cipher c concatenated with public key parameter, k,

is further hashed to generate the shared secret key, SSK.
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Algorithm 3 Key Encapsulation

Step 8. (r,k) ← H(PKH)

Step 9. λ  ← − l n N /N 0

Step 10. t gets the current timestamp

Step 11. c ← Encrypt�(λ, ( P K  �r))

Step 12. SSK ← H(c�k)

Step 13. Sends public key and cipher (PK1 ,  c)

Algorithm 4 Key Decapsulation

Step 14. P K H  ← H(PK)

Step 15. SK  � P K

Step 16. H(sub-MTUid � salt) � P K

Step 17. {K 1 2 8 ,  H (RT U id ), T V P }  ← SK

Step 18. {t1 ,t2} ← T V P

Step 19. t gets t2−t1

Step 20. (r,k) ← H(PKH)

Step 21. λ  ← Decrypt�(c, ( P K  �r))

Step 22. λderived ← − l n N /N 0

if λ  is =  λderived then

Communication is discarded.

elseIf λ  = =  λderived

Derive SSK, And share λderived.

Step 23. SSK ← H(c�k)
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K e y  Decapsulation

The sub-MTU receives the encapsulated information (PK1 ,  c) from RTU.  It extracts

the the public key from the recieved data, obtains the hash of public key. It further

processes the public key, to extract the parameters included, mainly, secret key, T V P.

The sub-MTU decrypts the cipher, c with the essence of public key extracted and

obtains the λ. It also follows the radioactive decay law equation to generate its own

derived compression rate, λderived. These two values are compared to validate the

integrity of the information exchanged. If λ  = =  λderived, the sub-MTU generates the

shared secret key, otherwise, the communication is discarded as shown in Algorithm 4.

5.2.2 Encryption and Message Authentication Tag generation

The RT U  uses the ASCON-128 algorithm for encrypting the sensitive message as

shown in Algorithm 5. The shared secret key and the message is fed to the ASCON

algorithm to obtain the cipher and authentication tag. The authentication tag is

further encrypted with secret key and sent to RT U  to validate the message has been

received.

Algorithm 5 Encryption and Authentication Tag Generation

Step 24. M ← Sensitive message

Step 25. (CM , TM )  ← EncryptAS C O N (M) where CM  is the encrypted message and

T M  is authentication tag.

Step 26. (CM , TM )  is sent to sub-MTU.

5.2.3 Decryption and Validation

The sub-MTU recieves the encrypted message and authentication tag from RTU.  It

decrypts the cipher and validates it by geNerating its own tag, and comparing the

generated tag with the received tag. The sub-MTU further encrypts the tag with its

own private key, and sends the encrypted authentication tag denoted as c′ . The RT U

receives the c′ , derives the private key of sub-MTU as they store each other’s id. It
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further decrypts the encrypted tag and validates it by comparing the decrypted tag

and its own RT U  tag to validate the integrity of the communication.

5.3 Security Evaluation of L A R S C O M

In this section, the thesis provides the security proof of the proposed scheme in terms

of randomness analysis of keys along with security analysis based on confidentiality,

integrity and availability. The primary focus of LARSCOM remains on confidentiality,

integrity, and availability. LARSCOM can be extended to address authorization and

accounting by implementing additional layers of security measures tailored to specific

applications and end users.

5.3.1 Random Analysis of K e y s

Our proposed scheme starts with Key generation phase, where the initial parameters

are random number as seed and Time Variant Parameters as T V P.  The pre-shared

parameters are mainly, 1) salt, 2) each MTU/sub-MTU stores the ids of RTUs in the

form: H(RTUi d  � salt), 3) each RT U  stores the ids of sub-MTU/MTU in the form:

H(sub-MTUid � salt). Based on the above assumption, the thesis has two following

cases.

1. Case 1: Seed and T V P  are unique at each session.

2. Case 2: Seed is constant for two or more consecutive session. T V P  is unique at

each session.

Thus, the public, private and shared secret key are random at each session for

both cases.

Proof. In Key Generation Phase, Algorithm 2 generates a raw key of 128 bit, K128 ←

HF(F((s�t))). The variable s and t is both unique as s is the seed generated randomly

and t is the current timestamp. Thus, K128 is random. Further, T V P  is unique as it

includes the timestamps before and after huffman coding function executed. Further,

the private key is generated such that SK  ← {K 1 2 8 ,  H (RT U id ), T V P } .  And, the

public key is generated such that P K  ← {  H(sub-MTUid � salt), SK  } .  Although,

the hashed value of id and salt are constant, the K128 and T V P  is unique for each
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communication. Thus, for case 1, the private key is random, further validating that

the public key is random when seed and T V P  are unique at each session.

For Case 2, the thesis will dive into ALgorithm 2, where the K128 is random even

if the seed is constant, as it uses current timestamp, t. Thus, public key and private

are random as well K128 and T V P  are unique. Algorithm 3, the key encapsulation

includes Step 8 as splitting the hashed valued of hashed public key into two, r and

k such that (r,k) ← H(PKH). Since P K  is unique, the P K H  is unique. Thus, the

chunked variables r and k are unique as well. The compression rate, λ  derived from λ

← − l n N /N 0  is unique since t is the current timestamp. Further, the cipher generated,

← Encrypt�(λ, ( P K  �r)), is random since λ, r and P K  are all unique. Finally, the

shared secret key is generated from hashing c and k such that SSK ← H(c�k). Since,

c and k are random, the SSK for every communication is random.

5.3.2 Security Analysis based on C I A  triad

This section evaluates the security of the proposed scheme, LARSCOM, based on

confidentiality, integrity and availability(CIA) [156]. This thesis identified the following

list of attacks, defended by the proposed algorithm addressing all the three security

requirements of SC A DA  infrastructure as shown in Figure 5.2.

Figure 5.2: Security features provided by multiple phases of the proposed scheme

In SC A DA  networks, confidentiality is violated by eavesdrop, man-in-the-middle

, and spoofing attack pretending as the authorised unit to gain sensitive data. Therefore,

as a countermeasure, the algorithm is providing encryption of data while being
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exchanged, and providing strong authentication mechanism [1]. Integrity can e

violated in various ways, involving rainbow table attack to crack the hashed values,

preimage attack to determine the input of the hashed digest, collision attack by brute

forcing to find a pair of different inputs that have the same hash, and length extension

attack where the adversary must know the hash value and the length of the hash to

crack it. Furthermore, Collision attack can be launched based on Grover’s search

in a quantum setting. Thus, as a countermeasure, the algorithm is using strong

key management scheme, as well as hashing and authentication code along besides

encryption of data [1], [2]. The third is availability which can be violated by denial

of service attack and latency. To  defend against such attacks, the algorithm acts as an

intrusion detection system, and is a lightweight, robust security framework, as

compared to the previous algorithms and AGA-12 [1],[2].

Case 1: Our proposed algorithm provides integrity as one of the security goals.

Proof. Secure Hash Algorithm (SHA-3) represents Keccak based sponge construction,

and Keccak is the winner of SHA-3 NIST competition [157], [158]. It is secure against

collision resistant, length-extension attack and second-preimage attacks. SHA-0 and

SHA-1 are not collision resistant and are completely broken . Both SHA-2 (256 bit)

and SHA-3 (256 bit) has security level of 128 [158], [131]. SHA-3 is resistant against

collision and preimage attack using Grover’s search on quantum setting [159][160].

Furthermore, in the algorithm, the module is time variant parameters which are

unique at every session, and to generate the public private and shared secret key the

module is using these unique parameters along with a proven secure hash function,

which is SHA3. And, thus the keys are unique every time. For encryption, the module

is using ASCON algorithm, based on sponge construction like SHA-3 and is proven to

be collision-resistant [161]. Furthermore, the complexity of collision against sponge

function is still unknown, and thus it can be defined as resistant against collision

using quantum computing [161]. As a countermeasure against Rainbow table [162]

attack; it is using salt to append the terminal unit ids before it is further hashed

and fed to encryption algorithm. Thus, LARSCOM provides integrity to the SC A DA

communication.

Case 2: Our proposed algorithm provides confidentiality as one of the security
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goals.

Proof. As per Proof 1, SHA3 is collision-resistant and pre-image resistant [157], [158].

Randomness of the keys are proven theoretically, and security proof of encryption

algorithm ASCON-128 is well proven [149]. The Shared Secret Key and the cipher

generated is unique at every session, and is not shared publicly, but generated by

both units. Only the public key and the cipher (C)  is exchanged, and unique at each

session. Thus, the key exchange and encryption algorithm is proven to be resistant

against eavesdropping. The public cipher is the encrypted version of the compression

rate denoted as λ, such that, c ← Encrypt�(λ, ( P K  �r)). The λ  and the public key

parameters are encrypted based on ASCON algorithm, using the private key of the

sender. λ  is used to validate the SSK established, and for detection of data

tampering caused by Man-in-the-Middle attack. Further, ASCON generates cipher

and authentication tag [149]. It validates the confidentiality and integrity of the

compression rate, and, thus the shared secret key(SSK). The unit ids and the salt

value is already pre-shared between RT U  and sub-MTU, that is, they are secret.

Thus, the algorithm generates authenticated keys and cipher, and is resistant against

spoofing.

Case 3: Our proposed algorithm provides availability as one of the security goals.

Proof. Our proposed algorithm generates compression rate to detect data tampering

and output alarms during the attack, and discard the communication. Further, based

on the comparative analysis between ASCON vs ACORN vs AES, ASCON provides a

trade off between power and throughput as shown in Table 5.1, [163]. Thus, ASCON

is chosen for the algorithm and it is suitable for resource constrained devices and

is resistant against side-channel attacks [149], [163]. Thus, the algorithms provides

resistance against denial of service attack as it detects any tampering in sensitive

command messages, and, prevents latency.

5.4 Formal Analysis of the proposed security scheme

The thesis provides a formal analysis, using Scyther tool [164], of the lightweight

and robust algorithm for secure communication between sub-MTU/MTU and RTUs.
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Table 5.1: Comparative review of ACORN, Ascon, A E S  based on power and throughput

Algorithm Power
ACORN 8.6 mW
ASCON 15.9 mW
AES 18.7 mW

Throughput
18.7 mW
91.4 Mbps
76.7 Mbps

Table 5.2: Comparative Analysis between AGA-12 and L A R S COM  based on randomness in keys

N I S T R S A
Randomness Public
Test  ( % ) K e y

N  =  10
87.7

N  =  50
81.25

N  =  100
93.75

N  =  500
93.75

R S A
Private
K e y

81.25

81.25

87.5

87.5

Proposed
Algorithm
Public
key

93.75

93.75

93.75

93.75

Proposed
Algorithm
Private
K e y

93.75

93.75

93.75

93.75

Proposed
Algorithm
S S K

87.5

93.75

87.5

93.75

Our proposed security model was built and fed to Scyther to verify the secrecy of

the data exchanged. It verifies the sender and the receiver are trusted party and

communicating over a secured channel. It also verifies authentication property which

includes aliveness of the parties, synchronization and execution of the protocol, and

message agreement between two parties. As shown in Figure 5.3, scyther tool [164]

verifies the protocol is secured and satisfies the security properties claimed, with no

attacks successfully found in the developed model.

5.5 Performance Evaluation

In the before-mention section, the proposed scheme is successfully mathematically

and formally analyzed and verified. The performance of the security framework is

evaluated. The section contains comparative analysis between AGA-12, the current

SC A DA  standard and LARSCOM, the security model for SC A DA  networks. This

module is implemented in Python 3.5 (Spyder I D E )  on macOS 1.8 GHz Dual-Core

Intel Core i5 processor.
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Figure 5.3: Formal Analysis of L A R S COM  by Scyther tool



105

Table 5.3: Comparative Analysis between AGA-12 and L A R S COM  based on Key Generation Time

Algorithms

AG A - 1 2
R S A  Public
K e y
AG A - 1 2
R S A
Private
K e y
L A R S C O M
Public K e y
L A R S C O M
Private K e y
L A R S C O M
Shared
Secret K e y

K e y  Size (in bits)

1024

1024

3388

2624

512

K e y  Generation Time (in seconds) for each sample
N  =  10 N  =  50 N  =  100 N  =  500

0.0000119 0.000009 0.000011 0.000015

0.000009 0.000013 0.000015 0.000009

0.00085948 0.00061965 0.00077462 0.00072917

0.00058289 0.00037315 0.00024517 0.00030979

0.00033975 0.000324 0.00034934 0.00038438

Average
K e y
Generation
Time     (in
seconds)
0.000011725

0.0000115

0.000745729

0.000377748

0.000349367

Table 5.4: Comparative Analysis of AGA-12 and L A R S COM  based on time to generate Cipher and
signature.

Algorithms

L A R S C O M  ( A S C O N - 1 2 8 )
AG A - 12 ( A E S - 128  and E C D S A - 7 9 2 )

Average execution time to generate Cipher and Signature
(in seconds)
N = 1 0 N  =  50 N  =  100 N  =  500
0.00314 0.00165 0.00174 0.00166
0.00992 0.00997 0.92138 0.00961

Table 5.5: Storage Cost of keys of key management schemes proposed for S C A D A  networks

K e y  Management Schemes
S K E
SKMA
ASKMA
A S K M A +
Hybrid
C K M I
Proposed Key Management Scheme

M T U S ub - M T U R T U
m(1 +  r ) 1 +  r 1
m(1 +  r ) 1 +  r 1
2m +  mr r +  log m 2 +  log r
m 1 +  r  +  log m 1 +  log r
m +  2 2r +  1 1 +  log r
2 +  r  +  m r +  2 1
m +  1 r +  1 2

5.5.1 Comparative Analysis based on N I S T  Randomness Te s t ( % )  on

AG A - 1 2  and L A R S C O M

The proposed scheme and AGA-12 are executed n times, where n =  10, 50, 100, 500

times, and fed each key bitstream sample to NIST Randomness Test suite [165] to

measure the randomness in the keys of each algorithm. AGA-12 includes RSA-1024

and the proposed algorithm has a novel key generation scheme that generates public
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key length of 3388 bit private key length of 2624 bit, and shared secret key length

of 512 bit. For N =10, Randomness of RSA Public Key is 87.7% and public key

generated in the proposed algorithm is 93.75%. And that of RSA private key is

81.25, and that of private key generated in the proposed algorithm is 93.75 and the

shared secret key is 87.5%. Similarly for n =  50, 100, 150, the randomness of the

proposed algorithm keys are higher than that of RSA keys as shown in Table 5.2.

5.5.2 Comparative Analysis between A G A - 1 2  and L A S R C O M  based on

key size and execution time to generate key pairs, cipher and

signature

This section provides simulation results of LARSCOM and AGA-12 for n times, such

that, n =  10, 50, 100, 500 and measured the time to generate each key and cipher in

AGA-12 and the proposed algorithm, LARSCOM. As shown in Table 5.3 includes the

calculated the average of each sample, and observed that time to generate RSA public

keys and private keys are lower than that LARSCOM public, private and shared

secret keys. However, the key sizes of LARSCOM is significantly higher than that of

RSA key pairs. The section also includes the time taken to generate cipher and

authentication tag or signaure in AGA-12 and LARSCOM. Based on the simulation

results, LARSCOM has lower execution time as compared to that of AGA-12 for

cipher and signature generation as shown in Table 5.4.

5.5.3 Storage Cost  of K e y s

Table 5.5 shows the storage cost of keys of each key management scheme developed for

SC A DA  networks. It is concluded that the observed storage cost of LARSCOM keys

are relatively low compared to the other schemes, except for ASKM A+.  The MTU of

Proposed is only m+1, which is lower than all the other schemes except ASKM A+.

Additionally, the Sub-MTU of Proposed is only r+1, which is the lowest among all

the schemes. This indicates that the Proposed Key Management Scheme requires

less storage space for keys compared to the other schemes, except for ASKM A+.

Table 5.5 has two variables m and r is the number of MTUs or sub-MTUs and RTUs,

respectively. For (m,r) =  (2,2), the visual representation is shown in Figure 5.4.
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Figure 5.4: Storage Cost of keys for each key management schemes developed for S C A D A  networks.

5.5.4 Execution Time of proposed scheme and A G A - 1 2  on hardware

S C A D A  testbed

This section provides the experimental results observed of LARSCOM implemented

on Raspberry Pi. In Table 5.6, the session key generation and distribution algorithm

have the execution time of 0.277996 millisecond. Wheras, both encryption using a

symmetric key and tag generation as well as decryption and validation using tag

requires same execution time of 0.672602 milliseconds. Thus, both the operations

require a similar amount of processing time and has higher execution time than that of

session key generation and distribution algorithm. Furthermore, in Table 5.7, The time

to generate Public Key is 1.495 milliseconds, while that of Private Key took 2.680

milliseconds. Thus, public key generation took less processing time on raspberry pi

as compared to that of private key generation.

Table 5.8 displays the execution time of RSA algorithm and key sizes generated

in AGA-12. For the RSA algorithm, both the RSA Public Key and RSA Private

Key have a key size of 1024 bytes. The key generation process for both keys took

approximately 108.485 milliseconds, with a negligible difference of 0.003 milliseconds

between the public and private keys. In Table 5.9, the execution time of encryption
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Table 5.6: Execution Time of L A R S COM  on Raspberry Pi3

Execution Time of algorithms on Raspberry P i
Algorithms (executed on Raspberry P i ) Execution Time (ms)

Session Key Generation & Distribution                          0.277996
Encryption using Symmetric Key and tag                        0.672602
Decryption and Signature/Tag Generation                       0.672602

Table 5.7: Time taken to generate public and private key in L A R S COM

Execution Time of Algorithms on Raspberry P i
K e y s  Generated K e y  Sizes (in bits) K e y  Generation (in ms)
LARSCOM Public Key                       3388                                           1.495
LARSCOM Private Key                      2624                                           2.680

Table 5.8: Time taken to generate public and private key in AGA-12

Execution Time of A G A - 1 2  Algorithms and K e y  Sizes on Raspberry P i
K e y s  Generated Key Sizes(in bytes) Key Generation (in ms)
RSA Public Key                     1024                                                 108.485
RSA Private Key                    1024                                                 108.488

Table 5.9: Execution Time of AGA-12 in Raspberry P i

Execution Time of Algorithms on Raspberry P i
Algorithms (executed on Raspberry P i ) Execution Time (ms)

AGA-12 Encryption 2.445
AGA-12 Signature Generation                                     68.419

and signature generation in AGA-12 is presented. The AGA-12 Encryption algorithm

took 2.445 milliseconds to execute, while the AGA-12 Signature Generation algorithm

took significantly longer at 68.419 milliseconds.

5.5.5 Memory Utilization of proposed scheme and A G A - 1 2  on hardware

S C A D A  testbed

Table 5.10 presents the observed memory utilization of LARSCOM algorithms on a

Raspberry Pi, mainly, memory usage across key generation, SSK generation and

distribution, encryption, and decryption phase. The memory parameters that have

been observed are RSS, VMS, Shared, Text, and Data of each phase. The total

memory utilization is the sum of all the memory parameters and that adds up to

118.59 MB for RSS, 207.56 MB for VMS, 51.44 MB for Shared, 15.04 MB for Text,
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and 69.75 MB for Data. The size of the data are displayed in megabyte(MB).

Table 5.10: Memory Utilization of L A R S COM  in Raspberry P i

Memory util ization of proposed security algorithms on Raspb erry  P i
Memory K e y S S K E n c r y p t ion Decrypt ion Total
Parameters Generation Generation and Ta g  and Ta g

& generation generation
Distr ibut ion

R S S 29.67 MB
V M S 51.71 MB
Shared 12.87 MB
Te x t 3.76 MB
Data 17.20 MB

29.64 MB
51.97 MB
12.85 MB
3.76 MB
17.46 MB

29.64 MB
51.90 MB
12.85 MB
3.76 MB
17.45 MB

29.64 MB 118.59
51.98 MB 207.56
12.87 MB 51.44
3.76 MB 15.04
17.64 MB 69.75

Table 5.11: Memory Utilization of AGA-12 in Raspberry P i

Memor y  Uti l izat ion of A G A - 1 2  on Raspb erry  P i
Memor y  Parameters R S A  K e y  Generation A E S  E n c r y p t i o n E C C  Signature Total

R S S                                        20.2 MB                               20.6 MB                        20.4 MB                61.2
V M S                                       34.7 MB                               34.9 MB                        34.7 MB               104.3

Shared                                    9.29 MB                               9.31 MB                        9.29 MB               27.89
Te x t                                        3.76 MB                               3.76 MB                        3.76 MB               11.28
Data 11.5 MB 11.8 MB 11.5 MB 34.8

A  similar analysis of memory utilization of AGA-12 algorithms has been performed

as shown in Table 5.11. For RSA Key Generation, the memory utilization is 20.2 MB

for RSS, 34.7 MB for VMS, 9.29 MB for Shared, 3.76 MB for Text, and 11.5 MB for

Data. For AES Encryption, the memory utilization is 20.6 MB for RSS, 34.9 MB

for VMS, 9.31 MB for Shared, 3.76 MB for Text, and 11.8 MB for Data. For E C C

Signature, the memory utilization is 20.4 MB for RSS, 34.7 MB for VMS, 9.29 MB

for Shared, 3.76 MB for Text, and 11.5 MB for Data. The total memory utilization

of AGA-12 algorithms is calculated and, is further analyzed for comparison between

LARSCOM and AGA-12.

5.5.6 Comparative Analysis between A G A - 1 2  and L A R S C O M  based on

Memory Utilization and Execution Time

This section provides comparative analysis between LARSCOM and AGA-12 based on

two factors: mainly, Execution Time, and Memory Utilization as shown in Table 5.12

and Table 5.13 respectively. The observed result in both tables provides an in-depth
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insight towards the performance characteristics of the algorithms and optimizing their

execution on Raspberry Pi devices. Based on Table 5.12, proposed scheme takes

1.6210 milliseconds, and AGA-12 has a much higher total execution time of 287.837

milliseconds.

Table 5.12: Execution Time of AGA-12 vs L A RC SOM  on Raspberry P i

Comparative Analysis  based on Execut ion T i m e  of the algorithms on Raspb erry  P i
Secur i ty  algorithms Total  Execut ion  t ime ( i n  ms)
L A R S COM 1.6210
AGA-12 287.837

In Table 5.13, based on the observations, LARSCOM, the memory utilization

is 118.59 for RSS, 207.56 for VMS, 51.44 for Shared, 15.04 for Text, and 69.75

for Data. And that of AGA-12 is 61.2 for RSS, 104.3 for VMS, 27.89 for Shared,

11.28 for Text, and 34.8 for Data. Thus, LARSCOM shows the higher utilization

across all memory parameters, AGA-12 has the lower memory utilization. Based on

the comparative analysis results, the thesis conclude that LARSCOM requires more

resources, however, still performs reasonably well. AGA-12, on the other hand, has

significantly higher memory utilization and execution times.

Table 5.13: Memory Utilization of AGA-12 vs L A RC SOM  on Raspberry P i

Memory Utilization of the algorithms on Raspberry P i
Security Methods R S S V M S Shared Te x t Data
L A R S C O M 118.59 207.56 51.44 15.04 69.75
AG A - 1 2 61.2 104.3 27.89 11.28 34.8

5.6 Concluding Remarks

SC A DA  systems serve as the backbone of industrial control system infrastructures,

playing a critical role in monitoring and controlling essential processes that require

robust protection against cyber attacks. To  address this need, this thesis proposes

a novel lightweight and robust security framework, called LARSCOM, designed for

secure communication between terminal units within SC A DA  networks. LARSCOM

effectively meets all the necessary security requirements outlined by SC A DA  standards,

ensuring confidentiality, integrity, and availability of the communication.
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The proposed scheme has undergone rigorous mathematical analysis and formal

verification to validate its security claims. The randomness of the generated public,

secret, and shared secret keys has been mathematically proven, instilling confidence

in their cryptographic strength. The security proof of the algorithm has also been

established through mathematical means. Notably, the Proposed Key Management

Scheme requires less storage space for keys compared to other schemes, with the

exception of ASK MA + .  Additionally, LARSCOM exhibits a higher level of randomness,

as demonstrated by passing the NIST statistical tests.

However, it should be noted that LARSCOM employs longer key sizes (public and

private keys) compared to the AGA-12 standard. Consequently, the key generation

process in LARSCOM takes significantly more time. On the other hand, the generation

of ciphers and signatures in LARSCOM is considerably faster than that of AGA-12.

This eficiency improvement contributes to enhanced real-time monitoring, control

capabilities, and eficient data processing.

Looking ahead, future work can involve the development of a secure SCADA-based

hardware test bench, utilizing two communication protocols, namely Modbus and

MQTT (MQ Telemetry Transport). This endeavor would involve deploying Module 3

(the security module) and AGA-12 on a Raspberry Pi 3-based testbed to measure the

computational speed and memory utilization of the algorithm in real-time applications.

Experimental results have indicated that LARSCOM requires more resources compared

to AGA-12, but still performs reasonably well. LARSCOM exhibits lower execution

times, enabling its algorithms to complete their operations more quickly than those

of AGA-12.
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Conclusion

This thesis presents a novel approach to enhance the security of SC A DA  networks.

Despite the critical role of SC A DA  networks in ICS, they are vulnerable to current

and potential cyber attacks due to the lack of essential security features, particularly in

terms of confidentiality, integrity, and availability. Consequently, there is a pressing

need to fortify the existing standards and establish robust security measures to ensure

secure communication within these networks.

The thesis introduces a collision and preimage resistant framework designed to

protect the security of SC A DA  systems. Additionally, it proposes a Multi phase

Quantum Resistant Framework that leverages entanglement and supersingular isogeny

based cryptography. This framework enhances the privacy of shared secret keys and

provides authentication for quantum cryptography. It offers resistance against various

types of attacks, including quantum attacks based on Shor’s and Grover’s search

algorithms, as well as traditional and quantum man-in-the-middle attacks.

Furthermore, the thesis presents the LARSCOM algorithm, a lightweight and

robust solution for secure communication within SC A DA  networks. This algorithm

ensures confidentiality and integrity in communication and provides resistance against

replay attacks and quantum attacks. Notably, the proposed algorithm outperforms

the current SC A DA  security crypto-based standard, AGA-12.

By deploying the proposed security framework, SC A DA  networks can establish a

robust defense mechanism against potential breaches and attacks, thereby safeguarding

critical infrastructure and ensuring the uninterrupted operation of industrial processes.
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ABSTRACT Supervisory Control and Data Acquisition (SCADA) systems are used for monitoring industrial
devices. However, their security faces the threat of being compromised due to the increasing use of open
access networks. The primary objective of this survey paper is to provide a comparative study of the on-
going security research in SCADA systems. The paper provides a classification of attacks based on
security requirements and network protocol layers. To secure the communication between nodes of SCADA
networks, various security standards have been developed by different organizations. We conduct a study of
the security standards developed for SCADA networks along with their vulnerabilities. Researchers have
proposed various security schemes to overcome the weaknesses of SCADA standards. The paper organizes
security schemes based on current standards, detection, and prevention of attacks. It also addresses the future
challenges that SCADA networks may face, in particular, from quantum attacks. Furthermore, it outlines
directions for further research in the field.

INDEX TERMS Asymmetric cryptography, intrusion detection system, key management protocol, n-ary
tree, symmetric cryptography, SCADA networks.

I. INTRODUCTION
SCADA systems are used as control systems for monitoring
industrial processes such as oil mining, electric grids, traf-
fic control systems, water treatment plants, space stations
and nuclear systems. Modern SCADA systems have been
exposed to a range of cyber attacks since they use open access
networks to leverage efficiency. Failure to secure SCADA
systems can be catastrophic [1]. For example, a malicious
user can take control of the power supply to a city, shut down
the water supply system, or cause the malfunction of a nuclear
reactor.

Modern SCADA systems have a number of added fea-
tures which increase the system complexities and are thus
difficult to maintain. Some of the added features include
control logic, communication protocols, user interfaces, and
security. For example, many organizations do not tolerate data
delay or data loss. Added features like firewall function and
anti-virus software processes can lead to delayed delivery of
data [2]. The systems must operate continuously and in tight
timing [3]. Moreover, the communications are vulnerable to

The associate editor coordinating the review of this manuscript and
approving it for publication was Chin-Feng Lai.

various threats. In the past few years, the number of cyber-
attacks, in general, is rising and has been affecting power
station, water, gas, and nuclear control systems. The pattern
of cyber-attacks has also evolved beyond the simple attacks
such as Denial of Service or Man-in-the-Middle [3].

In December 2015, due to a successful cyber-attack on
SCADA, nearly 250,000 people were left without power for
hours in Ukraine. After a year, another similar attack hit the
country. This attack was launched by using spear phishing
emails and is still in practice against industrial organiza-
tions. According to the U.S. Department of Justice, there
was an attack on a small dam in Rye Brook, New York
in 2013. The hackers gained access to the core command-
and-control system by using a cellular modem. Although the
breach occurred in 2013, it remained unreported until 2016.
Furthermore, according to a FBI and Homeland Security joint
report [4], there have been cyber-attacks on nuclear power
plants throughout the U.S., in which the control systems were
targeted. The main motive and severity of the attacks are not
known, but the method used for the attack was spear phishing.

SCADA networks also comprise of resource-constrained
devices such as Remote Terminal Units and Programming
Logic Units, and these devices require lightweight ciphers.

135812 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019
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FIGURE 1. SCADA network communication architecture.

Traditional intrusion detection systems (IDSs) are now
unable to protect from new threats [5]. Robust security
schemes involving machine learning to detect intrusions
and encryption algorithms are essential to ensure a secure
encrypted communication between nodes in SCADA net-
works. These threats and attacks have motivated researchers
and organizations to develop new robust and secure tech-
niques for SCADA networks.

Although there are several survey papers on security
threats, key management schemes, and intrusion detection
systems in SCADA networks [6]–[8], the reviews do not
provide a comprehensive comparison of the various schemes.
The work by Sajid et al. [9] is an excellent survey on the
security and challenges of the SCADA systems. However,
the paper does not provide a comparison of all the security
protocols and standards for SCADA systems. Motivated by
this, our paper is an extension of the survey provided by
Sajid et al. [9]. It gives a review of the SCADA communi-
cation structure and the recent threats faced by them. It then
provides a classification and comparative study of the exist-
ing security protocols used and proposed to date. Based on
the analysis, it also provides the limitations of each of the
standards and protocols.

A. CONTRIBUTION OF THE SURVEY
The main contribution in this survey is to provide researchers
and organizations with a report that discusses and analyzes
the schemes and efforts proposed to secure the SCADA
networks. It also gives a comparative study of the existing
standards and schemes. Furthermore, it identifies a new threat
based on quantum computing faced by SCADA networks.

B. ORGANIZATION OF THE SURVEY
Section II and Section III describe the SCADA com-
munication structure and threats faced by such systems.

VOLUME 7, 2019

Section IV describes the attacks on SCADA networks.
Section V discusses the threat posed by quantum comput-
ing. Section VI gives a thorough study of on-going SCADA
security schemes. Section VII discusses the primary factors
used for comparison of all the schemes. Section VIII gives a
critical analysis of the schemes used to secure the SCADA
networks, and Section IX provides concluding remarks.

II. SCADA COMMUNICATION ARCHITECTURE
SCADA systems consist of several entities organized in a
hierarchical structure [5]. They are used in monitoring var-
ious kinds of infrastructure and industries. They comprise
the integration of data acquisition systems, data transmission
systems and Human-Machine Interface (HMI) [5]. The HMI
is a user interface that connects a person to a device. It is
mainly used to visualize data, and monitor production time,
machine inputs and outputs. Figure 1 illustrates a generic
SCADA network communication architecture [10]–[12]. The
HMI is a software interface while the hardware components
are as follows [11], [12].

• Master Station Unit or Master Terminal Unit (MSU/
MTU) is the control center of a SCADA network.

• Sub-MSU or Sub-MTU acts as a sub-control center.
However, it is not needed in some cases. The MSU can
connect to the remote station units directly.

• Remote Station Units are Remote Terminal Unit (RTU),
Intelligent End Device (IED) and Programmable Logic
Controller (PLC). They are used to monitor sensors and
actuators to collect data values.

A communication link is shared between the MSU and
Remote Station Units. Various types of communication links
may be used, such as wired ethernet, WiFi or satellite link.

SCADA system architectures have four typical architec-
tural styles [13]:
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• Monolithic: In 1970s, control units or MTUs were hard-
wired to RTUs.

• Distributed: In 1980s to 1990s, MTUs and RTUs com-
municated using communication protocols and servers.
However, they did not allow Internet connection.

• Networked: In 2000s, SCADA architecture started
using external networks like the Internet.

• Web-based SCADA: Currently, users can access
SCADA systems using web browsers and mobile
devices.

The evolution of SCADA has led to increased complex-
ities. Some of the features responsible for this are the
following [2], [13].

• Addition of new components such as computers, operat-
ing stations, communication servers and other types of
resources.

• Increase in amount of data exchange between units with
increase in the number of components.

• Increase in the amount of interactions between system
components.

• Usage of firewalls and antivirus software that conse-
quently slows down the processing power of the system
and leads to delay in data transfer to other units.

Thus, as the size of the SCADA architecture and added
features increase, the complexity of the SCADA architec-
ture also increases. This makes managing large amount of
data more difficult leading to loss of data availability. Fur-
thermore, it makes the SCADA architecture susceptible to
cyber-threats [2], [13].

III. SECURITY THREATS FACED B Y  SCADA NETWORKS
Like any other system or network, a SCADA network faces
the following threats [1], [12].

• Loss of availability can cause power outages and can
have a negative impact on the efficiency of power sup-
ply. This condition may have a cascading effect in the
physical domain. Thus, achieving availability as a secu-
rity goal should be one of the primary objectives of a
SCADA network.

• Loss of integrity is a scenario when the attacker modifies
the data, and thus, the receiver receives the changed
data. This type of scenario is achievable by launching
a Man-in-the-Middle attack, which can further result in
malware injection and IP spoofing.

• Loss of confidentiality can be achieved by eavesdrop-
ping on a channel. It leads to the loss of privacy and
stealing of data as private data is exposed.

• Repudiation is where the sender denies they have sent
the data at that time.

• Slowloris, GoldenEye for operating system Kali Linux.
• And, another tool named Low Orbit Ion Cannon

(LOIC) [28]
• Lack of authentication in the Distributed Network Pro-

tocol 3.0 (DNP 3) used in SCADA systems which can
lead to an impersonation attack [14].
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IV. ATTACKS ON SCADA NETWORKS
The usage of Internet connectivity, cloud computing, wireless
communications, and social engineering on SCADA net-
works have made its architecture vulnerable [1]. One of the
main reasons for the vulnerabilities in SCADA is the lack of
strong encryption and real-time monitoring.

Attacks can occur at all layers from the supervisory level
to the field instrumentation level [15]. The most common
attacks are outlined in Table 1A and 1B [15]–[19].

They can also be categorized based on attacks on hardware,
software, and network connection [15].

• Attack on hardware: This is a scenario where the
hacker gets unauthenticated access to the units and
tampers with them or their functions. The primary
challenge in securing hardware is access control. For
example, the doorknob-rattling attack [15] as explained
in Table 1.

• Attack on software: The SCADA system utilizes a vari-
ety of software to enhance its efficiency by fulfilling the
functional demands. However, due to poor implementa-
tion, it is vulnerable to SQL injection, trojan horse and
buffer overflow. These are a few examples of attack on
software [15].

• Attack on network connection: The attack on commu-
nication stack can be on the network layer, transport
layer, and the application layer. Figure 2 gives a clas-
sification of attacks based on the layers of the Open
Systems Interconnection (OSI) model and maps them to
the violation of security goals, namely, confidentiality,
integrity, availability, and non-repudiation [15].

V. POSSIBLE ATTACK USING QUANTUM COMPUTING
A. QUANTUM COMPUTER
Traditional computers are the digital electronic computers
which encode information in bits, where each bit can be 0
or 1. They execute algorithms on bits using simple digital
logic operations such as AND, OR, and NOT [33]. Instead,
quantum computers encode information in qubits which are
generated using atoms as digital bits [34]. The value of qubits
is based on the rules of modern physics: superposition and
entanglement principle. According to the superposition prin-
ciple, each qubit can represent 0 or 1 or both at the same time.
Entanglement occurs when two superposed qubits are allied
with each other [34], [35]. Therefore, the number of qubits is
directly proportional to the number of states held by the set
of qubits [35], [36]. These two principles make quantum
computing way faster than traditional computing.

A quantum algorithm was proposed to solve a binary maze
problem [37]. Each line has one input and two outputs.
The quantum algorithm attempted all the paths at the same
time, and therefore, it solved the problem at extreme speed.
Whereas, solving the maze problem was hard for a tradi-
tional computer since the size of the problem was doubling
each time. For example, a 1000 step binary maze has 2 1000

outcomes, and this took more time in the case of traditional
approach [37].
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TABLE 1. A. Standard attacks on SCADA networks.

D-wave, a quantum computing company, launched its
first commercial quantum computer named D-Wave One
in 2011, which is being used by National Aero-nautics
and Space Administration (NASA) for in-depth

VOLUME 7, 2019

space exploration. By 2013, they increased the number of
qubits and released the D-Wave Two system. Google is
also planning to use a quantum computer for big data
mining [35].
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TABLE 1. B. Standard attacks on SCADA networks.

FIGURE 2. Classification of SCADA attacks in terms of security requirements and OSI layers.

B. BRUTE FORCE ATTACK BY  USING A QUANTUM
COMPUTER
The capacity and speed of quantum computer for solving
mathematical problems make them a threat to traditional
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security schemes. All the encryption schemes are derived
from mathematical logic. Cracking these schemes may be
possible for quantum computers [38], [39]. One such
problem is Elliptic curve cryptography (ECC or ECDSA).
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TABLE 2. Steps in Shor’s Algorithm. The QFT refers to (1).

N  1

yk =1/
p

N xj ! jk , k =  0, 1, 2, 3, ....., N      1 (1)
j=0

where,
! n  =  e N      and is a primitive Nth root of unity, N is the

length of vectors such that N : =  2n [43].
Existing security standards and schemes are based on

traditional cryptography such as Advanced Encryption Sys-
tem (AES), Elliptic-curve cryptography (ECC), and Secure
Hash Algorithm (SHA). Therefore, they are vulnerable to
quantum attacks. The transformation of quantum comput-
ing from theory to practice in the recent past has not only
brought with its potential advantages but also increasing
threats [38], [39].

Using Shor’s algorithm, a quantum computer can launch a
brute force attack and crack ECC in a brief time [39].

Shor’s algorithm is a quantum algorithm for factorizing
a number [40]. It implies that any public key cryptography
can be easily cracked. The algorithm has two sections as
follows [41]. Table 2 shows the steps.

• The classical computer can compute Section 1 in
Table 2. It reduces the factoring problem to an order
finding problem using the Euclidean algorithm. The
Euclidean algorithm is a fast scheme to calculate the
greatest common divisor (gcd) of two integers [42].

• Section 2 is the quantum part which used order finding
algorithm. It finds the period of the function using the
Quantum Fourier Transform (QFT).

In step 2, to calculate the period of the function based on
the series, Quantum Fourier Transform (QFT) is used. Using
QFT increases the speed of the algorithm by evaluating the
function at all points simultaneously [41]. The QFT is a linear
operator when applied to any state of qubit transforms it into
another state. In other words, it is applied to the vector of
amplitudes of a quantum state. [43] For example, if QFT
operates on a quantum state X, then it transforms it into a
quantum state Y.

N  1

X : |x > = xi|i >
i=0

N  1

Y : |y > = yi|i >
i=0
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VI. EXISTING SCADA SECURITY SCHEMES
An attack on a SCADA system may have many adverse
effects. Due to this reason, organizations and researchers have
been putting much effort into developing standards, proto-
cols, and security schemes. The existing security schemes
can be categorized based on: current standards, detection of
SCADA attacks, and prevention of SCADA attacks.

Classification 1: Current standards can be divided into
two categories: Standard Providing Guidelines and Standards
acting as crypto-suites. These standards are used in practice
depending on the particular industry’s requirements. How-
ever, the mechanisms of thwarting attacks in the standards
are either not clearly discussed or, are not strongly secure.

Thus, to add more security in the existing standards for
SCADA, many researchers have proposed novel schemes.
In this paper, the academic effort has been further classified
into two following categories:

Classification 2: Detection of SCADA attacks consists
of all the proposed intrusion detection systems for SCADA
networks. The main objective is to overcome the lack of
availability that is one of the security requirements.

Classification 3: Prevention of SCADA attacks consists
of all the key management protocols proposed to secure the
communication between the units.

A. CURRENT STANDARDS
Throughout the world, over 10 countries have proposed more
than 40 standards and protocols. The available standards are
described as follows [44], [45]. Few of the standards pro-
vide guidelines to secure an infrastructure from physical and
cyber-attacks. Furthermore, the remaining standards include a
major part that acts as a crypto-suite. In this paper, they are
categorized into two: 1) Security guidelines-based Standards
and 2) Crypto-suites based Standards.

1) SECURITY GUIDELINES BASED STANDARDS
a: IEEE 1402
Institute of Electrical and Electronics Engineers (IEEE)
1402-2000 is an IEEE Guide for Electric Power Substation
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Physical and Electronic Security. The Power Engineering
Society/Substations of IEEE sponsors the standard. It dis-
cusses security issues caused by human intrusion at power
supply substations along with methods and schemes to miti-
gate physical and electronic intrusions [46].

In the guide, the intrusions are classified into four main
categories: pedestrian, vehicular, projectile, and electronic
intrusion [45], [46]. The paper also categorizes the security
methods used at power control substations [45], [46].

The computer security systems include using passwords,
dial-back verification, selective access, virus scans, and
encryption. The guide also explains the substation security
plan and categorizes it into three questions: Why is the plan
required? Who may monitor the plan? What security methods
are needed? According to the guide, these are the main criteria
on which the security plan should be executed [45], [46].

IEEE 1402 does not solely focus on the information secu-
rity. Rather, it gives a broad and general guideline for physical
as well as cyber security.

b: ISO 17799 – ‘‘INFORMATION TECHNOLOGY – CODE OF
PRACTICE FOR INFORMATION SECURITY MANAGEMENT’’
The International Organization for Standardization (ISO)
published ISO 17799 in December 2000. The ISO 17799 is
an international guideline for monitoring information secu-
rity management of any organization [45]. The standard
refers to information as an asset that is valuable to
industry. The main objective of the standard is to pro-
tect the asset by preserving confidentiality, integrity and
availability [47].

ISO 17799 provides a structured guideline to control secu-
rity and perform security risk assessment. It provides the
following benefits [47].

• Organizational Security
• Asset Classification
• Personnel security
• Physical and environmental security
• Network management that involves media handling,

backup schedules and logging.
• Access control
• Maintenance of cryptographic controls and system

integrity.

ISO 17799 is the one standard that is dedicated to Information
Security Management. However, ISO 17799 does not provide
any evaluation methodology of a security scheme. It also
does not deal with the requirements of functional and security
components in an organization. ISO 15408 was developed
in 2004 to alleviate some of these issues.

c: ISO 15408 – ‘‘COMMON CRITERIA FOR INFORMATION
TECHNOLOGY SECURITY EVALUATION’’
ISO developed the ‘‘Common Criteria got Information Tech-
nology Security Evaluation’’ in January 2004 [45]. The crite-
ria are used to evaluate various functional classes as listed as
follows [48].
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• Audit
• Communication
• Cryptographic support
• User data protection
• Identification and authentication
• Security Management
• Privacy
• Security functions protection
• Resource Utilization
• Access
• Trusted path/channels

It has three sections. ISO 15408-1 provides the introduction
and general model. ISO 15408-2 provides the functional
security components, and ISO 15408-3 discusses the security
assurance components [45].

However, the report does not focus on the utilization of
cryptographic designs in communication and control appli-
cations [45]. Furthermore, it does not uniquely focus on the
need of physical security in SCADA structure.

d: NERC SECURITY GUIDELINES – ‘‘SECURITY GUIDELINES
FOR THE ELECTRICITY SECTOR: PHYSICAL SECURITY’’
On June 14, 2002, North American Electric Reliability Coun-
cil (NERC) releases a version 1.0 of NERC Security Guide-
lines discusses physical and cyber security along with the
general practices for protecting the power supply infrastruc-
ture systems [45].

The general guideline focuses on the need of the physical
security to maintain the integrity and availability of elec-
tric power systems, for example, promoting and deploying
the security standards and procedures, periodic evaluation
of the security measures, monitoring and reporting threats to
the operating section, and quick recovery of the delivery
services if damaged [49].

The report also guides to follow a strategy ‘Protection in
Depth’. The objective of this strategy is to delay the progress
of an attacker. This buys time to the organization to defend
and recover against the attack [49].

However, the security guidelines focus mainly on physical
security. In 2003, NERC produced a report that deals with
cyber security parameters.

e: NERC 1200 – ‘‘URGENT ACTION STANDARD 1200 –
CYBER SECURITY’’ AND NERC 1300 – ‘‘CYBER SECURITY’’
NERC developed a temporary standard named ‘‘Urgent
Action Standard 1200’’ for setting a set of security require-
ments for the energy industry infrastructure. NERC adopted
this standard on August 13th, 2003 for a one-year period and
later, it extended the standard till August 2006 [45].

NERC developed NERC 1300 to replace NERC 1200 by
addressing the security requirements and recommendations
mentioned in NERC 1200 [45], [50]. NERC 1300 focuses
on both physical and cyber security. The report has a
section that implies that a responsible industry should follow
the System Security Management to prevent any malicious
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TABLE 3. Concerns addressed in API 1164.

cyber activity. The Management section mainly involves the
following security measures [50]:

• Account and Strong Password management.
• Using security patch manager to check security updates.
• Using anti-virus monthly.
• Performing vulnerability assessment at least annually.
• Preserving and auditing system logs quarterly.
• Using operating status monitoring tools.
• Back-up of information on computer systems.
• Disabling unused ports.

NERC 1200 and NERC 1300 are security guidelines for the
energy industry infrastructure. They do not provide security
features for the oil and pipeline infrastructure. Therefore,
the American Petroleum Institute developed a standard that
provides security guidelines for control systems of oil and
pipeline systems.

f: API 1164 – ‘‘SCADA SECURITY’’
API 1164 has three editions. The first edition was released in
September 2004. It specifies guidance to secure the SCADA
system used in the oil and pipeline infrastructures [45], [51].
It addresses the following issues mentioned in Table 3 [45].

The second edition is the API – ‘‘Security Guidance for
the Petroleum Industry.’’ Oil and gas infrastructures utilize
this standard to prevent terrorist attacks [45].

The American Petroleum Institute and the National Petro-
chemical and Refiners Association mutually developed the
third edition named API- ‘‘Security Vulnerability Assessment
Methodology for the Petroleum and Petrochemical Indus-
tries’’. It is utilized for evaluating various kinds of threats,
vulnerabilities, and aftereffects of terrorist attacks [45].

The above-discussed standards are general guidelines to
protect the infrastructure of an organization. They do not
involve any in-depth discussion of cryptographic algorithms
or any technical methodology to detect or protect from any
attack. However, the following standards use crypto-suites.

2) CRYPTO-SUITE STANDARDS
a: IEC 62210 – ‘‘DATA AND COMMUNICATION SECURITY’’
In 1999, IEC 62210 was developed by the Interna-
tional Electrotechnical Commission (IEC) as the report of
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IEC TC 57 AHWG06. Later, AHGW06 was systemized
into Working Group (WG) 15 upon Data and Communi-
cations Security. Later, it was published in 2003. The IEC
TC57 WG15 developed the cybersecurity standards for power
control system communications [45].

The working group report describes the security process
for the power control systems which involves the corporate
security policy, network security protocol, and the end to end
application security. The security scheme was also utilized
for encrypting communication in the network [45].

AHWG06 issued the report recommending establishing
the following tasks [45]:

• Consequence analysis combined with ISO 15408
• Attention to the application layer
• Address key management
• Address end-to-end security

However, the above recommended tasks were challenging to
resolve at that time [45]. Therefore, the following standard
was developed as an extension of IEC 62210.

b: IEC 62351 – ‘‘DATA AND COMMUNICATION SECURITY’’
International Electrotechnical Commission (IEC) developed
IEC 62351 to address the deficiency in IEC 62210. The
standard is classified into as shown in Table 4 [45], [52]:

Using TLS security, IEC 62351 provides defense mech-
anisms against various attacks including spoofing, message
replay attack and to some extent Denial-of-Service (DoS)
attacks. However, it involves simple encryption schemes.

Immediately after the 9/11 attack, the American Gas Asso-
ciation (AGA) decided to improve the security mechanism
which can protect SCADA communication from malicious
users. The primary purpose of the standard was to develop a
security scheme which can provide security as well as save
time and computation cost [44].

c: AGA-12 – ‘‘CRYPTOGRAPHIC PROTECTION FOR SCADA
COMMUNICATIONS GENERAL RECOMMENDATIONS’’
Traditional security protocols used in SCADA systems
such as IEC 60870, DNP3, IEC 61850 and Modbus lack
proper security services [14]. However, the new protocol
AGA-12 provides security features to the SCADA systems.
It uses cryptographic suites to secure the wireless communi-
cation between field devices and the MTUs [14], [45]. The
steps in AGA-12 is described in Table 5 [44].

AGA-12 provides confidentiality, integrity and authenti-
cation. However, it fails to provide availability. It does not
defend against DoS attacks. Furthermore, AGA-12 uses RSA
as the key management protocol which has been cracked
recently [53].

Furthermore, the current standards including IEC 62210,
IEC 62351 and AGA-12 fail to provide two main security
requirements, namely, defense against DoS attacks and a
strong key exchange protocol.

The aforesaid studies have research gaps that fail to address
availability and secured communication channel. Therefore,
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TABLE 4. Classification of IEC 62351.

researchers have proposed schemes to overcome these limi-
tations in SCADA networks.

In this paper, the proposed schemes are categorized based
on limitations addressed.

• Detection of SCADA attacks: It involves the security
schemes addressing the availability issue in the SCADA
networks. Most of the schemes are based on machine
learning algorithms.

• Prevention of SCADA attacks: The discussed schemes
address the key exchange and management issue in
SCADA networks.

B. DETECTION OF SCADA ATTACKS
Traditional standards and Intrusion Detection Systems (IDSs)
such as firewalls used in SCADA are not strong enough to
cope up with emerging attacks [5]. To increase the immu-
nity in SCADA, machine learning algorithms, such as Naïve
Bayes, Random Forest, C4.5 decision tree algorithm, Sup-
port Vector Machine, etc. are used to detect intrusion in the
network [54].
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1) RULE-BASED INTRUSION DETECTION SYSTEM
FOR SCADA NETWORKS
The proposed IDS uses a rule-based in-depth protocol anal-
ysis along with a Deep Packet Inspection (DPI) method. The
model establishes a new set of intrusion recognition rules.
The rule-based scheme contains two sub-schemes; namely,
signature-based detection and model-based detection [55].
Signature-based detection utilizes a blacklist approach and is
used for detecting a more significant amount of false spon-
taneous messages, unauthorized commands between nodes,
and buffer-overflow. The model-based detection builds a
model based on an in-depth analysis of the protocol. The
created models portray the expected behavior of the pro-
tocol. It uses protocols and traffic pattern to generate the
expected behavior [55]. It can detect known attacks as
well as its source. Using the proposed IDS along with
IEC/104 protocol, unknown attacks may be diagnosed in
the SCADA network [55]. However, the proposed rule-
based IDSs do not ensure the detection of novel or uniden-
tified intrusions that pass through traditional IDS in open
access networks.

2) NETWORK ANOMALY DETECTION FOR
M-CONNECTED SCADA NETWORKS
Usually, IDSs and security schemes are for SCADA systems
using open access networks. However, there is no intru-
sion detection mechanism for closed and isolated SCADA
networks. This kind of SCADA architecture is referred to as
an ‘m-connected’ SCADA network [56].

The model uses a dynamic detection for detecting intru-
sions with a packet logger and packet sniffer followed by
a pattern matching algorithm. It generates new rules and
stores them in a database. It further uses new rules for the
next round [56]. The proposed scheme is based on rule-
based intrusion detection and further research is needed
for accurate implementation [56]. Furthermore, the
scheme does not guarantee detection of unidentified
attacks.

3) LP - NORMS IN ONE-CLASS CLASSIFICATION FOR
INTRUSION DETECTION IN SCADA SYSTEMS
In 2014, an intrusion detection system was proposed to detect
abnormal activity in the network that is not detected by the
traditional IDS or firewalls. It uses a machine learning based
on the one-class classification algorithm for live detection of
unnoticed cyberattacks [5].

The paper analyses two approaches: the support vector
data description (SVDD), and the kernel method [5]. It uses
kernel principle as non-linear methods to detect patterns, and
interdependencies within the real-world data. SVDD maps
the data to the subspace which is optimized for one-class
classification. The paper concludes that the proposed method
showed the highest error detection and the lowest false alarm
rates after conducting tests on a real dataset with several
cyber-attacks [5].
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TABLE 5. Steps in the AGA-12 standard.

4) ONE-CLASS SUPPORT VECTOR MACHINE (OCSVM)
In 2014, Maglaras and Jiang [57] developed a One-Class
Support Vector Machine model for detecting new attacks in
the SCADA network. The proposed model addresses the
following issues:

• The research community has developed many IDS
algorithms for SCADA networks. Most of them are
rule-based algorithms which make them incapable of
detecting any new intrusions. In a real-time application,
when any new anomaly is present, it fails to predict the
behavior of the system [57].

• Other algorithms such as K-nearest neighbor (KNN),
Hidden Markov models, and Support Vector Machines
are used for detecting intrusion. However, they require
learning of expected anomaly. Thus, these schemes may
be sensitive to noise present in the training dataset [57].

• Negative selection algorithms can fail in the case of
real-time application because of enormous diversity in
real time data [57].

The proposed IDS is an algorithm to detect anomaly with-
out any labeled data for training. Network traces train the
OCSVM model without the use of open access net-works.
These features help the proposed IDS to perform in real
time. Table 6 outlines the steps in the detection process
[57].

However, the OCSVM model does not manage false posi-
tive results.
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TABLE 6. Steps to detect intrusion using OCSVM.

5) OCSVM MODEL COMBINED WITH K-MEANS
RECURSIVE CLUSTERING FOR INTRUSION
DETECTION IN SCADA SYSTEMS
One-class classifiers suffer from false positives and overfit-
ting. False positive is a scenario when the IDS detects abnor-
mal behavior but there is no intrusion in real. Overfitting is a
case when the model begins to learn the details and errors in
the training data. These two factors decline the performance
of the model on the new data [58].
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To address these two issues, Maglaras and Jiang [58]
developed an intrusion detection model to detect the mali-
cious network traffic in SCADA. The model includes the
One-Class Support Vector Machine (OCSVM) with Radial
Basis Function (RBF) kernel and recursive k-means cluster-
ing [58]. OCSVM is an extension of support vector machines
and is used to detect the outliers in the data. The k-means
clustering algorithm is used to cluster the outliers and sort
them with two clusters. OCSVM obtains two values, namely,
maximum and minimum negative value [58]. The cluster
which is near to minimum negative value represents severe
alerts, and therefore, the cluster is used as input when there is
recalling of k-means clustering. This step is repeated till the
after-k means clustered are in a single cluster. After the
completion of K-OCSVM phase, the model distributes the
severe alerts among the nodes in the SCADA structure [58].

6) A HYBRID MODEL FOR ANOMALY-BASED INTRUSION
DETECTION IN SCADA NETWORKS
Usually, intrusion detection systems when deployed in real
time lead to high computational and time costs. These two
factors affect the performance of a SCADA network [16].

In 2017, anomaly-based intrusion detection was developed
using a feature selection model after removing redundant
data. Irrelevant data can affect the efficiency of SCADA
systems. This proposed scheme is time-saving, has low com-
putational complexity and has 99.5% accuracy of detecting
specific-attack labeled [9]. At first, the J48 classifier is used
to train the dataset and then, to develop the model, Bayes
Net classifier is utilized. The proposed model is tested on a
database with three types of labeling as follows [9].

• Case 1: binary-labeled
• Case 2: categorized-labeled
• Case 3: specific attack labeled

The above-mentioned scheme focuses on the availability lim-
itation in the SCADA networks. The schemes propose novel
IDSs that detect any abnormal network behavior, which can
lead to DoS attacks. However, the scheme fails to secure the
communication channel. The following section on the pre-
vention of SCADA attacks focuses on securing the commu-
nication channel with novel key exchange and management
schemes in SCADA networks.

C. PREVENTION OF SCADA ATTACKS
The existing standards use vulnerable key management
protocols that do provide a strong secure communication
channel.

Encryption and key management are crucial in communi-
cation between nodes in a SCADA architecture. Key man-
agement schemes developed for SCADA can be categorized
into two, namely, centralized key distribution and decentral-
ized key distribution [6]. They can also be categorized into
symmetric key cryptography, asymmetric key cryptography,
and hybrid key cryptography [7]. In this paper, another clas-
sification concerning self-healing property is added.
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1) SYMMETRIC KEY CRYPTOGRAPHY
a: SCADA KEY ESTABLISHMENT(SKE)
SKE categorizes SCADA communication into Controller -
Subordinate (C-S) which uses symmetric key cryptography
and Peer to Peer (P-P) which uses public key cryptography.
The controller is the sub-MTU or sub-MSU, and the subordi-
nate is the RTU. Peer-to-peer communication is between two
sub-MTUSs or two RTUs [6].

For C-S communication, SKE uses four kinds of keys:
Long-Term key, General Seed Key (GSK), General Key (GK)
and Session Key (SK). The Long-Term Key (LTK) is manu-
ally distributed between the controller and subordinate [59].
The controller stores the GSK and is used by Cryptographic
Authority (CA) to produce GK. By using two keys, GSK and
LTK, the GK is generated and is then shared between the
controller and the subordinate. While transmitting GK, it is
encrypted by LTK. The session key is generated by using GK,
sender’s identity and TVP (Time-Varying Parameters). TVP
field involves timestamp and a sequence number [6], [59].

For peer-to-peer communication, SKE uses four different
keys: Cryptographic Authority Public Key (CAPK), Public
key Signature Key (PKSK), Common Key (CK) and Session
Key (SK). The CAPK is shared among sub-MTUs while the
PKSK is shared among the sub-MTUS, MTU and Crypto-
graphic Authority (CA). The common key is generated by
following a key exchange algorithm. The methodology to
generate session key is the same as that of C-S commu-
nication. The session key is used to encrypt the messages
transmitted [6], [59].

However, the RTU to RTU communication is not directly
allowed. Since the communications are treated differently
in different conditions, it increases the overall overhead and
complexity. Furthermore, the long-term keys are managed
manually [6], [59].

b: SCADA KEY MANAGEMENT ARCHITECTURE (SKMA)
In comparison to SKE, the implementation of SKMA archi-
tecture is more simplified. The architecture establishes the
key exchange protocol among the Key Distribution Cen-ter
(KDC), and any two nodes. The long-term keys are accu-
mulated only on the required nodes and on the KDC which is
the third party. The design uses three main keys [12], [59]:

• Long-Term Node-KDC key is used to yield keys for
communication and is manually shared between a node
and the KDC.

• Long-Term Node- Node key is distributed between the
nodes that require to communicate with each other.

• Session Key is used for encrypting the information trans-
mitted from one node to another. Once the key estab-
lishment is completed, the session key is generated by
using pseudorandom number function, nonce-key and a
timestamp [12].

The SKMA scheme does not use GSK. The key exchange in
SKMA only happens when a new node joins the SCADA
network [12].
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Nevertheless, the SKMA does not provide the following
security features [59].

• SCADA systems mostly use broadcast communication.
However, the SKMA cannot provide such a mechanism.

This protocol does not provide any confidentiality and
integrity.

c: LOGICAL KEY HIERARCHY (LKH)
To address one of the issues, the LKH protocol was devel-
oped. LKH protocol provides secure broadcast communica-
tion [6] [7]. It is based on an architecture of the logical tree of
keys [12]. It maps all the nodes of the SCADA network as
the leaves of a structure tree. Each node stocks the entire
symmetric keys from the root to its leaf. When a node leaves
or joins, the node keys from its leaf to the root is updated so
that the security of the network is preserved [12]. For
example, Figure 3 [12] explains the mechanism when a node
joins the network.

d: ADVANCED KEY-MANAGEMENT
ARCHITECTURE (ASKMA)
To enhance the efficiency of SKMA and LKH, the ASKMA
was proposed [6]. It provides both message broadcasting and
secure communication. It also keeps a minimal load on the
resource-constrained nodes [6], [12].

In ASKMA, the LKH protocol is used by Choi et al. [12]
for message broadcasting in 2009. The nodes of the SCADA
networks such as RTUs, sub-MTUs, and the MTU are orga-
nized in two tree structure: binary tree and n-ary tree. The
MTU to sub-MTU follows a binary tree structure whereas the
sub-MTUs to RTUs follows n-ary tree structure [6].

The ASKMA protocol evenly spreads the computations to
the sub-MTUs and MTUs which are high power nodes and
keeps a minimal load on the low power nodes like RTUs.
Therefore, the nodes are arranged logically in a tree struc-
ture, n-ary or binary tree, depending on their computational
power [12].

When a new node is added to the SCADA network, the
ASKMA follows a Join Protocol. Any key received by a new
RTU must be independent of any existing keys in the
nodes of the tree. It preserves backward confidentiality. When
a new node joins the tree, the KDC updates all the keys from
its leaf to the root on the freshly joined RTU’s path. It uses a
hash function for renewing the keys. The Join Protocol has the
following steps [12].

Step 1: The KDC renews all Ki,j     to Ki,j     where

K =  H(Ki,j).
Step 2: In case the RTUs have keys belonging to Ki,j, each

RTU updates their key Ki,j to Ki,j.

Step 3: With Km, the KDC encrypts all K and trans-
mits the encrypted information to the newly joined RTU
which is Nm.

When a node leaves the SCADA network, the ASKMA
follows a Leave Protocol. Similar to the Join Protocol, all the
keys throughout the key path updated with new keys [12].
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However, the leaving node Nm should not be able to use the
updated keys. This makes the Leave Protocol a little more
complicated than Join Protocol. The following are the steps
of Leave Protocol [12].

Step 1: The KDC removes the RTU which is parting.
Step 2: It then updates the remaining keys by executing

a key generation algorithm such that the leaving RTU does
not know the updated key. Consequently, the departed RTU is
unable to compute the new keys.

Step 3: Each RTU updates its keys by using the hash
function.

Step 4: If the RTUs are unaware of their sibling keys, KDC
encrypts the new keys and sends them to those RTUs.

Step 5: The departed node knows all the ancestor keys of
the sibling RTUs. Therefore, the KDC encrypts all the
updated keys with sub-MTU’s private key and transmits to
the sub-MTU. The sub-MTU encrypts the received keys with
the child RTU’s key and then sends it to each child RTU.

ASKMA supports broadcast and multicast communica-
tion. However, it does not offer efficient multicast commu-
nication. To solve this issue, ASKMA+ was proposed [6].
By reducing the number of stored keys, it provides efficient
multicast and broadcast mechanism [6]. However, ASKMA
and ASKMA+ do not address the availability issue in
SCADA [6].

2) HYBRID KEY CRYPTOGRAPHY
a: HYBRID KEY MANAGEMENT ARCHITECTURE(HKMA)
To satisfy the availability requirement, Choi et al. [60] pro-
posed a Hybrid Key Management Architecture (HKMA)
which supports a replace scheme [60]. The scheme includes
an operation of the replace protocol in case of compromised
or broken main device. It uses a public key cryptosystem in
MTU to sub-MTU communication which has high perfor-
mance, and symmetric key cryptosystem in sub-MTU to RTU
which has low performance. Thus, it reduces the number of
keys to be stored in the MTU [60].

b: ADVANCE HYBRID KEY MANAGEMENT
ARCHITECTURE(AHSKMA)
Rezai et al. [6], [61] proposed a scheme based on hybrid
key management architecture to tackle the availability issue
in SCADA networks and to increase the performance and
security of HKMA. It follows ECC for MTU to sub-MTU
communication. Since RTUs have limited computational
resources, symmetric cryptography is used for sub-MTU to
its RTUs communication. This scheme makes the archi-
tecture suitable for the environments with resource con-
strained devices and supports unicast, multicast and broad-
cast communications [61]. Figure 4 shows the mechanism of
the protocol.

The Iolus [62] Framework is used while connecting the
MTU and RTUs. The MTUs act as the Group Security
Control (GSC) and the sub-MTUs act as the group secu-
rity intermediary (GSI). The architecture consists of four
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FIGURE 3. Update Mechanism of LKH protocol when a new node joins.

FIGURE 4. Mechanism of AHSKMA.

phases: Setup phase, Join Phase, Leave Phase and Replace
phase [61].

a. Setup Phase: In the first phase, the group key is gen-
erated by the MTU and is shared with RTUs and IEDs.

b. Join Phase: Similar to LKH and AHSKMA, the MTU
updates all the keys of the remaining nodes in the
SCADA network as soon as a new node joins.

c. Leave Phase: This phase is also similar to the leave
protocol of the AHSKMA.

d. Replace Phase: In case the MTU is damaged, it

is replaced by its backup device. Each MTU and sub-MTU
has a backup device. While backing up the broken
device, the Join phase and the Leave phase are performed
concurrently.
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The Replace Phase resolves the availability issue in
SCADA networks. In this scheme, the session is produced
using a hash function, a key, and TVP with a sequence
number and timestamp [61]. So, HSKMA also guarantees the
freshness of key along with availability.

Both HKMA and AHSKMA provides replace scheme to
satisfy the availability requirement, but the affected devices
stop working during the replacement. To solve this issue,
LiSH+ was proposed [6], [63].

3) SELF-HEALING GROUP KEY DISTRIBUTION
a: LIMITED SELF-HEALING KEY DISTRIBUTION (LISH+)
LiSH+ is an efficient group key management scheme which
utilizes a self-healing procedure having collusion resistance
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capability and effective revocation [63]. The scheme involves
five phases: initialization, rekeying, self-healing mechanism,
the addition of new nodes, and reinitialization. It uses a bivari-
ate polynomial to lower the storage burden from RTUs [63]. It
also uses intrusion detection system to detect compromised
and eliminate users. These features provided helps LiSH+ to
enhance the security of SCADA networks [63].

However, the LiSH+ focuses on only two requirements:
availability, and efficiency [63]. It does not focus on the
authentication mechanism.

4) ASYMMETRIC KEY CRYPTOGRAPHY
a: ID-BASED KEY MANAGEMENT ARCHITECTURE
Lim [64] proposes an ID-based key management architec-
ture (ID-KMA) based on pairing algorithm based on elliptic
curves. The architecture addresses the issues of the public
key cryptography with a digital signature. It involves fast
and efficient session key establishment along with session
key recovery protocol. It removes the concept of the digital
certificate which minimizes the overhead.

The architecture involves the role of three units of SCADA:
Key Management System (KMS), MTU and RTUs. The
KMS is linked with the MTU, and the MTU is connected to
the RTUs. The KMS communicates with RTUs through
MTU [64].

The ID-based Key Management architecture uses four
main keys [64] as described in Figure 5.

• Emergency Key (EK): This is a symmetric key stored
in every component in the architecture: KMS, MTU, and
RTUs. In case if the private key of each unit or master
key of KMS gets compromised due to malicious attacks,
the EK is used for key recovery or system restoration.
Therefore, EK should be kept in a secure area.

• Long Term Key (LTK): It is an ID-based public and
private keys of each node.

• Update Key (UK): It is a symmetric key distributed
among the MTU and its RTUs. It is used to share the
session key.

• Session Key (SK): The session key is shared among
MTU and the RTUs. It is also shared between the RTUs.
The SK is used to encrypt the communication.

The ID-based key management protocol is composed of four
phases [64].

• EK setup: The EK is stored in each component of the
architecture in advance.

• Initialization: The initialization has two stages. In the
first stage, the KMS produces system parameters (SP)
which are public and generates MTU’s and RTU’s
LTK. The SK and LTK are encrypted with EK. The
KMS shares the encrypted SP and LTK with the MTU.
In the second stage, the KMS distributes a UK and LTK
to each component so that the MTU can share an SK with
RTUs. The first stage is LTK distribution and the second
stage is the UK distribution.

• RTU-RTU session key establishment: This phase
focuses on the secure communication between the RTUs
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with the usage of session key (SK) and initially shared
update key (UK).

• MTU-RTU session key establishment: The session
key is distributed among MTU and RTU to have a secure
communication. The MTU sends a session key request
to the RTU.

• RTU-MTU session key establishment: Similarly,
the session key is established between MTU and RTU.
The RTU sends a session key request to the MTU.

All the afore-mentioned key management protocols are based
on traditional cryptography schemes which are vulnerable
to quantum attacks [38]. Furthermore, public key algorithms
tend to increase the computational and time cost [65].

Therefore, the following scheme named as Nth Degree
Truncated Polynomial Ring (NTRU) is proposed to defend
against quantum attacks.

b: NTRU CRYPTOGRAPHIC ALGORITHM FOR
SCADA NETWORKS
The key management scheme is based on a faster and
light-weight public key algorithm named NTRU
cryptography [65]. The cryptographic algorithms in
IEC62351 and AGA-12 have performance issues when
apples to SCADA network security. They are time and power
consuming [65], [66].

Due to various security and performance complexities of
SCADA systems [66], [67] [6], NTRU was developed. It is
a public key scheme based on lattice-based cryptogra-phy
[68], [69]. The security of the cryptography depends on a
hard problem known as Short Vector Problem [65], [68]. The
encryption and decryption use polynomial operations which
makes the system faster [65]. Therefore, it has better
processing speed than traditional schemes and is suitable for
real-time requirements of SCADA security [70].

The NTRU algorithm is also known as post-quantum cryp-
tography and has been resistant to quantum attacks [65].
The scheme has two sub-algorithms, namely, NTRU Encrypt
which is used for encryption, and NTRU Sign which is used
for generating a digital signature. The scheme comprises of
three phases [65]:

• Key Generation and Certificate Creation phase: In
this phase, public and the private key of the RTU
and its digital certificate is generated. For this, it uses
a public key infrastructure. In this phase, other than
RTU, two components play their roles. One, Local Key
Store (LKS) and another, Certificate Authority (CA).
The phase has the following steps [65].
Step 1: The RTU generates a public key and private
key using key generation algorithm. The algorithm uses
algebraic structures of certain polynomial rings and is
based on the Short Vector Problem. It then stores the
generated key pair in the LKS.
Step 2: The RTU then sends a request containing its
public key to CA for generating a digital certificate. The
CA in return creates a digital certificate and directs it to
the RTU.
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FIGURE 5. Architecture of ID-KMA.

• NTRU Encryption: In this phase, the RTU uses the
receiver’s public key, generated by the CA, to encrypt the
messages. The messages are converted to a ring of trun-
cated polynomials modulo. The receiver then decrypts
the cipher using its private key.

• NTRU based authentication: In this phase, it is ver-
ified that the encoded message, which is in the state
of a truncated polynomial ring, is validated. This phase
uses a procedure built on a non-keyed hash function to
ensure the integrity and authenticity of the message. The
scheme creates a message digest by using the hash func-
tion. The message digest is then digitally signed by using
the RTU’s private key. Thus, it generates the digital sig-
nature. Therefore, the RTU sends the encrypted message
and its digital signature to the receiver. The receiver uses
its own NTRU private key to decode the message and
generates the message digest (MD1) following the same
procedure. The digital signature is then decrypted using
the RTU’s public key. The receiver gets the expected
message digest (MD2). It then verifies whether MD1 and
MD2 are equal or not. If they match, the signature is
verified [65].

Even though NTRU is not yet vulnerable to quantum
threats, a quantum computer can crack the algorithm using
brute-force [71]. There are further challenges in post-
quantum cryptography as follows [72].

• Need to improve the efficiency of the algorithm.
• Need to build confidence in the scheme.
• Need to improve the usability of the algorithm.

The existing standards have research gaps that have been
addressed by the above-discussed security schemes. How-
ever, all the schemes are based on arithmetic operations. The
emergence of quantum computers is proven to be beneficial
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TABLE 7. Classification of current Standards.

as well as precarious to the cyber world. By launching a
brute-force attack using Shor’s or Grover’s algorithms, these
schemes can be broken. Therefore, there is a research gap in
securing the SCADA networks from quantum attacks.

VII. PRIMARY FACTORS USED FOR
COMPARATIVE STUDY
The comparative analysis in this paper is based on the pri-
mary factors in each category. In case of current standards,
the current standards are categorized into two classes as
shown in Table 7. In this scenario, the primary factors used
for comparison are as follows:

• Information Security Policy is a set of security rules
governed by an industry that is imposed on the users of
its system [73].

• Vulnerability and risk assessment are the processes
where the weaknesses in a system are detected, analyzed
and prioritized by the organization. The analyzed results
are used to recommend security requirements in the
system [74].

• Information security infrastructure is a set of security
rules to protect only critical fundament such as airports,
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TABLE 8. Comparative analysis of current standards used in SCADA systems.

TABLE 9. Comparative analysis of crypto-suite based SCADA standards.

nuclear power plants and traffic control systems. It is
similar to the Information Security Policy [73].

• Third Party access or Outsourcing is giving access to
service providers, vendors and contractors that can lead
to credential theft and data risk management. To over-
come these security concerns, the organizations extend
the security policy. For example, the third party can
be given access to a separate domain from the internal
network, by using firewalls [75].

Furthermore, the crypto-suites standards are compared based
on the following factors.

• Presence of Key Management Protocol in the standard
and the strength of the protocol.

• Presence of Strong Encryption and strength of the
encryption algorithm used in the standard.

• Sustaining security requirements refers to the existence
of confidentiality, integrity and availability in the secu-
rity scheme of the standard.

The strength of the key management and encryption scheme
depends on the resources and time utilized to crack the
scheme.

VOLUME 7, 2019

In case of detection of SCADA attacks, the primary factors
are as follows:

• Known Attack Detection is the scenario where any traf-
fic is categorized as an attack if the features of that
particular traffic fall under the domain of attacks stored
in the IDS database.

• New Attack Detection is the scenario where any traffic
with unique behavior will be detected.

• Open Access networks are the public networks where
the connected devices are exposed to each other. The
public networks are vulnerable to various cyber threats.
The private networks that provides access to the legiti-
mate user.

• False positive is the situation where the IDS can detect
the false alarms. False positives are the consequences
where an activity is classified as abnormal even if its
behavior is normal.

In case of prevention of SCADA attacks, the primary factors
used for critical analysis are as following:

• The efficiency of the encryption scheme depends
on the amount of computation resources utilized by
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TABLE 10. Comparative analysis of detection schemes of SCADA attacks.

TABLE 11. Comparative analysis of prevention schemes of SCADA attacks.

the algorithm. Therefore, an algorithm with high over-
head or cost is less efficient and vice versa.

• Confidentiality is the secured privacy of the data.
• Integrity is when the data remains intact and unmodified.
• Authentication is a security property focusing on ver-

ifying and validating the identity of the user in the
network.

• Availability is the scenario where the server is always
accessible to the client.

• Non-repudiation is when the sender cannot deny that the
data has not been sent by him at a particular time.

• Broadcast communication is the one-to-many commu-
nication case in a network.

• Self-healing is the case the users of an attacked network
can recover their lost session keys to secure the data
communication.

135828

• Vulnerability to quantum attack refers to the absence of
security measures to protect a system from quantum
attack.

VIII. CRITIQUE
We now present a critical analysis of the schemes developed
for SCADA network security. The schemes are classified into
three categories: current standards, detection, and prevention
of SCADA attacks. The paper analyzes the schemes in each
category. Moreover, all the schemes are compared with each
other. The tables below show the comparison between the
protocols.

Table 8 shows that AGA-12 is the best among all the
standards providing cryptographic protection to the SCADA
systems. However, AES relies on ECDSA, AES, RSA, and
SHA which leads to high computational and time cost.
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It also does not involve an intrusion detection system and a
strong key management protocol.

Table 9 provides the comparison of all the crypto-suite
based standards and AGA-12 is by far the best standard.
However, unlike IEC 62351, it does not provide defense
against DoS attacks. Thus, the scheme has lack of availability
property.

In all the standards, the key management protocols and
encryption scheme used are weak and vulnerable to quantum
attacks.

Table 10 compares all the intrusion detection system
proposed for SCADA network security. In this category,
OCSVM with K-means emerged as the best detection scheme
for SCADA systems using open access networks. However, it
is unclear whether it will be efficient when used for closed
access networks.

Table 11 compares all the proposed key management
protocols for SCADA networks. NTRU is the best scheme
among the proposed schemes. It satisfies the main security
requirements: confidentiality, integrity, and authentication.
The scheme is not yet vulnerable to attacks from quantum
computers. However, a quantum computer may able to crack
the NTRU algorithm in the future.

IX. CONCLUSION
The paper provides a study of the SCADA communication
architecture along with its threats and attacks. It discusses
and classifies the frequent attacks on SCADA networks,
and potential attack by a quantum computer. Furthermore, it
lists all current standards used by organizations standards and
provides the security threats of each standard. The two main
security threats are lack of defense against Denial of Service
attack and, using weak key exchange protocol. To address
these two security requirements, researchers offered various
novel security schemes. The paper classifies these schemes
based on the addressed issue of the current stan-dards.
Thus, the schemes are categorized into detection of attacks
on SCADA networks, and prevention of the attacks. It further
explores and compares all the protocols that fall under each
main category. It also addresses the security con-cerns and
requirements that a SCADA security scheme needs to
approach in future. Thus, the article gives a foundation to
provide a course for further researches and assist an organi-
zation to decide on a suitable standard and scheme.
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Abstract: The rapid emergence of quantum computing threatens current Supervisory Control and
Data Acquisition (SCADA) security standards, mainly, American Gas Association (AGA)-12. There-
fore, researchers are developing various security schemes based on either quantum or post-quantum
algorithms. However, the efficiency of quantum algorithms impacts the security of the post-quantum
digital signature scheme. We propose an intrusion resistant algorithm exploiting and applying
quantum principles in the post-quantum signature algorithm. We use the Bennett 1992 (B92) protocol,
a quantum key distribution scheme, to obtain the cipher, and the practical Stateless Hash-based Sig-
natures (SPHINCS)-256 protocol to obtain a post-quantum signature. However, instead of Chacha-12, a
well-known cryptographically secure pseudo-random number generator, we apply a quantum
random number generator to obtain a truly random Hash to Obtain Random Subset (HORS) sig-
nature with Tree (HORST) secret key used in SPHINCS-256. We have implemented the design in
Python with the Quantum Information Toolkit. We have validated the proposed algorithm using the
Probabilistic Model Checking for Performance and Reliability Analysis (PRISM) and Scyther tools.
Moreover, the National Institute of Standards and Technology (NIST) statistical tests show that the
proposed algorithm key pairs have randomness of 98% and RSA and E C D S A  are below 96%.

Keywords: Network security; quantum cryptography; qubits; post-quantum cryptography

1. Introduction

Many industries and organizations have adopted Supervisory Control and Data Ac-
quisition ( S C A D A )  systems to control and monitor industrial processes such as water
management, oil and gas industry, traffic management, and nuclear power plants. The sig-
nificance of S C A D A  systems is directly proportional to the required security level to protect
them from cyber attacks [1,2]. Existing standards, including the American Gas Association
(AGA)-12, used in S C A D A  systems are vulnerable to traditional and quantum attacks.
The primary quantum algorithms to crack traditional cryptographic schemes are Shor ’s
algorithm [3] and Grover ’s algorithm [4]. Shor ’s algorithm is an approach to solve the
factoring problem by finding the order or period of the particular function in the problem.
A  classical computer can easily calculate the periods of a function. However, for large
numbers, we need a quantum computer using superposition to solve the order-finding
problem efficiently. Grover ’s approach is a quantum search algorithm to find a particular
element, given an array of m elements [5,6].

AGA-12 mainly adopts three algorithms; namely, Rivest–Shamir–Adleman (RSA) for
key management, Advanced Encryption Standard (AES) for encryption and Elliptic Curve
Digital Signature (ECDSA)  for digital signature with the Secure Hash Algorithm (SHA-1)
hash function [1].

The boom of quantum computing is both beneficial and detrimental to cyber-physical
systems. Gidney et al. [7] practically proved that the Shor ’s algorithm is capable of
cracking RSA-2048 within 8 hours with 20 million qubits. However, while a classical search
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algorithm takes O ( N ) ,  an exhaustive search by Grover ’s algorithm takes O (
√

N ) .  Thus, it
weakens the key strength of AES-256 to only 64 bits. A  hash algorithm should be both
preimage and collision-resistant. However, Google has cracked S H A-1  by launching a
collision attack [8]. The SHA-2,3 remains safe at present. A n  attack on SHA-2,3 requires
on the order of 2256 queries in a non-quantum setting and, 2128 queries in a quantum
setting [8]. Thus, SHA-2,3 has security level on the order of 2256 in classical hardware and
2128 in quantum hardware.

Quantum computing endangers stable cyber-physical security, and researchers are
developing solutions to mitigate the quantum threat. The solutions involve quantum
and post-quantum cryptography to secure cyber-physical systems from future attacks
by quantum computing [9]. Quantum cryptography involves quantum key distribution
protocols that exploit the laws of quantum physics, superposition and entanglement
principle to secure against Shor’s algorithm [10,11]. Whereas, post-quantum cryptography
uses algorithms based on mathematical operations that are quantum-resistant and can
inter-operate with classical network protocols [12].

One of the many post-quantum cryptography areas is the set of hash-based algorithms
to generate a digital signature, which is secure against preimage and collision attacks by a
quantum computer [13]. A  first preimage attack attempts to recover a message m from only
the hash value such that H  =  hash(m). A  second preimage attack finds another message
n such that m =  n and hash(m)= hash(n). A  collision attack aims to retrieve two different
messages m and n, such that hash(m) =  hash(n) [8,14]. SPHINCS-256 is a high-security post-
quantum stateless hash-based signature scheme that uses two types of signatures, namely,
an extension of Winternitz One-time Signature (WOTS+) and Hash to Obtain Random
Subset (H O R S)  signature with Tree ( H O R S T )  for few time signature [13]. SPHINCS-256
uses a pseudo-random number generator based on Chacha-12, for generating the H O R S T
secret-key. In 2008, Bernstein et al. [15] proposed Chacha, a cryptanalysis-resistant stream
cipher algorithm that maps an input stream to a novel and irreversible output stream [16].
Chacha-12 is an extension of Chacha [17].

However, Chailloux et al. [18] proposed an efficient collision search algorithm based
on quantum logic gates, which reduces the security level of post-quantum from 2128 to
2119.6. Thus, a quantum attack requires reduced number of queries, which is on the
order of 2119.6, to crack a post-quantum algorithm. Therefore, it is crucial to strengthen
the security of post-quantum hash algorithms. Moreover, the emergence of quantum
computing has facilitated the application of quantum physics in resource-constrained
devices. For example, researchers at the University of Bristol have introduced the chip-
based Quantum K e y  Distribution ( Q K D )  in 2017, and the I D  Quantique company has
developed a true Quantum Random Number Generator (Q R N G)  Chip and Q K D  systems
as well [19,20].

1.1. Contributions

This paper proposes a novel security scheme for S C A D A  systems with the following
contributions:

•  We propose an intrusion immune S C A D A  framework by incorporating quantum and
post-quantum security scheme. We use the B92 protocol to generate a secret quantum
key for encryption and SPHINCS-256, a preimage and collision-resistant algorithm to
obtain a digital signature with a true random number generator.

• In general, SPHINCS-256 uses a Pseudo-Random Number Generator (PRNG)  based
on Chacha-12 to generate a secret key of the H O R S T  tree. However, to increase the
security of SPHINCS-256, we introduce QR N G  to obtain a non-deterministic and truly
random H O R S T  secret key.

•  In general, SPHINCS-256 sends a message, public key and digital signature over the
public channel. In our proposed scheme, we replace the message with the cipher
obtained in the encryption phase.
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1.2. Outline of the Paper

Section 2 describes the related work to our proposed scheme. Section 3 discusses the
research questions for existing S C A D A  security standards based on current attacks and pos-
sible quantum threats. We also discuss the research questions for the post-quantum scheme,
namely, SPHINCS-256.  Section 4 describes the proposed framework. Sections 5 and 6
present the formal analysis and statistical analysis of the framework, respectively. Section 7
provides conclusion and scope for future work. Table 1 provides a list of abbreviations.

Table 1. List of Abbreviations and Notations.

Abbreviations/Notations

S C A D A

AGA-12

RSA

AES

E C D S A

S H A

SPHINCS

B92

BB84

QK D

HORS

HORST

OTS

FTS

WOTS+

PRISM

NIST

QRNG

PRNG

LOTSS

MSS

RT U

MTU

QBER

E C C

R-S

IoT

w

M

X i

i

i

K

Definitions

Supervisory control and data acquisition

American Gas Association-12

Rivest–Shamir–Adleman

Advanced Encryption Standard

Elliptic Curve Digital Signature

Secure Hash Algorithm

Stateless Hash-based Signatures

Bennett 1992 protocol

Bennett and Brassard 1984 protocol

Quantum Key  Distribution

Hash to Obtain Random Subset

Hash to Obtain Random Subset signature with Tree

One-time signature

Few-Time signature

Winternitz One-time Signature

Probabilistic Model Checking for Performance and Reliability Analysis

National Institute of Standards and Technology

Quantum Random Number Generator

Pseudo-Random Number Generator

Lamport One-Time Signature Scheme

Merkle-Signature Scheme

Remote Terminal Unit

Master Terminal Unit

Quantum bit error rate

Error Correction Code

Reed-Solomon code

Internet of Things

Parameter used to generate Winternitz One-time Signature

Number of messages

Public key of Merkle-Signature Scheme

Private key of Merkle-Signature Scheme

Leaf index

Number of published HORST secret key elements
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Table 1. Cont.

Abbreviations/Notations

t

n

m

d

h

N

Definitions

Number of H O R S T  secret key elements

Security parameter refers to bit-length

Bit-length of message

Layers of the hypertree

Height of the hypertree

Number of qubits

2. Related Work

Cyber-physical systems, including S C A D A  systems, are threatened by classical and
quantum attacks [1]. Researchers and organizations have proposed various standards and
algorithms to provide resistance against these threats. We briefly review part of related
work from four aspects, namely, current standards for S C A D A ,  quantum key distribution,
and post-quantum digital signature.

2.1. Current Standard: AGA-12

The American Gas Association ( A G A )  has proposed a standard with the primary
goal of providing a cost and time-efficient security scheme for S C A D A  systems. The
AGA-12 standard has three main phases, namely, key management, encryption, and digital
signature [1,21] that use the following algorithms, respectively.

• R S A  with a blue minimum key size of 1024 bits
• A ES  with a minimum key size of 128 bits
• E C D S A  Digital Signature using SHA-1 with a minimum key size of 160 bits.

Gidney et al [7] have hypothetically broken the RSA  algorithm using Shor’s algorithm
and provides estimation of the quantum resources needed. Grover ’s algorithm has weak-
ened AES.  E C D S A  algorithm is no longer secure against quantum computing and, SHA-1
fails to provide collision resistance [22,23]. Therefore, AGA-12 is a weak standard to protect
S C A D A  systems from existing attacks as well as possible quantum attacks.

2.2. Quantum Key Distribution

In a traditional key exchange protocol, the key strength depends on the mathematical
complexity. Moreover, classical computers operate with ‘bits’ with a state 0 or 1. Shor ’s
algorithm on quantum hardware has been proven to crack traditional cryptography like
R S A .  However, we can mitigate attacks based on quantum algorithms, which factorize
large numbers, by using quantum key distribution (QKD).  Existing Q K D  protocols exploit
quantum physics laws and make it difficult to measure the quantum state of a qubit without
disturbing its a state. The quantum computers operate with ‘qubits’ as the basic unit of
information with a state 0 or 1 or a superposed state [9,10,24].

The two Q K D  protocol categories, based on the principles used, are mainly, Heisen-
berg’s uncertainty principle and quantum entanglement. In any Q K D  protocol using
Heisenberg’s uncertainty principle, the protocol prepares a qubit such that it is not possible
to copy the state of qubit without disturbing its state. It is based on the No-Cloning theo-
rem [25]. During the transmission from sender to receiver, the disturbance in the qubit state
enables the system to detect an eavesdropper. In the entanglement-based Q K D  protocol,
both the sender and receiver use entangled photons to generate the secret key [10,11,26].

In this paper, we review two primary examples of Heisenberg’s uncertainty principle-
based Q K D ,  namely, BB84 and B92 protocol. The BB84 protocol, proposed by Bennett and
Brassard in 1984 [27], involves two parties generating a secret key using two channels,
namely, quantum and public channel. The sender polarizes the photon by using one of
the two bases, rectilinear and diagonal. The basis refers to the pairs of orthogonal states.
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The rectilinear basis generates either of the two polarization states: 0◦ , 90◦ . The diagonal
basis generates either 45◦ or 135◦ [9,11]. When the receiver measures the qubits, there is a
50% probability of using the wrong basis. Further, the probability of getting a correct qubit
state using the wrong basis is 50%. Thus, 25% of the qubits measured by the receiver are
incorrect [9,24]. In 1992, Bennett proposed a simplified version of the BB84 protocol named
B92 [28]. It handles only one of two polarization states for each basis. The rectilinear basis
encodes a 0-bit state into a 0◦  polarized state. The diagonal basis encodes a 1-bit state into a
45◦ polarized state. In B92, when the receiver selects the wrong basis, it does not measure
anything. This condition is called erasure [11].

Both BB84 and B92 algorithms have four main phases, namely, quantum key exchange,
key sifting, error calculation, and error correction and privacy amplification. The mech-
anism in the key sifting phase of B92 differs from that in BB84. In B92, the key sifting is
more efficient since a wrong basis does not measure qubits. Unlike BB84, B92 uses only
one of two polarization states for each basis, making the protocol more efficient than BB84.
In BB84, the wrong basis can be used to measure qubits, and there is a 50% probability
of getting the correct qubit and a 50% probability of getting an incorrect qubit. In B92,
when the receiver selects the wrong basis, it does not measure anything. This
condition is called erasure. Thus, the receiver does not need to worry about reading
incorrect bits because of measuring them wrong.

Nurhadi et al. [11] provides a survey on Q K D  protocols involving BB84 and B92,
performed simulations that show B92 has a lower error value than BB84. One hypothetical
reason is that the number of attempts to measure the attacker ’s qubits is low in B92.
Another reason is that in the B92 protocol, the threshold for tolerating error can be set to a
lower value. The lower the threshold, the more secure the protocol.The Q K D  protocol
focuses on secure key distribution. It mainly focuses on attacks launched by quantum
algorithms that factorize more significant numbers. It does not address authentication.

2.2.1. Possible Technical Limitations in Q K D  Deployment Scenarios

When deploying low-cost Q K D ;  the following limitations can affect the performance
of the security framework.

• K e y  Rate: Achieving a high key rate can be challenging while deploying the security
framework in a low-cost hardware setting. For high volumes of network traffic,
Q K D  needs to improve the development of secure key rate generation. One of the
approaches is to increase the performance of the detectors. A  detector with high
efficiency and short resolving time can increase the key rate [29]. Eleni et al. [29]’s
research shows that a Q K D  can be performed on an optical fiber at a data rate of
1Mbps over a distance of 50 km.

• Distance: Q K D  protocols provided only point-to-point communication between the
R T U  and MT U  using a quantum channel with noise from channel imperfections.
The distance between the R T U  and MT U  can be increased by increasing the length
of the quantum channel. However, the distance between the two units is directly
proportional to the noise in the channel. Thus, increasing the point-to-point distance
in Q K D  protocols is not practically feasible. In a Q K D ,  it is crucial to reduce the
channel noise as much as possible to improve the key rate and to estimate the noise
value accurately. Moreover, the low noise of single-photon detectors plays a crucial
role in tolerating losses. For example, a superconducting nanowire single-photon
detector in a sub-zero temperature can tolerate a loss of 72 dB, which is equivalent to
around 360 km of standard single-mode fiber [29].

2.3. Post Quantum Digital Signature Scheme

A  classical exhaustive search algorithm costs O ( N )  and a Grover ’s search costs
O (      N ) .  A  preimage and collision attack on existing classical hash functions can be
launched using Grover ’s algorithm with quantum settings [30]. Both attacks need 2256

queries in non-quantum hardware, and 2128 queries in a quantum black box model [22].
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Therefore, researchers have proposed various post-quantum digital signatures and hash
algorithms for authentication.

There are four families of post-quantum cryptography, namely, lattice-based, multi-
variate, hash-based, and code-based cryptography. In this paper, we briefly review the
following hash signature schemes.

2.3.1. Lamport Signature

Lamport One-Time Signature Scheme (LOTSS)  uses any secure cryptographic hash
functions to generate a public key to sign a message. The advantage of using any hash
function makes LOTSS versatile. However, LOTSS becomes insecure if there is a possibility
of hash function exposure. Another disadvantage is the large size of the public and private
keys. For example, a message M =  {0, 1}k , when k � Z + ,  wi l l  have 2*k hash values from the
hash function of at least 160 bits to provide a security level of minimum O(280 ). Thus,
both private and public key size is of at least 160*2*k =  320*k bits [31].

2.3.2. Winternitz One-Time Signature Scheme

To address the large key size of L O T S S ,  Winternitz One-time Signature Scheme
(WOTS), an optimized version of L O T S S ,  uses a parameter w. A  larger value of w means
smaller signature size. However, the time cost of the WOTS scheme increases as w increases.
The signature size decreases linearly, and the time cost increases exponentially [31].

2.3.3. Merkle-Signature Scheme

The main disadvantages of the one-time signature schemes (OTS) are (i) large public
key size and (ii) the need for a new public key generation for each message. The Merkle-
Signature Scheme (MSS) addresses the flaw of O T S  by generating one public key to sign
more than one message. The number of messages should be a power of 2 such that M =  2n.
It generates the public X i  and private keys Y i  such that Y i  is within 1 ≤  i ≤2n and hash
function is hi = H(Yi ). It creates a hash tree with leaf level i =  0 and the root level i =  n [31].

2.3.4. H O R S  and H O R S T

In 2002, Reyzin et al. [32] proposed a few-time signature scheme using hash functions.
It uses two parameters t =  2τ  for τ  � N and k � N. The hash value of message is m such that
m =  k log t =  kτ . H O R S  uses two keys, a secret key consisting of t random values obtained
from a pseudorandom number generator. The public key is obtained from the t hashes of
the random values in the secret key, and the signature contains k secret key values [33].

In 2015, Bernstein et al. [13] proposed H O R S  tree (HORST) for the SP H I N CS  protocol,
which we have used in our proposed framework. H O R S T  reduces the public key size
and signature of the H O R S  scheme. However, it increases the runtime of the algorithm.
The public key generated in H O R S T  is the root of a binary hash tree of height log t. The
leaves of the tree are public-key elements of the root key. The signature generated has k
secret values and authentication path for each value [13]. SPHINCS-256,  exhibited in our
proposed scheme, comprises Merkle tree, WOTS, and H O R S T  signature scheme. Due to
the rapid inception of quantum computing, quantum algorithms have the potential to crack
long term security protocols, and improving the efficiency of quantum algorithms can crack
post-quantum schemes. Therefore, we need to build up  a security system that mitigates
such threats. Table 2 provides a synthesis of all the research work related to the proposed
algorithm.
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Table 2. Related algorithms to provide security current and possible attacks.

Authors

American Gas
Association

Bennett et al.
1984

Bennett 1992

Lamport 1992

Robert 1979

Merkle 1979

Leonid et al.
2002

Bernstein et al.
2015

The authors.
2020

Algorithm/
Organization

AGA-12

BB84

B92

LOTSS

WOTS

MSS

HORS
and
HORST

SPHINCS

The proposed
algorithm

Overview

AGA-12 was
developed to provide
security as well as
to save time and
computation cost.

It is Heisenberg’s
uncertainty principle
based
QK D  proposed
by Bennett and
Brassard in 1984.
It uses two polarization
states for each basis.

In 1992, Bennett proposed
a simplified version of the
BB84 protocol named B92.
It handles only one
of two polarization
states for each basis.

It uses any secure
cryptographic hash functions
to generate a public key
to sign a message

It is an optimized
version of LOTSS.

It is a stateful hash-based
signature scheme
which creates a single
binary hash tree to generate
signature and key pair,
using OTS scheme.

HORS is a few-time
signature scheme
using hash functions.
HORST is HORS
with a binary hash tree.

It is a stateless hash
signature scheme using
hyper-tree with OTS
and FTS.

It uses an intrusion
resistant security
framework
based on quantum and
post-quantum security
scheme.

Advantages

It provides
confidentiality,
integrity and
authentication.

It is resistant against
quantum attack,
mainly, Shor’s algorithm.

It is resistant against
quantum attack,
mainly, Shor’s algorithm.

It is versatile.

It has smaller
signature size.

It uses one public key to
sign multiple messages.

Both of them efficiently
generates quantum safe
signatures.
HORST reduces the public
key size and signature
of the HORS scheme.

It efficiently generates
quantum safe signatures.
It provides 2128 security
against quantum gates.

It replaces the message
in SPHINCS-256 with
cipher. It uses
quantum random number
generator to obtain
truly random
HORST secret key.

Disadvantages

It fails to provide
availability and is
vulnerable
against quantum attacks.

There are possible
practical challenges,
based on distance and
key rate,
in real time application.

There are possible
practical challenges,
based on distance
and key rate,
in real-time application.

Exposure of
hash function reduces
the security of LOTSS.
It generates large key size.

The signature size
decreases linearly,
and the time cost
increases exponentially

The signature size
and key sizes have
been improved later
in the extension of MSS.

When compared to WOTS,
the signature size is relatively
larger.
HORST increases the time cost
of the HORS algorithm.

Chailloux et al. [18]
proposed an efficient
algorithm to reduce the
security level of
post quantum
from 2128 to 2119.6 .
It sends message,
public key and digital
signature over
the public channel

The computation cost
of our proposed
SPHINCS-QRNG is
higher than that of AGA-12
and the existing
SPHINCS-PRNG algorithm
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3. Research Questions

We propose a collision-resistant framework for S C A D A  systems which uses both
quantum and post-quantum algorithm. We developed the proposed scheme based on the
two sets of research questions.

3.1. Set1

Set 1 focuses on the research problem of AGA-12.

• Does AGA-12 provide confidentiality, integrity and authentication against quantum attacks?
• Does AGA-12 key management provide resistance against Shor’s algorithm?
• Will AGA-12  encryption and digital signature provide enough resistance against

Grover ’s algorithm?

3.2. Set2

Set 2 focuses on the research problem of the post-quantum digital signature, namely,
SPHINCS-256. In 2017, Chailloux et al. [18] proposed an efficient quantum collision search
algorithm and presented its implications on symmetric cryptography. The authors also
proved that it reduces the security level of post-quantum algorithms from 2128 to 2119.6. It
reckons the following research questions, which we address in our scheme.

• Can we increase the security level of SPHINCS-256?
• Can a post-quantum algorithm use the laws of quantum physics to increase security?

4. Proposed Scheme

To address the research questions in Set 1, we developed an algorithm that includes
the following three phases: key generation, encryption and authentication. We have used
the B92 protocol for key generation and encryption, and SPHINCS-256 for integrity and
authentication. Moreover, to address the research questions in Set 2, we have modified the
SPHINCS-256 algorithm. The SPHINCS-256 algorithm has four main components, namely,
P R N G  based on Chacha-12 algorithm for H O R S T  secret-key generation and expansion,
hashing in WOTS and H O R S  public-key generation, hashing in trees, Chacha Permutation
used in trees. Furthermore, the sender transmits a combination of signature, message, and
SPHINCS-256 public key to the receiver. In our proposed algorithm, we use the quantum
random number generator (QRNG), instead of pseudo random number generator (PRNG),
to generate a truly random H O R S T  secret key. Instead of the message, the sender sends
the cipher along with signature and public key to the receiver. Figure 1 provides a brief
overview of the steps in our proposed scheme.

Figure 1. The Proposed Scheme Model
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In the following, we present an overview of our proposed scheme.

• K e y  Generation: The quantum key is generated from the B92 protocol.
• Encryption: The quantum key is used to encrypt the message to obtain the cipher.
•  Authentication: The SPHINCS-256 protocol is applied to generate a signature and

public key for verification and validation.

4.1. Key Generation

This subsection explains the first phase of our proposed algorithm. It explains the
mechanism of the B92 protocol to generate a key for encryption. For a better and easier
understanding of the B92 protocol, we have included the key sifting phase. However, key
sifting of B92 is slightly different from that in BB84.

We assume that the Remote Terminal Unit (RTU) is the sender, and Master Terminal
Unit (MTU) is the receiver. The key generation phase exhibits the B92 protocol, which com-
prises of the following sub-phases to generate a secret key, using quantum and public
channel [11,34].

4.1.1. Raw K e y  Exchange
The R T U  generates a string of raw qubits with the help of either of the two basis,

rectilinear and diagonal, randomly. The rectilinear basis polarizes the 0-bit into a 0◦

polarized photon, and the diagonal basis polarizes the 1-bit into a +45◦  polarized
photon.
The R T U  sends the sequence of superposed state qubits, called raw qubits, to the MTU.
Furthermore, the raw key exchange utilizes the quantum channel, and the other sub-phases
use the public channel.

4.1.2. K e y  Sifting

The MTU has two sets of basis to measure the incoming string of qubits. The MTU has
the same pair of basis. However, the analyzer of MTU has polarisation states orthogonal to
that of the RTU’s. The MT U  has a rectilinear basis with polarization state 90◦ and a
diagonal basis with polarization state −45 ◦ .

When the MTU can measure the photon with polarisation of 90◦ , that means the RT U
must have sent the qubit with polarization of +45◦  and hence the state of the qubit is 1.
Whereas, when the MTU can detect the photon with polarization −45 ◦ ,  the state of
qubit
must be 0. The MTU, measuring with a wrong basis, fails to read the qubit. The MT U
sends the string of the wrong basis to R T U  over the public channel. The R T U  discards the
bit corresponding to the MTU’s wrong basis and obtains the sifted key.

4.1.3. QBER Calculation

Both RT U  and MTU extract a small portion from their sifted key and use it to calculate
the error rate. The R T U  obtains the quantum bit error rate (QBER) by computing the ratio
of the number of errors and the total number of bits in MTU’s extracted key. Both the units
discard the extracted portion and acquire the sub-sifted key. In our simulation, we set the
threshold of noise or QBE R  up  to 25%. If QBE R  >  25%, both units discard the process,
and when the QBER ≤  25%, both units proceed to the next sub-phase.

4.1.4. Error Correction Code and Privacy Amplification

To resolve the errors in the subsifted key, both the units exhibit Reed-Solomon (R-
S) code. It is an error reconciliation algorithm that corrects multi-bit error with a low
computational overhead [35,36]. The R-S code also evaluates the confidentiality and
integrity of the subsifted key. The RT U  encodes the key, which involves adding extra parity
bits and sends the codeword to the receiver. The MTU receives the codeword, decodes it,
and resolves the errors. Meanwhile, the eavesdropper fails to read the subsiftedkey [36,37].

The Reed Solomon(RS) error correction code has two modules: R S  encoder and R S
decoder. The R S  encoder module involves encoding the information with a Generator
polynomial to obtain the codeword. Therefore, it provides confidentiality to the informa-
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tion, however not to the codeword. The codeword is sent to the decoder, which applies a
decoding algorithm to correct the errors in the received codeword. When both units
perform error correction, they obtain the same subsifted key. However, to reduce any
information leakage during the R-S code, the MT U  and the R T U  hash the subsifted key to
obtain the final key. This mechanism is called privacy amplification, as it increases the key
secrecy.

4.1.5. Classical Channel Authentication in Q K D

The primary contribution and focus of our research are to provide message authenti-
cation and integrity by using SPHINCS-256 with Q R N G ,  instead of P R N G ,  in H O R S T  and
by considering quantum key derived from Q K D .

O u r  proposed algorithm has the basic steps which are predefined in Q K D ,  namely,
Raw key generation (via Quantum channel), K e y  Sifting, Error Correction Code (ECC),
and Privacy Amplification (all three sub-phases via classical channel). The basic steps
ensure the key distribution of the quantum key. However, the classical channel in Q K D
must be authenticated.

To address the above concern, we have introduced SPHINCS-256 in Q K D  to authenti-
cate the classical channel. Figures 2 and 3 provides an overall structure of our proposed
algorithm. Figure 2 illustrates all the sub phases of Q K D .  After Raw K e y  Generation, the
key sifting and QBE R  involves sending a series of wrong basis and extracted portion of
sifted key from the receiver to the sender over classical channel. During QBE R  and error
correction code phases, the sender sends the codeword over the classical channel. Each
information exchanged over the classical channel during Q K D  is fed to SPHINCS-256 for
message authentication.

O u r  proposed algorithm includes symmetric key generation using quantum key
distribution as opposed to relying on trusted third party or a pre-shared secret key scheme.
The Q K D ,  itself, does not rely on a pre-shared secret key scheme or a trusted third party.
Moreover, the Q K D  uses a quantum-resistant post-quantum signature scheme during the
classical communication phase. Thus, the proposed integration of Q K D  and SPHINCS-
256,  described in Figures 2 and 3, provides intrusion detection and security against both
quantum and classical attacks, unlike other traditional algorithms. Moreover, for our future
work, we will be performing comparative analysis of Q K D  authenticated by SPHINCS-256
and Q K D  authenticated by other universal hash algorithms.

Figure 2. The structure of our proposed scheme. It includes symmetric key generation, Encryption and message authentication.
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Figure 3. The structure of our proposed scheme. It includes decryption and signature validation.

4.1.6. Impact of the Use of Q K D  Technology on the Network Topology

A  typical S C A D A  network topology consist of two primary units: (1) Master Terminal
Unit acting as the control center (2) Remote Terminal Unit acting as the field site which
gather information from sensors [1,38,39]. O u r  proposed algorithm mainly focuses on
securing communication between the R T U  and MTU. The communication link between
the MTU and the R T U  in the S C A D A  network topology is a point-to-point link.

When Q K D  is used on the network topology, the R T U  and MT U  are connected by
two channels: Quantum Channel (fiber optic) or Classical Channel (Internet or fiber optic).
If the S C A D A  network topology is based on hardwired communication, we can say that
2*N fiber optics are needed to deploy Q K D  [40]. The point-to-point link provides low
latency and fast communication. One major constraint of Q K D  on point-to-point network
topology is that if one of the communication links is broken, the entire network fails [39,41].
However, the impact of authenticated Q K D  in S C A D A  network also includes resistance
against intrusion and quantum attacks.

For future work in practical Q K D  research, a quantum channel can be designed which
is capable of carrying both quantum and classical information. It may lead to reduction of
number of fiber optics or, additional communication channel in a network topology.

4.2. Encryption and Digital Signature Algorithm

The procured quantum key encrypts the message to generate cipher. It addresses
information confidentiality. We use this generated cipher in the SPHINCS-256 algorithm
and send it along with the signature and public key via the public channel. We use the
stateless hash signature scheme, namely, S P H I N C S ,  with a hyper-tree of height h and d
layers of trees. Each tree uses the Merkle approach and has a height of h/d. Between the
trees, it uses Goldreich’s construction by applying WOTS as a one-time signature (OTS)
scheme [13]. However, to sign the messages, the H O R S T  scheme is used as a few-time
signature. Using hyper-tree and Goldreich’s construction significantly reduces the total
tree height and reduces the signature size. We discuss the various aspects of SPHINCS-256 in
the following sections.
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4.2.1. Security Parameters of SPHINCS-256

In our proposed scheme, we use SPHINCS-256 to generate digital signature for
integrity and authentication. It uses the following security parameters to provide a quality
trade-off between speed and signature size [33].

• Security parameter n referring to the bit-length of hashes in H O R ST  and WOTS, n =  256.
• Bit length of message, m =  512.
•         Height of the hypertree, h =  60.
•         Layers of the hypertree, d =  12.
• WOTS parameter, w =  16, used for generating One-time signature.
• Number of H O R S T  secret key elements, t =  216.
• Number of published H O R S T  secret key elements, k =  32.

4.2.2. Security Level of SPHINCS-256

A s  mentioned above, Bernstein et al. [13] claim that SPHINCS-256 provides 2128

security against the quantum computing attack. However, Chailloux et al. [18] proposed
an efficient quantum algorithm that claims to trim the post-quantum security from 2128 to
2119.6. Moreover, Philippe et al. [42] prove a practical attack exploiting the greedy algorithm
on the H O R S  signature scheme. To mitigate such quantum threats, we need to increase the
security of the post-quantum SPHINCS-256 scheme. In our proposed algorithm, we infuse
the laws of quantum physics in SPHINCS-256,  by using a quantum random number
generator and a quantum key management algorithm.

4.2.3. SPHINCS-256 Tree Construction and Generating Digital Signature

Figure 4 provides the general construction of S P H I N C S  tree. Figure 5 provides the
mechanism of private and public key generation of both original and modified H O R S T
algorithm. In the following paragraphs, we first explain the construction of SP H I N CS  tree
and then dive into H O R S T  private key generation.

Figure 4 provides a generic construction of S P H I N C S  tree, with h =  9 and d =  3.
The tree provides a hyper tree construction which includes layers of Merkle’s tree with
O T S  nodes as WOTS (+) scheme. A t  the bottom of the tree lies the F T S  nodes denoted as

. The Few Time Signature (FTS) scheme used in S P H I N C S  is H O R S T  algorithm [43].
The H O R S T  algorithm has two keys, namely, the internal secret key or the private key, and
the public key. We have made modification in H O RST.

Generally, the H O R S T  algorithm takes as input the seed and the bitmask Q. As  shown
in Figure 5, the initial secret key S K H  is obtained by feeding seed into a P R N G  denoted
as Gt . The Gt(seed) generates S K H  =  S K 1  , S K 2  , ... , S K t  [13]. However, in our proposed
SP H I N C S  algorithm, the H O R S T  replaces Gt  with QRNG t .

Q R N G  is a type of T R N G  deployed in quantum hardware and it does not rely on
seeding and a deterministic algorithm since it generates random numbers from measuring
or observing quantum processes. A  practical Q R N G  includes a source of randomness
and, a measuring or detection system. The source of randomness is the entropy source
for generating qubits. For example, an optical Q R N G  inherits randomness from quantum
states of light with the help of a photon source, a polarizing beam splitter and detection
systems [44–46].

The Q R N G t  generates the truly random secret key SK H  =  SK1 , SK2 , ... , SKt . It does
not need the seed value. The H O R S T  tree is a binary tree constructed using bitmask Q and,
the leaves, Li, of the tree is computed using cryptographic hash function F  on the elements
of the secret key, SKi. Thus, we can denote it as L i  =  F(SKi ) for i e [t-1]. And the root node
of the constructed binary tree on the L i  is the public key of H O RST.
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Figure 4. General Construction of SPHINCS tree with h =  9 and d =  3.

Figure 5. Key Generation: (a) Original HORST algorithm and (b) Proposed HORST algorithm.

SPHINCS-256 tree is a combination of four types of trees: Hyper-tree that includes
Merkle’s, WOTS, and H O R S T.  The hyper-tree comprises of Merkle’s tree connected by
WOTS key pairs. Furthermore, the leaves of the SPHINCS-256 are H O R S  trees. Using the
above-mentioned security parameters, the height of each Merkle tree is h/d =  60/12 =  5.
The H O R S T  tree follows a Merkle’s construction with height τ  =  log2 t [13].

The SPHINCS-256 follows a stateless Goldreich Signature scheme. Each node of the
tree has an OTS pair. The key pair at the root, at the outermost layer (d −  1), has SPHINCS-
256 public key, PK H  and private key, SK d−1  as shown in Figure 6. However, the message is
first signed with the FTS scheme, named H O RST,  situated is at the bottom of the tree. We
used the following steps to generate the signature.
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•  We obtain the H O R S T  secret key using Q R N G ,  and using the H O R S  tree algorithm,
we obtain its root key, which is the public key. The obtained H O R S T  instances are
used to sign the message.

• The obtained H O R S T  signature comprises of k  keys, and their respective authentica-
tion paths are a part of the SPHINCS-256 signature.

•  We then sign the public key of each tree, obtained from the lower layer trees, with
WOTS instances as we climb the SPHINCS-256 tree. The signatures obtained in each
layer along with its corresponding authentication path to a public key, the root of
SPHINCS-256 tree.

After obtaining the signature, the RT U  sends the concatenation of SPHINCS-256 public
key PK,  cipher obtained, and the signature generated by SPHINCS-256 algorithm.

4.2.4. Verification

The MTU receives the package and deciphers the cipher using the same quantum key
and, obtains the signature Signh , Signwots , Authentication Path. The RT U  derives the digest
of cipher by using the OTS parameters hidden in Sign. Using the SP H I N C S  tree algorithm,
it generates and validates the authentication path. The MT U  also obtains its public key,
PKderived, to validate the signature.

4.3. Relationship between Keys and Their Derivations in Our Proposed Scheme

In the following paragraphs, to address the relationship between keys and their
derivations, we explain our proposed main framework, and then explain how the SPHINCS-
256 public key is generated and to whom it is related or derived from. We have also added
three figures. Figures 2 and 3 provide the structure of our proposed scheme. Figure 4
provides the general construction of a S P H I N C S  tree. Figure 6 shows the computation of
SP H I N C S  at the topmost layer of the tree.

In our proposed framework, as shown in Figures 2 and 3, we use two primary keys:

1. Symmetric Key, Q K ,  derived from Quantum K e y  Distribution.
2. A  public key, P K ,  derived from SPHINCS-256 algorithm.

Flow of the proposed algorithm: The symmetric key, Q K ,  finalised from the authen-
ticated Q K D ,  is used to encrypt the message (data gathered by RT U )  to generate cipher.
The sender copies the message before encryption, and the message copy is fed to the
SPHINCS-256 to generate signature and the public key, P K .  A  tuple containing Cipher,
Signature and public key is sent to the receiver. The public key, PK ,  is used to validate the
signature when received by the receiver.

From the above explanation, we can conclude that the public key, PK, of SPHINCS-256
is not derived from the symmetric key, QK. This feature makes the framework secure since
the public key does not carry the essence of the symmetric key, Q K  because Q K  is used to
encrypt the message.

However, the SPHINCS-256 algorithm has key generation phase which generates
its own key pair, (Public key, Private key). The Public key is the P K  used in our main
framework, explained above and in Figures 2 and 3.

K e y  Generation in SPHINCS-256 [13,43]: The SPHINCS-256 tree is based on hyper
tree construction. When the SPHINCS-256 tree is seen as bottom to top approach, the bot-
tom layer of tree has leaf trees as H O R S T  tree with its own leaves. The leaf of the H O R S T
tree is denoted as L i  and the root of the H O R S T  tree is PK H . The L i  is computed by hashing
the elements of H O R S T  secret/private key, SK H .  In Figure 4, we can see that the root node
of the below tree is computed to generate the leaf of the following above tree which further
generates its own root node. Thus, in simple terms, we can say that the private key of
H O R S T  tree is further computed, passing through the main tree via FTS node, OTS nodes
and hash nodes, to generate the root of the main tree, SPHINCS-256 public key. Thus,
SPHINCS-256 public key, P K ,  is deterministically derived from H O R S T  private or secret
key, SK H .
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In our proposed scheme, only the H O R S T  secret key, S K H  , is generated by Q R N G .
Thus, the Q R N G  is used only once in the SPHINCS-256 tree. And,  it is used only in the
H O R S T  tree.

For a detailed view, Figure 6 shows a S P H I N C S  tree with d layers, and the root
computation of SPHINCS-256 public key, P K ,  at d-1 layer. The d-1 layer has the secret
key, SK d−1 ,  computed and passed on from the below trees. The S K d − 1  is further hashed to
generate seed. The seed along with bitmask is fed to the WOTS scheme to generate
public key of WOTS, PKW O T S  . The Leaf, L i ( d−1 )  is computed by hashing PKW O T S . And,
the L i ( d−1 )  is fed to binary hash tree to obtain the root of the main tree, P K .

Figure 6. SPHINCS tree with d layers. It shows the computation at d-1 layer. The d-1 layer is the topmost layer which has
key pairs: (1) Public Key, PK. (2) Private or secret key, SKd−1 .

5. Formal Analysis of the Proposed Scheme

We have performed a formal analysis of our proposed scheme. We used PRISM [47],
a probabilistic model checker, for key generation and Scyther [48] for encryption and
digital signature.

5.1. Analysis of Key Generation Phase

We verified the B92 protocol based on the Discrete-Time Markov chain by using the
PRISM tool [49]. There are three main steps to build a PRISM model. The first step is
system specification, involving building a model of a given system with modules, variables,
and constants. We constructed three modules, mainly Alice, Bob, and Eve. The second
step is property specification, which addresses the two hypothetical questions: How much
information is leaked processing the protocol? Can the B92 protocol discard or prevent the
eavesdropping attack? Thus, we created two properties to address the questions, namely,
Probability of detecting an eavesdropper (Eve) and, Probability that Eve measures more than half
of the information correctly. The third step is feeding the model into the PRISM tool [49].
We created two models [50,51], namely, B92 protocol with Intercept Resend attack, and
B92 protocol with Random Substitute attack.
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PRISM is a probabilistic model checker that indicates design flaws in the security
protocol before moving to the simulation phase and deploying in a real-time hardware
setting. Thus, PRISM does not address the challenges during hardware implementation.
Based on Sibson et al. [20] ‘s experiment on the BB84 protocol, the researchers have observed
that the secret key rate is 345 kbps with a clock rate of 560 M H z  and QBE R  of 1.05%.
Moreover, Rishab et al. [52] ‘s paper provides both experimental implementations and
software simulation of the B92 protocol. The practical implementation shows the key
rate and QBE R  is 51 ±  0.5 Kbits/sec and 4.79% ±  0.01%, respectively. The B92 protocol
simulation generates a key rate of 52.83 ±  0.36 Kbits/s and QBER of and 4.79% ±  0.01%.

While conducting formal analysis using PRISM, we considered the worst-case scenario
of information leakage. The worst-case scenario is that Eve  reads more than half of the
qubits over the quantum channel correctly. Because, When Eve measures the qubits, there is
a 50% probability of using the wrong basis. Further, the probability of getting a correct
qubit state using the wrong basis is 50%. Thus, 25% of the qubits measured by the
receiver is incorrect, and 75% of the qubits measured are correct. Therefore, currently,
we are considering more than 50% information leakage. Moreover, simulation of B92 in
PRISM deals with a low number of qubits due to computational limitations and
significantly high elapsed time.

5.1.1. B92 with Intercept-Resend Attack Model

The Intercept-Resend attack model is based on active eavesdropping. Eve  tries to
read the qubits or bits of information, exchanged through quantum and public channels,
during key generation [49]. Figure 7 shows the probability of detecting Eve. Figure 8 shows
the probability of detecting information leakage more than N / 2 ,  while N  is the number
of qubits.

Figure 7. Probability of detecting Eve during Intercept Resend Attack.
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Figure 8. Probability that E V E  measures more than half of the information correctly during Intercept Resend Attack.

5.1.2. B92 with Random-Substitute Attack Model

A  Random-Substitute attack is a cloning attack. The eavesdropper measures the
qubits, which disturbs the state of the qubit. The eavesdropper attempts to duplicate the
original state of the qubit and sends it to Bob. Figure 9 shows the probability of detecting
Eve. Figure 10 shows the probability of detecting information leakage more than N/2 by
Eve, where N  is the number of qubits and N  � Z + .

Therefore, we conclude that the probability that Eve is detected increases exponentially
with the number of qubits. Furthermore, the probability that an Eve  obtains a correct
measurement result for over half the transmissions decreases exponentially with N . We also
conclude that an Intercept-Resend attack is more plausible to cloak an Eve’s presence than a
Random-Substitute attack.

Figure 9. Probability of detecting Eve during Random Substitute Attack.
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Figure 10. Probability that E V E  measures more than half of the information correctly during Random Substitute Attack.

5.2. Analysis of Encryption and Digital Signature Phase

We use Scyther to verify the post-quantum scheme used in our proposed framework.
Scyther is an open-source tool used for automatic verification of security protocols [48].
The verification is based on three main aspects: (1) Logical message components verify
whether a key is public, secret, constant, or freshly generated in each run. (2)
Message structure includes key pairing, encryption, signature, and hash schemes. (3)
Message order verifies the synchronization and involvement of agents.

To build a model in Scyther, we use roles and events to send and receive messages
between two agents. We have also used claims that refers to the intended security properties.
We verified two properties, secrecy and authentication. Secrecy analyzes, whether either
of the involved agents, communicates to a trusted party on a dubious channel.
Authentication addresses the aliveness of agents, synchronization, the commitment of
the protocol and, message agreement between two parties [48]. Figure 11 shows the
verification results of the proposed scheme. We conclude that using quantum scheme in the
SPHINCS-256 algorithm makes our proposed algorithm resistant to classical and quantum
threats.
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Figure 11. The encryption and signature phase verified by Scyther tool.

6. Results

We have implemented our proposed scheme in Python 3.6. We used the Quantum
Information Toolkit [53] to simulate the instances based on quantum physics. Furthermore,
to validate our hypothesis, we have generated results and performed a statistical analysis of
measured variables. Table 3 provides a list of N I S T  tests executed on the algorithms used
in the current and our proposed scheme. We present the results of our algorithm in the
following sections.

RS A  and E C D S A  (AGA-12)

Frequency Test (Monobit)
Frequency Test within a Block
Run Test
Longest Run of Ones in a Block
Discrete Fourier Transform (Spectral) Test
Serial Test 1 and 2
Approximate Entropy Test
Cumulative Sums Forward Test
Cumulative Sums Reverse Test
Random Excursions Test
Random Excursions Variant Test

Table 3. NIST tests on algorithms.

N I S T  Tests for Randomness

B92 (in our proposed algorithm)

Frequency Test (Monobit)
Frequency Test within a Block
Run Test
Longest Run of Ones in a Block
Discrete Fourier Transform (Spectral) Test
Serial Test 1 and 2
Approximate Entropy Test
Cumulative Sums Forward Test
Cumulative Sums Reverse Test

Q R N G  and Chacha-12 SPHINCS-256
(in our proposed algorithm)

Frequency Test (Monobit)
Frequency Test within a Block
Run Test
Longest Run of Ones in a Block
Binary Matrix Rank Test
Discrete Fourier Transform (Spectral) Test
Non-Overlapping Template Matching Test
Overlapping Template Matching Test
Maurer’s Universal Statistical test
Linear Complexity Test
Serial Test 1 and 2
Approximate Entropy Test
Cumulative Sums (Forward) Test
Cumulative Sums (Reverse) Test
Random Excursions Test
Random Excursions Variant Test

6.1. Results Obtained in the Key Generation Phase of the Proposed Scheme

We have implemented our proposed framework in Python using the Quantum Infor-
mation toolbox. A  practical quantum channel consists of noise from the channel imper-
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fections. To simulate such a channel, we implemented the logic of the binary symmetric
channel. It sends and receives a message in binary with error probability p [54].

During key generation, we implemented and observed two scenarios, with and
without Eve. Figures 12 and 13 show that whenever Eve  is present, 70% of the time,
QBE R  >  25. In the remaining 30% of the cases, the QBE R  was around 20%. In Figure 13, the
green bar represents QBER <  25% and, the blue bar represents QBER >  25%. Figure 14
exhibits that out of 10 simulations, the mean execution time of the B92 protocol is 0.0198 s.

Figure 12. Percentage of cases when QBER is greater and less than 25% in the presence of an Eve in B92 protocol.

Figure 13. QBER in the presence of an Eve in B92 protocol over 10 simulations.
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Figure 14. Execution Time of B92 protocol.

To perform a comparative analysis between two scenarios, Eve  and without Eve,
we used the following variables.

• Sifted key size
• QBER
• Incorrect basis count
• Final K e y  size

Table 4 depicts that only QBE R  gets affected by the presence of Eve. Since QBE R
is used to discard the keys, if QBER >25,  the other variables, mainly the final key and
sifted key, do not vary much. Furthermore, the incorrect basis count does not show much
difference with or without Eve.

Table 4. Comparative Analysis of B92 in presence of Eve vs B92 in absence of Eve.

Variables Measured

Final K e y  (bits)

Simulation in Presence of Eve
1 2 3 4 5
63 63 63 63 61

Simulation in Absence of Eve
6                 7                 8                 9                 10
62               62               63               63               60

Incorrect Basis Count 252 264 259 260 259 256 260 262 248 268
(IBC)

QBER (%)

Sifted K e y  (bits)

21.5 24.4 20 22 24

260 248 253 252 253

9.83 8 4

256 252 250

9.61 12.5

264 244

There are 15 tests for randomness in the N I S T  statistical test suite. A l l  tests are not
suited or required for all random number generators as it depends on various factors,
mainly, sample size and algorithms used [55,56]. We are using a 512-bit key size for raw
key and 62-bit key size for the final key. We followed Doganaksoy et al.’s paper [56] to use
the appropriate statistical tests on both raw key and final key. We generated ten final and
raw keys for testing. A l l  ten keys passed the tests. Thus, we conclude that both the raw
key and final key are random in each simulation. Tables 5 and 6 provide the p-values of
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the statistical tests on raw key and final key, respectively. Since the p-values are greater
than 0.01, the N IST  tool concludes the sequences to be random.

Table 5. p-values of appropriate NIST statistical tests on Randomness applied to Raw Key (512 bit) of B92. Conclusion: Random.

p-
Values
of
Raw
Keys

1

2

3

4

5

6

7

8

9

10

Frequency
Test

0.92956

0.11161

0.79088

0.47950

0.42632

0.72367

0.929568

0.536101

0.376759

0.790882

Frequency
Test within
a Block

0.65024

0.12026

0.44540

0.32088

0.94899

0.54742

0.66149

0.09507

0.75873

0.19682

Run
Test

0.42611

0.54970

0.53400

0.67429

0.36125

0.33355

0.85941

0.98649

0.17306

0.01713

Longest
Run of
Ones
in a

Block

0.13129

0.29407

0.02329

0.26711

0.89453

0.20087

0.37619

0.79974

0.73362

0.25351

Discrete
Fourier
Transform
(Spectral)
Test

0.62649

0.93535

0.25614

0.46539

0.62649

0.93535

0.62649

0.93535

0.62649

0.93535

Serial
Test 1

0.99402

0.49896

0.15865

0.49896

0.49896

0.49896

0.69077

0.69077

0.06722

0.49896

Serial
Test 2

0.99932

0.07918

0.14452

0.23917

0.36062

0.36062

0.85568

0.36062

0.63695

0.49853

Approx-
Imate
Entropy
Test

1

1

1

1

1

1

1

1

1

1

Cumulative
Sums
(Forward)
Test

0.89202

0.22321

0.49993

0.69601

0.57476

0.61422

0.85688

0.89202

0.46486

0.77868

Cummu-
Lative
Sums
(Reverse)
Test

0.81876

0.18615

0.73751

0.36965

0.53660

0.92314

0.77868

0.36965

0.65476

0.73751

Table 6. p-values of appropriate NIST  statistical Tests on Randomness applied to Final Key  (mean size =  62 bit) of B92.
Conclusion: Random.

p-
Values
of
Final
Keys

1

2

3

4

5

6

7

8

9

10

Frequency
Test

0.44605

0.52873

0.52873

0.20408

0.10145

0.44605

0.44605

0.52873

0.20408

0.61145

Frequency
Test
within a
Block

0.44605

0.52873

0.52873

0.20408

0.10145

0.44605

0.44605

0.52873

0.20408

0.61145

Run
Test

0.34151

0.49381

0.06409

0.06066

0.03904

0.55704

0.55704

0.02740

0.04177

0.19079

Discrete
Fourier
Transform
(Spectral) Test

0.59996

0.93090

0.02604

0.52153

0.28487

0.52153

0.52153

0.28487

0.04177

0.59996

Serial
Test 1

0.49896

0.49896

0.49896

0.49896

0.49896

0.49896

0.49896

0.49896

0.49896

0.49896

Serial
Test 2

0.49853

0.49853

0.49853

0.49853

0.49853

0.49853

0.49853

0.99813

0.49853

0.49853

Approximate
Entropy Test

1

1

1

1

1

1

1

1

1

1

Cumulative
Sums
(Forward)
Test

0.25500

0.85301

0.41518

0.19747

0.11756

0.50516

0.50516

0.94315

0.32478

0.73271

Cumulative
Sums
(Reverse)
Test

0.84788

0.85301

0.85301

0.15080

0.15551

0.50516

0.50516

0.51267

0.32478

0.94027

6.2. Comparative Analysis between S P H I N C S -Q R NG and Current Algorithms Used in AGA-12

To address the first set of research questions, we implemented and performed a
comparative analysis between the Digital signature algorithm used, R S A  and E C D S A ,  in
AGA-12  vs. Quantum K e y  Distribution protocol and SPHINCS-256 with the Q R N G
algorithm in our proposed scheme. We performed five simulations for R S A  and E C D S A
and generated five key pairs for each algorithm. We tested the keys by performing the
appropriate N I S T  statistical tests for randomness. Figure 15 shows the observations that
they do not satisfy 100% of them.

The 192-bit private key and 384-bit public key of E C D S A  passed 96% of the NIST  tests
over five simulations. R S A  private key size with 2048 bit passed 90% of the N I S T  tests
over five simulations, and R S A  public passed 98% of them. In contrast, the raw key and
final key in Q K D  passed all the tests (100%) over ten simulations. Moreover, SPHINCS-256,
with Q R N G  key pairs, passed 98% of the tests over five simulations.
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Figure 15. Percentage of passed tests, by RSA, E C D S A  and SPHINCS-QRNG key pairs, based on NIST statistical test suite
on randomness.

6.3. Results Obtained in the Signature Generation Phase

To address the second set of research questions, we implemented both algorithms:
SPHINCS-256 using Chacha12 P R N G  and SPHINCS-256 using Q R N G  to generate H O R S T
secret key. We named the two models SPHINCS-Chacha12 and SPHINCS-QRNG.  For com-
parative analysis, we considered the root of the S P H I N C S  tree as the public key. And, we
considered the private key of the S P H I N C S  tree at the topmost (d-1) layer. The signature
size obtained in both models is 27873 bytes. We generated five random numbers from
each algorithm and fed each of them to the N I S T  statistical tool. We compared both the
algorithms by measuring execution time, testing randomness of the generators used in
each algorithm, and based on Datcu et al.’s [57] research on testing Chacha12 P R N G .

6.3.1. Comparative Analysis of S P H I N C S- Q R N G  and SPHINCS-Chacha12 Based on
Execution Time

Figure 16 shows that the execution time of S P H I N C S  Q R N G  is more than that of the
existing S P H I N C S  algorithm with P R N G .  The mean execution time of S P H I N C S - Q R N G
public key is 160 μs, and of the private key is 238.89 μs. Whereas, in SPHINCS-Chacha12
algorithm, the average time to generate the public key 112.15 μs and the private key is
110.12 μs.
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Figure 16. Execution Time for SPHINCS-Chacha12 vs. SPHINCS-QRNG

Moreover, we also performed a comparative analysis based on theoretical performance.
Since SPHINCS is a h/d-ary certification tree, Daniel et al. [13] provided a rough theoretical
run time values based on the count of pseudo random number functions (PRFs), PR N G  and,
hashes. The total height of hyper tree is h with d multiple layers of trees. It takes d2h/d

O T S  key generations, d2h/d +  2 P R F  calls, d2h/d +  1 P R N G  calls and 2t +  d(( l (w +1))
2h/d −  1) hashes. H O R S T  uses parameter t, such that t =  2τ . The height of the H O R S T
tree is τ  =  log t. WOTS uses a signature size and runtime tradeoff parameter w such that
w � N. However, the time complexity of R S A  is O(n2) and that of E C C  is O(n3)) [58].
Further, all pseudo-random number generator requires O(n) bit operations. In contrast,
Q R N G  based on Hadamard transformation can be computed in O(nlogn) operations in
classical hardware and, in O(1) in quantum hardware [59,60]. Therefore, we conclude that
theoretically, the computational complexity of our proposed algorithm is higher than that
of existing SP H I N C S  based on P R N G  and AGA-12.

6.3.2. Comparative Analysis of S P H I N C S- Q R N G  and SPHINCS-Chacha12 Based
on Randomness

To test the randomness of the quantum random number generator (QRNG),  we used
all 15 tests of the N I S T  statistical test suite and, the Q R N G  passed all of them in every
simulation. Thus, we conclude that Q R N G  is truly random. Table 7 displays the p-values
of random number generated by Q R N G  used in SPHINCS-256.  A s  the p-values ≥  0.01,
the N I S T  tool concludes the sequence to be random with a confidence of 99%. Figures 17
and 18 display the results of Random Excursions Test and Random Excursions Variant Test,
respectively for SPHINCS-QRNG. The Random Excursions test executes sub-tests on each
of the following states; −4,  −3,  −2,  −1,  +1, +2, +3 and +4, to check the frequency of visits
to a cumulative sums state within a cycle of a random walk matches with that one would
expect for random sequence [55]. For a certain state, if the p-value ≥  0.01, the sequence is
random. For example, in Figure 17, the p-value of Q R N  1 with state +1 is approximately
0.8492. Thus, the sequence at state +1 is random.
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Table 7. p-values of appropriate NIST Statistical Tests for Random and PRNG applied on Quantum Random Number Generator(QRNG)
used in SPHINCS-256.

p-Values of Q R N G  Used in SPHINCS-256

Frequency Test (Monobit)

Frequency Test within a Block

Run Test

Longest Run of Ones in a Block

Binary Matrix Rank Test

Discrete Fourier Transform (Spectral) Test

Non-Overlapping Template Matching Test

Overlapping Template Matching Test

Maurer’s Universal Statistical test

Linear Complexity Test

Serial test 1

Serial test 2

Approximate Entropy Test

Cumulative Sums (Forward) Test

Cumulative Sums (Reverse) Test

Q R N  1

0.852444761

0.161769992

0.217961992

0.513396784

0.262333935

0.142033423

0.63600041

0.200756533

0.124605474

0.8575379

0.667804599

0.691057349

0.569869981

0.800359989

0.943118012

Q R N  2

0.011735483

0.733286939

0.827155028

0.969974739

0.822162028

0.011616891

0.504047187

0.505736739

0.243079644

0.547314553

0.9238906

0.953760341

0.89057965

0.013619809

0.018863213

Q R N  3

0.149302374

0.575099934

0.32712429

0.637115311

0.862431288

0.157596656

0.415637608

0.353171054

0.01674513

0.126281648

0.773287042

0.7814567

0.092335008

0.215229911

0.268772338

Q R N  4

0.406538784

0.665007898

0.732869216

0.248794857

0.111413103

0.776045999

0.169519974

0.591057811

0.73273627

0.190952376

0.949470145

0.920487151

0.350697922

0.508140027

0.771928763

Q R N  5

0.649828827

0.518616736

0.924945411

0.913444629

0.071873969

0.613759295

0.262129471

0.508073676

0.889955415

0.371943788

0.285436568

0.576467535

0.18177552

0.69796035

0.764505358

Figure 17. Results of Random Excursions Test on Quantum Random Number Generator(QRNG) used in SPHINCS-256.
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Figure 18. Results of Random Excursions Variant Test on Quantum Random Number Generator(QRNG) used in SPHINCS-256.

The Random Excursions Variant test verifies whether the number of visits to a particu-
lar state in a cumulative sum random walk deviates from the expected number of visits in
the random walk. It considers 18 states consisting of { −9,  −8,  . . . , +8, +9} and, if the p-value
of a particular state is greater than or equal to 0.01, that means the sequence is random.
However, when we ran all 15 tests on a random number generated by SPHINCS-Chacha12,
it does not pass 100% of the N I S T  statistical tests. The pseudo-random number, P R N  5,
generated by Chacha-12, failed the Maurer ’s Universal Statistical test. Also, P R N  1 and
P R N  5 does not pass the Random Excursions Test and Random Excursions Variant Test
with all states. Table 8, Figures 19 and 20 exhibit the results of the randomness of Chacha-
12 P R N G  tested by N IST  statistical test suite.

We performed 15 statistical analysis on five random numbers for each algorithm.
Thus, we performed 15 ×  5 =  75 tests. Out of 75 tests, Chacha-12 passed 70 tests and,
Q R N G  passed all of them. Figure 21 exhibits a graph that shows Chacha-12 P R N G  scored
93.3%, and QR N G  scored 100% for successfully passing the tests. The Chacha-12 algorithm is
feasible for resource-constrained devices [61]. However, Datcu et al. [57], showed that
secure P R N G  Chacha does not pass all the statistical tests of Monte-Carlo analysis.
Moreover, I D  Quantique has developed a Q R N G  chip for critical infrastructure involving
the Internet of Things (IoT) and other resource constrained devices [19]. Table 9 provides a
synthesis of results obtained from comparative analysis of the proposed algorithm, R S A ,
E C D S A  and SPHINCS-256.
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Table 8. p-values of appropriate NIST Statistical Tests for Random and PRNG applied on Chacha-12 used in SPHINCS-256.

p-Values of P R N G  Used in SPHINCS-256

Frequency Test (Monobit)

Frequency Test within a Block

Run Test

Longest Run of Ones in a Block

Binary Matrix Rank Test

Discrete Fourier Transform (Spectral) Test

Non-Overlapping Template Matching Test

Overlapping Template Matching Test

Maurer’s Universal Statistical test

Linear Complexity Test

Serial test 1

Serial test 2

Approximate Entropy Test

Cumulative Sums (Forward) Test

Cumulative Sums (Reverse) Test

P R N  1

0.756560956

0.466408066

0.046601502

0.39001338

0.234372205

0.520636833

0.17548433

0.341609907

0.251209205

0.636767031

0.266168112

0.111246791

0.991465303

0.550993298

0.834146968

P R N  2

0.61285665

0.2519857

0.41321088

0.57336093

0.70947779

0.87603089

0.67642991

0.93826949

0.22365261

0.43256403

0.04303137

0.36341311

0.50945017

0.64760991

0.85546589

P R N  3

1

0.66537382

0.95693516

0.31763597

0.89969577

0.52063683

0.08873813

0.03571624

0.37912508

0.95718573

0.85174723

0.71254001

0.72260759

0.550134

0.550134

P R N  4

0.87288107

0.05620039

0.93466707

0.60612676

0.38005323

0.21202315

0.25081909

0.88583617

0.21287032

0.68049537

0.77514063

0.62943052

0.55896218

0.6264806

0.77562923

P R N  5

0.76723008

0.27892162

0.13415598

0.43188342

0.77390385

0.4798148

0.0158475

0.19903682

0.00739755

0.26611467

0.06351778

0.1555089

0.70516401

0.39388365

0.22547471

Figure 19. Results of Random Excursions Test on Chacha-12 PRNG used in SPHINCS-256.
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Figure 20. Results of Random Excursions Variant Test on Chacha-12 PRNG used in SPHINCS-256.

Figure 21. Percentage of passed tests for randomness scored by Chacha-12 and QRNG.
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Table 9. Synthesis of comparative analysis of the proposed algorithm, RSA, E C D S A  and SPHINCS-256.

Algorithms

R S A

E C D S A

The
proposed
algorithm

SPHINCS-256

Public Private
K e y K e y
Size Size
(bits) (bits)

1041 2048

384 192

34303 34814

34303 34814

Raw Final
key K e y
Size Size
(bits) (bits)

N / A N / A

N / A N / A

512 62

N / A N / A

Q B E R
(mean)

No intrusion
detection

No intrusion
detection

15.584%
Detects
eavesdropping.

No intrusion
detection

Percentage
of
Passed
N I S T
Randomness
Tests

Private key:
92% Public key:
98%

96%

Both keys:
98% Q R N G :
100%

Chacha-12:
93.3%

Execution Time/
Time Complexity

O  (n2)

O  (n3)

d2h/d OTS key generations
d2h/d +  2 P R F  calls.

d2h/d +  1 P R N G  calls
and

2t +  d(( l (w +1)) 2 h / d −  )1
hashes Q R N G  :
O(nlogn) in classical hardware.
O(1) in quantum hardware.
Public K e y  Generation:
160 μs
Private K e y  Generation:
238.89 μs

d2h/d OTS key generations
2dh/d +  2 P R F  calls.
d2h/d +  1 P R N G  calls
and

2t +  d(( l (w +1)) 2h/ d−)1
hashes P R N G  : O(n) bit
operations. Public K e y
Generation:
112.5 μs
Private K e y  Generation:
110.12 μs

7. Conclusions

We have proposed a collision and preimage resistant framework for ensuring S C A D A
system security. SPHINCS-256, a post-quantum algorithm, provides 2128 security against a
quantum threat. However, researchers have increased the efficiency and speed of quantum
algorithm based on Grover ’s algorithm, which reduces the post-quantum security from
2128 to 2119.6 in a quantum setting. Therefore, we proposed to use B92, a quantum key
distribution protocol, to obtain the cipher and a quantum random number generator to
generate a truly random number for the H O R S T  secret key used in SPHINCS-256. We have
formally verified our proposed scheme by using PRISM and Scyther. We conclude that
with the number of qubits, the probability of detecting intruder Eve increases exponentially,
decreasing the likelihood of information leakage. Furthermore, B92 is more l ikely to
detect Eve’s presence in case of a Random-Substitute attack than an Intercept-Resend
attack. We validated our hypothesis by simulating our proposed scheme and performing
statistical analysis. We analyzed the randomness of R S A ,  E C D S A  keys used in AGA-12
against the randomness of the quantum key used in our proposed algorithm. We observe
that keys generated by Q K D  satisfy 100% of the N I S T  randomness tests, unlike R S A  and
E C D S A  keys. R S A  private key passed 90%, and E C D S A  keys passed 96% of the tests.
We also performed a comparative analysis between two algorithms, SPHINCS-256 with
Chacha-12 and SPHINCS-256 with QRNG.  We observe that the Quantum Random Number
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Generator passes all the statistical tests for randomness, unlike Chacha-12 PRNG.  However,
in computational hardware, the computation cost of our proposed S P H I N C S - Q R N G  is
higher than that of AGA-12 and the existing SPHINCS-PRNG algorithm. Thus, we conclude
that there is a trade-off between security and computation cost. Our proposed framework,
using true random numbers based on uncertainty and quantum superposition principles,
provides more resistance than AGA-12 and SPHINCS-256 against quantum and classical
threats. Moreover, as part of future work, we wil l  propose a quantum-resistant encryption
algorithm and compare it with various encryption algorithms to obtain a more effective
cipher for the S C A D A  security framework.
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6.1 INTRODUCTION

Cryptography is a crucial part of securing all cyber-physical systems to attain con-
fidentiality and integrity as security goals. The security level of cryptographic algo-
rithms, including Rivest–Shamir–Adleman (RSA) and elliptic curve cryptography
(ECC), relies on the intractability of certain problems using traditional computers.
However, the boom of quantum computing has placed current cryptographic algo-
rithms at stake.

Quantum computers exploit the principles of quantum physics, mainly superposi-
tion and entanglement principles, to process information.

The standard quantum algorithms, mainly Shor’s [20] and Grover’s [16] algo-
rithms, are a threat to RSA and ECC cryptosystems, respectively. Researchers and
organizations have been developing various quantum attack-resistant algorithms,
using either complex mathematical problems or exploiting quantum physics [23, 24].
The algorithms that exploit quantum physics principles are quantum cryptography,
and the algorithms based on hard mathematical problems are post-quantum cryp-
tography. While quantum cryptography relies on quantum hardware, post-quantum
cryptography can be deployed on the same hardware infrastructure of the current
networks [8]. In this chapter, we review post-quantum cryptography that is resistant
to quantum attacks.

6.1.1 S e c u r i t y  th r e a t  Fac e d  by Q u a n t u m  c o m p u t i n g

The progress in developing quantum computers on a large scale has threatened the
most commonly used symmetric and asymmetric key cryptosystems. A modern
computer encodes information in bits with a value of either 0 or 1. However, a quan-
tum computer or hardware encodes information in qubits that follows the rules of
quantum physics. The qubit can be in s state 0 or 1 or both at the same time, as per
the superposition principle. The two qubits are in an entangled state when their states
are allied with each other. The superposition and entanglement principles make
quantum computers way faster than any modern computers [14, 34].

6.2 SHOR’S ALGORITHM

In 1994, Peter Shor [30] developed an algorithm to derive the prime factorization of
any positive integer. We denote it as N. Shor’s algorithm has two phases: Classical
and quantum. The first section uses the Euclidean algorithm to derive an order-find-
ing problem reduced from the factoring problem. Moreover, the quantum phases
find the approximate superposition of periods of the function by applying quantum
Fourier transform (QFT) [6, 14].

The widely adopted RSA generates its public key using a product of p and q such
that N = p*q, where both p and q are private prime numbers. Thus, RSA’s secu-rity
depends on the complexity of obtaining the factors p and q [22]. Thus, Shor’s
algorithm, when applied to quantum hardware, can crack the RSA cryptosystem.

TNF_06_444359_C006_docbook_new_indd.indd 2 4/13/2022 3:31:19 PM



Quantum-Safe Asymmetric Cryptosystems 3

Moreover, Gidney et al. [15] proved that Shor’s algorithm efficiently cracks RSA-
2048 within 8 h with 20 million qubits [14].

6.3 GROVER’S ALGORITHM

In 1996, Lov Grover [16] developed an algorithm that searches databases faster than
a classical algorithm. Grover’s approach is based on amplitude amplification and
the property of quantum physics to provide a quantum search algorithm that can
find a particular element, given an array of x number of elements. A classical search
algorithm takes O(N) while a quantum search algorithm by Grover has O(√N ), a
quadratic speedup.

Grover’s algorithm can be used for the problem of obtaining a key or for the study
of block ciphers. Thus, Grover’s algorithm weakens the commonly used cryptosys-
tem, namely AES-256/128 [2, 6, 14].

6.4  EXISTING POST-QUANTUM SECURITY SCHEMES
ADDRESSING CONFIDENTIALITY

The emergence of quantum computing in recent years has brought both benefits and
risks to stable cyber-physical systems [34]. The most threatened cryptosystems are
widely used public-key algorithms, key management schemes, and digital signatures
dependent on factorization, elliptic curve cryptography, and discrete logarithms [1].
This has motivated researchers to focus on the study and development of post-quan-
tum cryptography. They are resistant against quantum as well as classical attacks
and can be deployed in the existing network infrastructure [1]. Currently, there are
five categories of primary post-quantum cryptography, namely [6, 8]:

• Code-based cryptography [6, 8]
• Lattice-based cryptography [6, 8]
• Supersingular elliptic curve isogeny [6, 8]
• Multivariate-based cryptography [6, 8]
• Hash-based cryptography [6, 8]

We divide post-quantum cryptography into two security goals: Confidentiality and
integrity. The following sections provide post-quantum cryptography based on the
type of algorithms used.

6.5 CODE-BASED CRYPTOGRAPHY

Code-based cryptography is cryptosystem, including symmetric and asymmetric,
based on the difficulty of error-correcting codes [8]. It can be categorized into the
following:

• Public-key encryption
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• Digital signature
• Zero-knowledge protocols
• Pseudo-random number generator and stream cipher
• Hash functions

In this survey chapter, we review the code-based public-key cryptosystem as dis-
cussed in the following subsection. The most commonly known algorithm is the
McEllice cryptosystem [1].

6.5.1 mce l l i c e  c r y p t o S y S t e m

In 1978, a public-key encryption scheme that was based on hidden Goppa code [33]
was proposed by Robert McEllice. Goppa codes are the relation between algebraic
geometry and codes and are used as error-correcting codes. They rely on the NP-hard
problem of decoding linear codes. The basic concept of the Goppa code depends on
modular arithmetics. When a number series approaches a higher number, and once
it reaches a specific number, the series starts from 0 again [1, 8]. A classic McEllice
cryptosystem includes the following phases (assuming Alice and Bob are the two
legitimate participants) [28, 33].

Key Generation: Bob selects a Goppa polynomial g(z) of degree t, computes its
corresponding generator matrix G, selects a random invertible matrix denoted as S
and a random permutation matrix denoted as P. Bob uses all the parameters to com-
pute G’ = SGP and announces his public key that includes (G’, t). Bob’s private key
includes (S, G, P).

Encryption: Alice encrypts her message, represented in binary strings, by select-
ing and combining a random error vector, e, that has weight≤ t, to mG’. Thus, Alice
sends the following cipher, y in Equation 6.1.

y = m ´G¢+e (6.1)

Decryption: Bob uses his matrix, P, to derive y’ as shown in Equation 6.2. Then,
Bob applies the decoding algorithm, computing e’, to y’ to correct the errors and
derive the codeword, m’. The m’ is mS. Thus, Bob can easily derive m by m’ *S−1.

y¢ = y ´ P-1 (6.2)

According to the National Institute of Standards and Technology (NIST) Post-
Quantum Cryptography (PQC) Standardization report [1], the McEllice crypto-
system is suitable for replacing traditional cryptosystems. It is quantum safe and
provides security against Chosen Ciphertext Attack (CCA) and One-Wayness against
Chosen Plaintext Attack (OW-CPA). Moreover, the McEllice cryptosystem is faster
than most cryptosystems. However, it also comes with its drawbacks. It generates
large public keys that can cause an implementation problem, especially in resource-
constrained devices. Moreover, the ciphertexts are smaller than other post-quantum
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Key Encapsulation Mechanisms (KEMS), but the ciphertexts are larger than the
plaintexts. The McEllice cryptosystem is not applicable to generating authentication
scheme or digital signature scheme [1].

6.6 LATTICE-BASED CRYPTOGRAPHY

Lattice-based cryptography has been proven to be strongly resistant to subexponen-
tial as well as quantum threats. They are based on the concept of lattices, sets of
points within an n-size periodic structured space as shown in Figure 6.1 [13]. In
simple terms, lattice can be considered as any regularly spaced grid of points. The
security of the lattice-based cryptography depends on the complexity of lattice prob-
lems, mainly the shortest vector problem (SVP), the closest vector problem (CVP),
or the shortest independent vectors problem (SIVP) [7, 13]. The SVP is deriving the
minimum nonzero vector in the current lattice and is an NP-hard problem unsolvable
by the present quantum algorithm [7].

6.6.1 n t h - d e g r e e  t r u n c a t e d  p o ly n o m i a l  r i n g  u n i t S

In 1996, Hoffstein et al. [17] published an encryption scheme called the Nth-Degree
Truncated Polynomial Ring Units (NTRU). It is public-key cryptography focused on
SVP within a lattice [17]. It does not rely on factorization or disjunctive logarithms
as the traditional public-key cryptosystem does. The basic NTRU operation is per-
formed in the truncated polynomial rings as shown in Equation 6.3, such that N is a
prime number and Zq is the ring of integers modulo q [17].

Rq = 
Zq ë

-1
(6.3)

FIGURE 6.1 A lattice space in 3D.
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A polynomial, f, in Rq can be written in Equation 6.4.

N -1

f = ë f0, f1,...., fN -1û = fk X K (6.4)
k=0

Moreover, we denote the multiplication as *. Thus, f * g, where f and g are two poly-
nomials, is given as a cyclic convolution product as shown in Equation 6.5.

f * g = h = [h0,h ,....,hN -1] (6.5a)

hk = å fig j (6.5b)
i+ j=k mod N

The NTRU uses the above parameters to derive key pairs, encrypt the message, and
then decrypt the cipher. Thus, we list the public parameters of the NTRU algorithm
as follows [17, 28].

• N denotes a large prime number.
• p and q are positive numbers. Gcd(p, q) = 1, and, p < <  q .
• df, dg,and dr are integers to generate polynomials. The polynomials from

which the private keys are uniformly chosen belong to the set B(df), B(dg),
and B(dr). The binding values in B(dr) are used during encryption.

Key Generation: Two random small polynomials, f and g, are selected, such that
fϵB(df) and gϵB(dg), fp = f−1(mod p) and fq = f−1(mod q). Then h is computed. Thus,
the obtained public key is (N,h) and the private key is ( f, fq) [17, 28].

Encryption: To encrypt a message, m, a polynomial r is chosen randomly such
that rϵB(dr). Then, the message is encrypted to generate a cipher e as shown in
Equation 6.6 [17, 28].

e = p*r *h + m(mod)q (6.6)

Decryption: The first step of decryption is to compute f * e (mod q), and transform
the obtained value, a, to polynomial whose coefficients are in the range [−q/2, q/2].
The following equations are used during decryption. The value of m can be derived
from fp * a (mod p) [17, 28].

a = f *e(modq)

Þ a = f *( p*r *h + m)(modq)

=> a = f * p*r * g * fq + f *m(modq)
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=> a = p *r * g + f *m(modq) (6.10)

As per the NIST report [1], the NTRU remains unbreakable against current attacks
as well as attacks using present quantum hardware. Moreover, it generates shorter
key pairs as compared to McEllice’s cryptosystem. Thus, NTRU is declared a suit-
able alternative to RSA and ECC.

6.6.2 r i n g - lW e

Ring learning with errors (Ring-LWE) [21] is a post-quantum cryptosystem that
relies on the learning with errors (LWE) problem assigned to polynomial rings over
finite fields. In Ring-LWE, the coefficients of polynomials can be added and multi-
plied within a finite field, F*q, such that the coefficients are less than q [21, 28]. The
Ring-LWE can be deduced to an SVP within a lattice.

A classic Ring-LWE problem follows the following steps, assuming Alice and
Bob are the two participants [21].

6.6.2.1 Alice and Bob accord on a shared complexity
value of n, such that n is the highest coefficient power.

6.6.2.2 They both derive q such that q = 2n−1.
6.6.2.3 The polynomial operations are computed

with a modulus of q.
6.6.2.4 Alice creates a set of polynomial values, A,

as in Equation 6.11.

A = an-1xn-1 + .... + a1x2 + a1x + a0 (6.11)

6.6.2.5 Alice divides A by φ(x) = xn +1.
6.6.2.6 Alice computes two polynomials: Error poly-

nomial (e) and secret polynomial (s).

e _ A = en-1xn-1 + ....e x + e0 (6.12)

s _ A = sn-1xn-1 + ....s1x + s0 (6.13)

6.6.2.7 Alice, then, computes vA using A, eA and, sA

as shown in Equation 6.14.

vA = A* sA + eA (6.14)

6.6.2.8 Alice sends A and vA to Bob, and Bob follows
the same algorithm to generate his own error polynomial eB and secret poly-
nomial sB.
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6.6.2.9 Bob also creates vB and sends it to Alice.
6.6.2.10 Alice multiplies the vB with her own secret

polynomial, and further computes it as shown in Equation 6.1
6.6.2.11 In the meantime, Bob uses the same algo-

rithm to generate its own shared secret key as in Equation 6.16.

Then, both Alice and Bob extract the noise from the shared secret key to obtain
the same shared secret value [21]. This algorithm can be implemented in the key-
exchange scheme, digital signature, and homomorphic encryption, and the public
and private key sizes are larger than that of a traditional public-key cryptosystem
[21]. One of the post-quantum algorithms that focuses on Ring-LWE is called New
Hope [1].

6.7 SUPERSINGULAR ELLIPTIC CURVE ISOGENY-
BASED CRYPTOGRAPHY

Supersingular elliptic curve isogeny cryptography is quantum-safe cryptography
that depends on the hardness to find isogenies among the supersingular elliptic
curves. Feo et al. [10] developed a post-quantum cryptography algorithm, supersin-
gular isogeny Diffie–Hellman (SIDH) key exchange, analogous to Diffie–Hellman,
and is based on supersingular isogeny problem defined as following [9, 29].

Definition 6.1. [9, 29] Given two supersingular elliptic curves, E1, E2, in a finite
field

k, where |E1| = |E2 |, solve an isogeny function f: E1 −→E2.
Public Parameters: The public parameters are, first, agreed upon by both par-

ticipants (Alice, Bob) during the SIDH protocol. Alice and Bob establish a large
prime p based on a supersingular elliptic curve, denoted as E, over a field, Fp2 such
that F refers to the set of integers modulo, p, and E can be represented as the follow-
ing [9, 29].

E : y2 = x3 + ax + b (6.17)

p = 2a + 3b -1, (6.18)

where a and b ϵ N. Moreover, they also agree on the basis PA, QA of E[2A] and PB,
QB of E[2B].
Key Generation: Alice selects a number, rA, randomly extracted from the set

0 ≤rA < 2b-1. She uses her basis and the selected random number to compute the ker-
nel to generate her isogeny function φA. Alice, using her isogeny function with ker
φA (Equation 6.19), generates the public key denoted as EA = φA(E), φA(PB), φA(PB).
Her private key is rA [9, 29].

kerjA = áP + rAQAñ (6.19)
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Parallely, Bob follows the same algorithm to generate his own key pairs. His private
key is rB randomly extracted from the set 0 ≤ rA < 3b−1. His public key is her public
key denoted as EB = φB(E), φB(PA), φB(PA).

Shared Secret Key Generation: The public keys, EA, EB, are exchanged by Alice
and Bob. Alice generates another isogeny function, ψA, with kernel function based on
the basis parameters, PA, QB, as described in Equation 6.20 [9, 29].

ker( A ) = ájB ( A )+ ërA û· B (QA )ñ (6.20)

Alice then generates j-invariant of the curve EAB = ψA(EB). Similarly, Bob calculates
ψB and then proceeds to derive the j-invariant of curve EBA = ψB(EA). The j-invariant
derived by both Alice and Bob are the shared secret key as described in Equation
6.21 and is simply described in Figure 6.2 [9, 29].

j(jB (EA ) = j(EBA ) = j(EAB = j(jA (EB ). (6.21)

The post-quantum scheme that relies on the complexity of supersingular isogeny
curve problem provides enough resistance against attack using a quantum algorithm.
A key encapsulation mechanism based on SIDH, named supersingular isogeny-based
key (SIKE), provides the smallest public key sizes as that of other post-quantum
schemes, as well as small ciphertexts. However, the performance of the supersingu-
lar isogeny-based cryptosystems is lower than that of other post-quantum cryptosys-
tems. Thus, it requires efficient optimization algorithms to increase the performance
[1].

6.8 EXISTING POST-QUANTUM SECURITY
SCHEMES ADDRESSING INTEGRITY

In this section, we provide an overview of the types of post-quantum cryptography
addressing integrity as a security goal. Currently, three types of post-quantum cryp-
tography implement a signature scheme, mainly, lattice-based, multivariate-based,
and hash-based cryptography.

FIGURE 6.2 Isogeny computation by Alice and Bob to obtain the common shared secret
key.
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6.8.1 l a t t i c e  baSed

The widely used and known lattice-based cryptographies are NTRU sign and BLISS.
Lattice-based signatures mainly depend on the NP-hardness of the short vectors in
lattice spaces [28]. The following subsections describe the NTRU signature and
BLISS.

6.8.1.1 NTRU Signature
NTRU signature [18] is a signature scheme that follows after the NTRU encryption
algorithm to provide authentication to the encrypted message. Like NTRU encryp-
tion, its security relies on the difficulty of solving the SVP. The basic operation
of NTRU Signature occurs in the ring of polynomials, R, of degree less than N−1
represented as in Equation 6.3. The NTRU signature has three phases, mainly, Key
Generation, Signature, and Verification [18]. The parameters used in the NTRU sign
are as the following [18].

• Integer parameters: (N, p, q, Dmin, Dmax). p and q are relatively prime, and N
denotes a large prime number. Dmin, Dmax are the deviations caused by the
reduction modulo function.

• Set of polynomials: Ff, Fg F , Fm.

Key Generation: Bob selects two polynomials, denoted as, f and g. They are further
represented as f = f0 +p·f1 and g = g0 +p·g1, such that f0 and g0 are fixed universal
polynomials, and, f1 ϵ Ff and g1 ϵ Fg. Bob also computes the inverse of f modulo q and
thus deriving the key pairs. The public key h is represented as Equation 6.22. The
pair ( f, g) is the obtained private key.

h º f -1 * gmod q (6.22)

Signing: Bob selects a polynomial w, such that w ϵ F . And w can be represented
as in Equation 6.23.

w = m + w1 + p·w2 (6.23)

In Equation 6.23, w and w2 are small polynomials. The w was further used to com-
pute the signature, s, in Equation 6.24. The final signature includes the set (m, s).

s º f *w(mod q) (6.24)

Verification: Alice now verifies Bob’s signature, (m, s). Alice, first, verifies the sig-
nature is null or not. Alice first tests whether the deviation satisfies, and then pro-
ceeds to use Bob’s public key denoted as h. The h and the polynomial, t, is further
computed as described in Equation 6.25. She then further verifies the deviation of t
as well.
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t º h*s(mod q) (6.25)

The performance of NTRU Sign is similar to NTRU Encrypt, as it provides almost
similar public and private key sizes as compared to RSA and ECC and provides
higher performance and a higher security level against traditional and quantum
attack. Thus, it is suitable for the current network infrastructure [1].

6.8.1.2 BLISS
BLISS [26] is a signature-generating algorithm whose operation relies on the ring
Rq with a power of 2 where q is the prime number as represented in Equation 6.26
[28, 31].

The xn +1 has a root in Zq. Moreover, q = 1 mod 2n. It also has three phases such
as key generation, signing, and verifying as the following [26, 31].

Rq = 
Zq ë

-1
(6.26)

Key Generation: We denote two polynomials as f and g with d1 coefficients in {±1}
and d2 coefficients in {±2}, where d1     = δ1n and d2 = δ2n. The private key S ϵ R2q

and the public key A ϵ R2q are generated by computing the following equations.

S = (s1,s2 ) = ( f ,2g +1) (6.27)

aq = (s2 s1)mod q (6.28)

A = (2aq,q -2) (6.29)

Signing: The message to be signed is denoted as µ from the message space, M. At
first, two polynomials y and y2 are selected from a disjunctive Gaussian distribu-
tion Dσ, where σ is the width parameter of the distribution. And, y is a set of (y1, y2).
Then, using a Hash function, H, a challenging variable is generated as described in
the following.

c = H(A´y,m) (6.30)

H : R´ M- Ò  R (6.31)

The signing involves Greedy approximation algorithm that produces a variable v,
where v = Sc’ for c’ = c mod 2. Then, we select a bit value, b, such that b ϵ {0,1} to
further compute the signature sign = y+bv.
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Verification: The receiver receives the sign and c is verified if it is smaller than
the discrete Gaussian parameter that has a width variable σ. If the sign satisfies the
condition, the receiver further verifies Equation 6.32.

H (az + qc mod 2q,m)=c (6.32)

BLISS is a lattice-focused signature algorithm [28, 31]. It generates key and signature
size similar to the RSA algorithm, and is resistant against quantum attack [28, 31].

6.8.2 m u lt i va r i at e  c r y p t o g r a p h y

A multivariate public-key cryptosystem is dependent on the NP-hardness of deci-
phering the multivariate polynomials over the finite fields [12, 13]. The NIST report
claims that various multivariate public cryptosystems have been proposed. However,
some of them are broken [1]. The class of trapdoor one-way functions is an integral
property of PKC. For example, NTRU depends on the lattice structure, and ECC
depends on the elliptic curve group. Multivariate cryptography depends on the one-
way function as a multivariate quadratic polynomial public map over a finite field [1,
12, 13]. We denote the set of quadratic polynomials as P = (p1(w1,...wn),...,pm(w ,...
wn)), where each pi is a quadratic polynomial in w = (w ,...wn) [1, 12, 13]. One of the
multivariate cryptography is Rainbow that has been selected as Round 3 finalists by
NIST [1].

6.8.2.1 Rainbow
In 2004, Ding et al. [11] developed a multivariate post-quantum signature focused on
the Oil-Vinegar signature scheme. Its security relies on the NP-hardness of solving
a set of random multivariate quadratic schemes. Like any other signature scheme, it
has three phases, including key generation, signature, and verification as the follow-
ing [11, 12].

Key Generation: Two keys are generated in this phase. The private key includes
two invertible affine maps, L1 and L2. It also includes the map, denoted as, F.
Moreover, the public key consists of the field referred to as K as well as the composed
map, P(x) [11, 12].

Signing: In the signature generation phase, given a document d ϵ {0,1} �, the
sender uses a hash function, h = h(d). Then, it computes it further, as shown in the
following equations, to generate the signature, z.

x = L1
-1 (h) (6.33)

y = F-1 (x) (6.34)
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z = L2
-1(y) (6.35)

Verification: The receiver computes the hash of the composite map on z, where h’
= P(z), and then further computes the hash of the document. If the generated hash
matches with the received hash, the signature is validated and accepted.

Rainbow offers shorter signatures, only 258 bits for the NIST level 1 security
compared to other post-quantum signature schemes. Moreover, the algorithm used
in signing the document and verifying the signature is highly efficient and faster than
other post-quantum schemes. One drawback of the Rainbow algorithm is that the
key generation process is slow and needs to be more efficient [1].

6.8.3 ha S h-ba S e d  S i g n at u r e  Scheme

HSS schemes are signature-generating algorithms that rely on cryptographic hash
functions addressing at least one of the following security properties: Pre-image,
second pre-image, and collision resistance [6, 25]. The hash-based signature scheme
can be further classified into two, mainly, stateless and stateful schemes. A stateful
hash-based signature scheme relies on Merkle’s tree using OTS parameters, whereas
a stateless hash-based signature scheme includes a hyper-tree with both a one-time
signature (OTS) scheme and a few-time signature (FTS) schemes [32].

6.8.3.1 Stateful Signature Scheme
Lamport Signature: In 1970, Leslie Lamport [19] proposed a one-time signature
algorithm which is resistant against traditional as well as quantum attacks. The pri-
mary advantage of the Lamport signature is that it exploits a secure cryptographic
hash function to derive a public key, which is further processed to sign a message
[19]. Thus, the security of Lamport primarily depends on the secrecy of the hash
function [19]. Moreover, the Lamport signature generates large key sizes as well as
signature sizes. Thus, it is unsuitable for almost any network infrastructure. The pub-
lic key and private key (of size 256 bit) of the Lamport signature can be represented
as the following [4].

Private Key = (x0, y0, x1, y1..., x255, y255 ) (6.36)

Public Key =  �h(x0)h(y0)h(x1)h(y1).... h(x255)h(y255)]� (6.37)

Winternitz One-time Signature Scheme (WOTSS): To address the large key sizes
of the Lamport signature scheme (LSS), WOTSS is proposed. The primary idea of
WOTSS is to implement a certain count of the chain of functions that start from
feeding on random inputs [4]. In WOTS, the random data are the secret key, and the
public key includes the output derived from the chains [4]. A message is signed by
mapping it to one of the intermediate values of each chain. WOTS is an optimized
version of LSS that uses a parameter, w. The Winternitz parameter, w, is inversely
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proportional to the signature size. A larger w generates a smaller signature. Thus,
WOTSS is suitable for memory-constrained devices. However, the time complexity
increases exponentially as w increases [4].

Merkle’s Signature Scheme: To address the drawbacks of one-time signature
(OTS), Ralph Merkle proposed an algorithm named Merkle Signature Scheme
(MSS). It merges various OTS key pairs and obtains multiple concatenated key pairs
into a single binary hash tree [4]. During the tree construction, the signature keeps
concatenating the string of intermediate nodes with respect to the tree root to gener-
ate the authentication path. The authentication path verifies the signature and gener-
ates the path of the tree [4]. A simple Merkle’s tree is a binary tree with each node is
a hash of its following child node. Thus, the root of the tree is considered to be the
final public key, and the Merkle tree leaves are the hashes of the OTS public key.
Figure 6.3 illustrates a simple Merkle tree [4].

The OTS signatures generate large public keys, and it needs to generate a novel
public key every time a message needs to be sent. Thus, it increases the computation
cost [4]. The MSS obtains a public key for signing multiple messages, such that the
frequency of messages must be a power of 2 [4]. Given M = 2n, it generates the public
key, Xi, and private key, Yi, such that Yi is within the interval 1≤ i ≤ 2n, where i = n,
being the root level of the tree [4].

HORS: Reyzin et al. [27] proposed a few-time signature (FTS) scheme, using
hash functions, that generates a secret key that contains n random numbers generated
from a pseudo-random number function. The public key is derived from computing
the n hashes of the random elements in the secret key. The signature generated con-
tains k secret key values [27].

m = klogn = kt (6.38)

FIGURE 6.3 A simple illustration of Merkle tree. The gray-shaded nodes are authentication
path, and the root of the tree is the public key.
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The relationship between the message (m), public key, and secret key values are
shown in Equation 6.38, where k ϵ N and n = 2τ for τ ϵ N [27].

6.8.3.2 Stateless Signature Scheme
SPHINCS: It is a stateless signature scheme that is quantum resistant, and its general
construction involves hyper-tree with height h-layer and d-layer. Each intermediate
tree is a Merkle tree with height h/d. The security parameters of a SPHINCS tree are,
mainly, n refers to the HORS tree (HORST) and WOTS hash bit sizes, m refers to the
bit-length of the message, h refers to the height of the hyper-tree, d refers to the layers
of the hyper-tree, w is the WOTS parameter, t is the frequency of HORST secret key
elements, and k is the count of published HORST secret key elements [3, 5].

The general construction of a SPHINCS tree has the four following trees and has
been shown in Figure 6.4[3, 5].

AU: Is h/d ok as
written?

• The hyper-tree: The hyper-tree is the main tree that generates the root as the
public key. It has height denoted as h. The hyper-tree is further segmented
into d-layers of a type-2 tree. The hyper-tree leaves are the instances of the
type-4 trees, the HORST tree. For example in SPHINCS-256, h is 60 and
d is 12 [3, 5].

• The sub-trees: The sub-trees are the intermediate tress that is based on
Merkle trees and have a height of h/d. The leaves of the sub-trees are the
root of the type-3 trees; that is, the roots are compressed WOTS public keys
that feed as the leaves to the next layer’s tree.

• WOTS public-key compression tree: They are known as L-trees of height
log2 l, where l is the count of leaves. The leaves in the sub-trees are derived

FIGURE 6.4 General SPHINCS tree construction with h = 9 and d = 3.
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from the WOTS public keys by computing an unbalanced binary tree that
has l leaf nodes, known as L-trees [3, 5].

• HORS public-key compression tree: In 2015, Bernstein et al. [5] proposed
HORS tree (HORST) for implementing at the lowest level of the SPHINCS
tree as the FTS. The bottom layer of the hyper-tree also contains the
Merkle tree of height τ = log2 t, such that t is the count if HORST public-
key instances. Unlike stateful hash-based schemes, the stateless signature
scheme does not keep a history of used key pairs. Thus, SPHINCS uses
multiple HORST key pairs to correctly use key pairs more than once [3, 5].

SPHINCS’ proof of security solely depends on the underlying hash function. As
per NIST [1], SPHINCS provides robust security against traditional and quantum
algorithms. Thus, NIST declared SPHINCS to be the Round 3 finalist. Moreover,
the public keys of SPHINCS are small enough. However, the signatures are large,
and the signature generator process is slow. Thus, SPHINCS requires optimization
techniques to increase the speed such that it is well suitable for memory-constrained
devices [1].

6.9 A GENERIC HYBRID CRYPTOSYSTEM AGAINST
CLASSICAL AND QUANTUM ATTACK

Currently, various cyber-physical fields and their frameworks including industrial
control systems used in nuclear power plants, oil and gas industry, traffic manage-
ment, and space stations rely on classical cryptography protocols. The emergence of
quantum computing threatens the security framework of the current cyber-physical
systems. Thus, we propose an abstract concept of a generic hybrid cryptosystem to
enhance the security of current cyber-physical systems against both classical and
quantum attacks. The hybrid cryptosystem comprises a post-quantum key encapsu-
lation mechanism, such as a code-based algorithm followed by the classical encryp-
tion scheme, such as a widely used advanced encryption standard (AES) algorithm
along with a post-quantum digital signature or a classical quantum-resistant signa-
ture. Our future work focuses on the proposed hybrid security framework to secure
industrial control systems.

6.10 CO N C LU S I O N

This chapter provides a study of the well-known post-quantum signatures against
the quantum attack. It first discusses the motivation of the emergence of the research
area on post-quantum cryptography by focusing on two quantum algorithms, Shor’s
and Grover’s algorithms. The traditional asymmetric cryptography, mainly RSA and
ECC, is already broken by Shor’s algorithm. However, the symmetric cryptography,
AES, is not broken but weakened by Grover’s search algorithm. Furthermore, this
chapter lists the current well-known and few NIST Round 3 finalist post-quantum
schemes and categorized them based on two criteria: their mathematical model and
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their security goal. Table 6.1 provides a generic comparison of post-quantum cryp-
tography (PQC) algorithms. Table 6.2 lists the PQC algorithms addressing confi-
dentiality. Table 6.3 provides the comparison of PQC algorithms that focuses on
integrity. Post-quantum cryptography can be divided into the following five catego-
ries based on the types of mathematical models: code-based, lattice-based, supersin-
gular elliptic curve isogeny-based, multivariate-based, and hash-based scheme. The
hash-based scheme can further be categorized into two: stateless signature and state-
ful signature. Based on their security goal, the algorithms can be further categorized
into two: algorithms addressing confidentiality and algorithms addressing integrity.
Furthermore, this chapter also provides the research gap in the algorithms and pro-
vides a foundation for future research and improvements.
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Abstract: Supervisory Control and Data Acquisition (SCADA)  systems are ubiquitous in industrial
control processes, such as power grids, water supply systems, traffic control, oil and natural gas min-
ing, space stations and nuclear plants. However, their security faces the threat of being compromised
due to the increasing use of open-access networks. Furthermore, one of the research gaps involves
the emergence of quantum computing, which has exposed a new type of risk to S C A D A  systems.
Failure to secure S C A D A  systems can lead to catastrophic consequences. For example, a malicious
attack can take control of the power supply to a city, shut down the water supply system, or cause
malfunction of a nuclear reactor. The primary purpose of this paper is to identify the new type of
attack based on quantum computing and design a novel security scheme to defend against traditional
attacks as well as the quantum attack. The methodology of the proposed signcryption is built on the
foundation of the classical Bennett and Brassard 1984 (BB84) cryptographic scheme and does not
involve computationally expensive third-party validation. The proposed signcryption scheme
provides both encryption and intrusion detection. In particular, it detects the man-in-the-middle
attack that can lead to other types of attacks. We have simulated the proposed algorithm using the
Quantum Information Toolkit in Python. Furthermore, we have validated and analyzed the proposed
design through security verification tools, namely, Scyther and PRISM.

Keywords: network security; quantum cryptography; qubits; post-quantum cryptography

1. Introduction

Supervisory Control and Data Acquisition (SC A D A)  systems monitor infrastructure or
industrial processes such as in electric grids, water treatment plants, nuclear plants, and oil
and natural gas pipelines. The S C A D A  architecture follows a hierarchical structure with
three levels: (1) the supervisory level includes the Master Terminal Unit (MTU) and Human–
Machine Interface (HMI); (2) The process control level involves sub-Master Terminal Unit
(sub-MTU); (3) The field instrumentation control level contains field devices called Remote
Terminal Units (RTUs) [1–4].

Due to their open access nature [5], S C A D A  systems suffer from various cyber-attacks
and need appropriate detection and prevention techniques. For example, in December 2015,
a cyber-attack using spear-phishing emails on power plants in Ukraine left 230,000 people
without power for hours. Researchers and organizations throughout the world have
proposed various security standards and protocols to improve S C A D A  network security.
However, these traditional schemes do not exploit all the domains of security requirements
and are therefore ineffective against many attacks [4].

The dawn of the quantum computer is not only valuable but also a risk to cyber-
security. According to Shor’s algorithm [6] and Grover ’s algorithm [7], a quantum computer
can crack classical encryption schemes, including Elliptic Curve Cryptography (E C C)  [8].
The existing standards and communication protocols are inadequate for satisfactory protec-
tion against specific traditional attacks and quantum attacks.

Symmetry 2022, 1, 1625. https://doi.org/10.3390/sym14081625 https://www.mdpi.com/journal/symmetry
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There are two types of cryptography, namely, asymmetric and symmetric. The current
S C A D A  standard, AGA-12, uses the popular R S A  asymmetric algorithm. The security of
R S A  relies on the difficulty of factorizing large prime numbers. However, unlike classical
algorithms, a quantum algorithm can easily crack the factorization problem by using
the superposition principle. A  classical algorithm consumes O(N); however, an extensive
search based on Grover0s algorithm in a quantum setting takes O(     N ) [9]. Thus, symmetric
algorithms such as A E S  are weakened by Grover0s quantum search algorithm. Moreover,
Akinori et al. [10] have recently theoretically studied the quantum collision attack on the
SHA-256 and SHA-512 algorithm. The advancement of quantum computing brings the
requirement of stronger cyber-security to S C A D A  systems. We conclude that organizations
and industries based on critical infrastructures should implement an amalgamation of
quantum and classical algorithms to thwart both types of attacks.

Concerns about security of S C A D A  networks are not new [4]:

• Existing standards do not provide strong confidentiality, integrity and availability.
• Existing intrusion detection systems do not provide confidentiality.
• Existing key management protocols fail to provide confidentiality and availability.
•  Current security schemes do not provide resistance against an attack launched by a

quantum computer.

To the best of our knowledge, we d id  not come across any prior research work that
provides a robust and secure system for existing S C A D A  systems using a quantum-secure
encryption scheme and key exchange algorithm.

•         We have identified one possible attack based on quantum computing on S C A D A  systems.
•         We propose a new security scheme, to prevent unauthorized access to S C A D A  sys-

tems, and protect against the traditional as well as the quantum attack. Furthermore,
the proposed scheme provides both encryption and intrusion detection. The scheme
generates a signcrypted message by using the Bennett and Brassard 1984 (BB84) proto-
col and a one-time digital signature. Unlike other signcryption schemes, this scheme
does not depend on a third party.

The difference between our approach and the existing works is that we use quantum
key distribution instead of a traditional key exchange algorithm. Furthermore, we use the
quantum key to generate the signcrypted data. The microchip circuits developed at QET-
Labs can generate and distribute keys encoded in qubits by utilizing the quantum properties
of superposition and entanglement. This chip presents an opportunity to apply Quantum
K e y  Distribution (QKD)  to resource-constrained devices [11]. This rapid development and
adoption of chip-based Q K D  is the motivation of the proposed signcryption scheme.

Outline of the Paper

Section 2 provides an in-depth literature survey on existing error correction protocols
used in Quantum Key  Distribution and One-time Digital Signature schemes used to develop
our proposed scheme. In Section 3, we identify the possible quantum attack on S C A D A
networks and list the attacks (both traditional and quantum) that can be defended by our
proposed scheme. We also provide a brief survey on current S C A D A  security
protocols. Section 4 describes the proposed scheme for S C A D A  networks. Section 5
provides the formal analysis of the scheme. Section 6 gives the evaluation results of the
implemented proposed scheme. Section 7 provides conclusion and future work,
respectively.

2. Background

This section provides a background survey on existing procedures used in quantum
key exchange protocols as well  as the ones that have contributed to developing the pro-
posed scheme. Cryptography provides secure data exchange by providing the three main
goals of security, namely, confidentiality, integrity, and authentication [12]. Based on the
number of communication channels, it can be categorized into classical and quantum
cryptography. Classical cryptography is based on the mathematical computation that
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uses a single communication channel. It can be further categorized into asymmetric and
symmetric cryptography, depending upon the number and the characteristics of the keys
used for encryption [12]. On the other hand, quantum cryptography relies on the principles of
quantum mechanics, and it uses two channels, namely, a quantum channel and a public
channel [13]. A  quantum channel exchanges qubits, which are the fundamental units of
information in quantum computing. A  public channel or a classical channel is one where
data are exchanged in the form of bits between the sender and the receiver.

Table 1 provides a description of some of the terminology used in quantum cryptog-
raphy. To obtain more in-depth background on this subject, we refer the reader to the
articles [12–20].

Table 1. Terminology of basic concepts in quantum cryptography.

Term

Traditional or Classical Cryptography

Quantum Cryptography

Heisenberg’s Uncertainty Principle

Principle of Photon Polarization

No-Cloning Theorem

Quantum Bit Error Rate (QBER)

Error Correction Code (ECC)

Quantum Channel

Qubit

Basis

Signcryption

One-Time Signature (OTS)

Description

It is a type of cryptography that is based on mathematical computation that uses a
single communication channel [12].

Cryptography dependent on the principles of quantum mechanics and two channels,
namely, quantum and public channels [13].

This principle states that it is not possible to obtain the position and momentum of a
photon with absolute accuracy [14].

This principle states that a photon can have a superposition of two or more quantum
states at a time [15].

This theorem states that one cannot produce an identical copy of an arbitrary quantum
state of a photon [16].

QBER is the fraction of mismatched qubits exchanged between the sender and
the receiver [13].

E C C  is an algorithm that detects and corrects errors in transmitted data [17].

Quantum Channel exchanges qubits and can create noise in the presence of an intruder
or due to environmental factors [13].

Qubit is a basic unit of data in quantum computing. It follows the properties of
Principle of Photon polarization and Heisenberg’s Uncertainty Principle [13].

Basis is a vector used to generate the superposed state of qubits [18].

An authenticated encryption scheme to provide both confidentiality and authenticity [19].

OTS is based on hash-function that signs one message per key pair [20].

A  quantum channel can create noise in the presence of an intruder or due to en-
vironmental factors, thus disrupting the key exchange. Quantum cryptography uses
error correction protocols to resolve these errors. After the raw quantum key exchange,
the system follows a process called key sifting. In a S C A D A  system that uses quantum
cryptography, both the MTU and RT U  randomly choose the basis, i.e., a vector, to generate
and measure the superposed state of qubits. The sender and receiver negotiate their choice
of basis via the less secure public channel. After the negotiation, they estimate the errors
present in their respective keys [13].

This section presents the background work on existing error correction algorithms
used in quantum key exchange protocols and the algorithms that have contributed to
developing the proposed scheme. It has the following sub-sections:

• Existing Error Correction Protocols Used in Quantum K e y  Exchange System;
• Error Correction Protocol proposed for wireless network;
• Error Correction Protocol used in the Proposed Security Scheme;
• One-time Digital Signature.
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2.1. Existing Error Correction Protocols Used in Quantum Key Exchange Systems

In this section, we discuss the following protocols that have been proposed and used
to reconcile the errors while preserving security in the exchanged key [17].

2.1.1. Cascade

The Cascade protocol is one of the most prominent error reconciliation protocols
developed by Bennett and Brassard [17]. In this scheme, the sender and the receiver
calculate the error estimation and agree on block size and seed. They segment their keys
into agreed-sized blocks and exchange the two-bit parity of each of their blocks. When
there is a parity mismatch, they perform a binary search of the corresponding block to find a
single-bit error. After the search, the error is detected and resolved, which is the first
complete pass of the protocol. In each succeeding pass, they double the block size and
repeat the same process [17]. It is a simple protocol which is computationally efficient and
involves frequent interaction between the sender and receiver.

2.1.2. Winnow

Butler et al. [17,21] propose a protocol named Winnow, which significantly reduces the
interaction between the sender and receiver. Instead of using binary search, it uses Ham-
ming code to identify and correct single-bit errors. Furthermore, this protocol introduces
errors in the key during the process in case of non-uniform error distribution [17,21].

The Winnow segments the primary key into blocks. Before segmentation, the sender
and receiver perform error estimation. Based on the error rate, they agree on the block size
in increasing powers of 2, for example, 8, 16, 32, 64, and 128. They exchange and compare
the parity of each block. In case the parity does not match, they compare the syndrome
deduced by using the Hamming hash function. The number of passes depends on the error
rate [17,21].

Hamming Code Structure: A  Hamming code follows even parity bits. It detects two-bit
errors and resolves single-bit errors. In a Hamming codeword, parity bits are bits with
positions of power of 2. The remaining bits are data. For example, when a message with
four binary digits uses the Hamming function, it adds three parity bits by giving a (7,4)
codeword, as shown in Figure 1.

Figure 1. Hamming code structure (P4, P2 and P1 are parity bits. The rest are data bits).

Hamming Code Algorithm [17,21,22]: To determine the value of parity bits, the se-
quence of bits is alternatively checked and skipped. For example, suppose a sender sends
data of binary digits 1101 to the receiver. For P1, we check and skip 1 bit, and the checked
positions are (1, 3, 5, 7, 9). For P2, we check and skip 2 bits, which gives (2, 3; 6, 7; 10,
11) checked positions. For P4, we check and skip 4 bits, which returns the following bit
positions: (4, 5, 6, 7; 12, 13, 14, 15).

For P1, the parity for D3, D5, D7 or 101 is 0 because it follows even parity. Since the
number of 1s is even, the parity is 0; else, it wi l l  be 1. Therefore, P1 is 0. For P2, the parity for
D3, D6, D7 or 111 is 1, and thus, P2 is 1. Similarly, the P4 for D5, D6, D7 or 011 is 0.
Therefore, the obtained Hamming codeword is 1100110 for the message 1101. A t  the
receiver ’s side, the bits on positions (1, 3, 5, 7), (2, 3 , 6, 7) and (4, 5, 6, 7) are checked using
even parity. If P1, P2 and P4 is 0, then no error is present in the received codeword. If the
error is present in any of the parities, the parity value is 1. For example, if P1 and P4 are 1,
then the received codeword is wrong. The error word is P4, P2, and P1, which yields
101. The decimal value of 101 is obtained and depicts that the fifth bit of the codeword is
incorrect, and thus, it is flipped.

A s  per the property of Hamming code, it can detect and correct one error per block.
If that block contains a large number of errors, it introduces a new error to the block.
We can use a smaller block size to avoid this situation. However, it results in a
large
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number of blocks with a consequent increase in the number of parity bits and the amount
of information leaked [17].

2.1.3. Low-Density Parity Check ( L D P C )

The L D P C  uses a parity check matrix H  and a generator matrix G.  The dimensions
of both the matrices is m×n such that n× k =  m × j  where m is the number of rows and n
is the number of columns. The j is the number of 1s in each row, and the k is the number
of 1s in each column. G denotes the Generator matrix, and H  denotes the parity matrix.
The values of j and k are small compared to the number of rows and code length.
Therefore, H  has a low density of 1s. The H  is called a low-density parity check matrix.
Moreover, the code defined by H  is called a low-density parity check code [17].

In quantum transmission, the error correction code does not use the Generator matrix,
and the Parity matrix is perceived as a Tanner graph [17]. In the H  matrix, each row is the
check node with each column being the variable node. The check node signifies the parity
check based on syndrome calculation. The variable node represents the single bits of the
message [17].

In a single information exchange, the L D P C  resolves all the errors in the transmitted
key. Unlike Cascade and Winnow, it does not follow any parity or key segmentation.
The sender calculates the syndrome for the key and sends it to the receiver. The receiver
calculates the syndrome based on his obtained key. It then uses the sender0s syndrome to
detect and resolve the errors in the key. The receiver uses a decoding algorithm to detect the
error locations in the key. The most common algorithm used in L D P C  is the Sum-Product
algorithm [17].

In Winnow, the message segments use the Hamming Code and can only correct
single-bit errors. In L D P C ,  the syndrome is larger. Therefore, it can correct multiple
errors with less communication overhead as compared to Winnow and Cascade. However,
the computational complexity is significantly higher than that of the other two protocols.

2.2. Error Correction Protocol Proposed for Wireless Networks: Low Complexity Parity
Check (LCPC)

S C A D A  involves RT U s  and field devices that are resource constrained. Thus, we
conducted a literature review on the error correction schemes for wireless networks. This
section focuses on the L o w  Complexity Parity Check ( L C P C )  protocol [23], as described
as follows.

Lo w  Complexity Parity Check ( L C P C )  Protocol

Alabady et al. [17,23] proposed a low complexity parity check code for wireless
network applications. It has less complexity and requires less memory as compared to
that of L D P C .  The L D P C  performs better in case of a larger codeword and a low density
parity matrix. However, it consumes more memory and requires complex decoding and
computation [17,23].

The L C P C  segments the binary message into equal bits. Each segmented source datum
follows the error-correcting algorithm. Thus, it yields a codeword which is sent via the
public channel. The receiver checks for errors in the received codeword. If any error is
present, it resolves them using syndrome. Finally, it decodes the codeword [23].

The L C P C  has the following methods to encode and decode the codeword [23].
Step 1, Segmentation: The source data are segmented into equal blocks. We discuss

L C P C  (9,4) as an example. It uses 56-bit source data which follows segmentation into 4-bit
length blocks. The source code now contains fourteen 4-bit blocks.

Step 2, L C P C  encoding: : Each 4-bit block xi uses L C P C  (9,4). In this step, the algorithm
generates a codeword using a parity-check matrix and Generator matrix. For example,
source data (SD) =  x i is 1010.



� �

� �
� �

�
�
�0

Symmetry 2022, 1, 0 6 of 27

For x i =  1010, each bit is represented as β1 =  1, β2 =  0, β3 =  1, and β4 =  0. The L C P C
follows even parity. The parities are obtained using the following equations [23].

P5 =  β1 � β2 � β3 � β4
P6 =  β1 � β2 � β3
P7 =  β1 � β2 � β4 P8
=  β1 � β3 � β4 P9 =
β2 � β3 � β4,

where � is the X O R  operator symbol.
Thus, the deduced parity bits are P5 =  0, P6 =  0, P7 =  1, P8 =  0 and P9 =  1. When parity

bits are added to the xi , it gives the codeword C D  =  101000101. This codeword is sent to
the receiver. Furthermore, the Generator matrix G  and the Parity check matrix H  obtained
are as follows.

1     1     1     1     1     0     0     0     0
�1     1     1     0     0     1     0     0     0�

H  =  �1     1     0     1     0     0     1     0     0�
�1     0     1     1     0     0     0     1     0�

0     1     1     1     0     0     0     0     1
�

1

G =  �0
0

0     0     0     1     1     1     1     0
� 

1     0
0     1     1     1     0     1� 0     1
0     1     1     0     1     1�
0     0     1     1     0     1     1     1

Step 3, L C P C  Decoding: The receiver obtains the codeword with or without error. It
performs three sub-steps. Sub-step1: It detects any error present in the codeword. Sub-step2: If
an error is detected, it checks and determines the error pattern. Sub-step3: Finally, it
corrects the error and decodes the codeword. Let the codeword c be transmitted, and vector r
is the received codeword such that it satisfies the following equation.

r =  c +  e (1)

where e is the error vector.
The technique uses the syndrome vector for error detection and correction. A  syn-

drome vector indicates whether the equation is satisfied for that particular codeword.
If the value of syndrome s is zero, it denotes that no error has occurred, and the received
codeword r is the correct one (c). Otherwise, it detects that the codeword is with an error.

If H  is the parity-check matrix of c, then,

H r T  =  H ( c +  e ) T =  H c T  +  H r T (2)

H c T  =  0 (3)

H r T  =  H e T  =  s (4)

HrT  is the syndrome of r.
When the syndrome has a non-zero value, the column of the H  matrix which is a scalar

multiple of the s is searched. If no such column is found, the code contains more than
one error and it fails to correct multiple errors. Otherwise, if the syndrome is α times that
particular column j, then the vector is added with − α  on the jth bit-position and with 0 on
the rest bit-positions.

After the error correction, the receiver decodes the codeword using a masking process
on its last left four bits. It involves using the A N D  operator between the corrected codeword
and 111100000.

Although L C P C  is more efficient in respect to computational cost and memory re-
quirement as compared to other protocols, it fails to correct burst errors. In quantum
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transmission, there are significant chances of burst errors in the quantum key. Cascade and
Winnow protocols can correct single-bit errors, and L D P C  can correct multiple bit errors.

2.3. Error Correction Protocol Used in the Proposed Security Scheme

This section provides a brief overview of Reed–Solomon (R-S) protocol which is
further explained in Section 4.1.3. In our proposed security scheme, we have used the R-S
protocol for error correction to protect against partial or tampered data [24]. Due to the high
computational and complexity cost, L D P C  requires and exhausts more hardware resource
which hampers the system applications. Reed–Solomon is a multi-bit error-correcting
protocol with a low computational overhead as compared to L D P C  [24].

2.4. Post-Quantum Digital Signature: One-Time Digital Signature

This section focuses on the one-time digital signature (OTS) scheme. It is based on
a hash function that signs one message per key pair. A  generic O T S  is a set of three
algorithms, namely, (1) Generating one-time key pairs that include public and private keys,
(2) Obtaining a one-time signature, and (3) Verifying the obtained signature [20]. One of
the well-known OTS schemes is the Lamport–Diffie scheme where the key used for signing
(sk) is randomly generated, and the verification key (vk) is generated by applying a
hash function on the sk [25–27]. This feature of Lamport Signature scheme has been used
in the proposed scheme to generate a signcrypted message.

3. Related Work and Possible Attacks on S C A D A  Networks

In Section 2, we discussed the background work that is required to understand the
fundamentals of the proposed scheme. In this section, we will discuss the current standards
and protocols proposed and widely used in S C A D A  systems. We also discuss the possible
attacks that can be launched based on quantum computing on S C A D A  networks.

S C A D A  is one of the critical infrastructures that collects real-time data and controls
industrial processes. In recent years, several successful attacks have been launched on
S C A D A  networks that have been a wake-up call for implementing updated security pro-
tocols. One of the major attacks on S C A D A  systems was the Stuxnet worm [28] that
propagated using USB drives or network connections. It presented to the infected host as
one of the S C A D A  systems and performed a man-in-the-middle attack. Thus, it led to a
violation of data integrity and confidentiality. The main goals of a man-in-the-middle attack
on S C A D A  systems are to disable the S C A D A  systems, exchange false or improper control
commands, sabotage the P L C  commands, and gain sensitive information in industrial
processes [28].

The US Department of Homeland Security’s (DHS) Industrial Control Systems Cyber
Emergency Team (ICS-CERT) has released various guidelines to mitigate the malware such
as Stuxnet. One of the guidelines involved the requirement of an algorithm with adequate
entropy to generate sufficiently random keys [29]. Our proposed algorithm used Quantum
Ke y  Distribution that generates truly random keys. Furthermore, various researchers have
proposed multiple mitigation strategies involving host-based and network-based intrusion
detection systems. For example, Carcano et al. [30] proposed an I D S  that monitors the
network traffic based on state anomalies. Furthermore, Ponomarev et al. [31] proposed
hardware fingerprinting to detect SSH host spoofing, and the National Institute of Standards
and Technology has proposed attack mitigation techniques based on firewalls to defend
against man-in-the-middle attacks.

There have been significant research work and organizational efforts to protect S C A D A
network from cyber-attacks [4]. We classified the existing security schemes into three:
current standards used for S C A D A  networks, detection of S C A D A  attacks and prevention of
S C A D A  attacks. A l l  of the existing protocols and security schemes use traditional
cryptography. Even the current standards, including I E C  62351 and AGA-12,  are based
on traditional algorithms. It makes them vulnerable to attacks from a quantum computer.
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Furthermore, existing public key algorithms tend to increase computational and time
cost [4].

3.1. Possible Attacks on S C A D A  Networks

In this paper, we identify the following primary attacks on S C A D A  networks: (1)
traditional man-in-the-middle attack (2) brute-force with quantum computer. Table 2
summarizes the attacks on S C A D A  networks.

Table 2. Attacks on S C A D A  systems.

C L A S S I C A L
AT TA C K S

Attack against
Confidentiality

Attack against Integrity

Attack against
Authentication

Attack against
Availability

QUANTUM AT TA C K

Quantum Attack

Description

Packet Sniffing

Eavesdrop

Man-in-the-middle
attack (MiM)

Session Hijacking

Data Injection

Replay Attack

Masquerade

Denial of Service
(DoS)

Brute Force Attack
by a Quantum
Computer

The intruder intercepts the incoming and outgoing traffic in a network and
fetches sensitive information by decoding the data packets. By using Wireshark
and Tcpdump, sniffing can be attained.
The intruder can install an eavesdropping equipment in the wired or wireless
network between the RT U  and MTU. The ongoing conversations can be
wiretapped. Tools that can be used include Wireshark and dnsiff.

In an MiM attack, the intruder monitors the traffic between the two nodes.
The data packets traded between two victim nodes are captured. The intruder
then injects abnormal data during the transmission and sends it to the receiver. It
can launch IP spoofing and a Session Hijacking attack. A  few tools that are used to
launch MiM attack are Ettercap, SSLStrip and Evilgrade.
After a successful MiM attack, the intruder accesses the information and services
in the MTU and RTU. It accesses the session I D  and launches a replay attack.
A  few examples of tools are Ettercap and Evilgrade.
The intruder can successfully alter the data after launching an MiM attack. A  few
tools that can be used are Wireshark and Ettercap.
The attacker can launch a replay attack by performing session hijacking and IP
spoofing. By imitating as a friendly unit and using the session ID, it stores the old
data and sends it to other units later. Tools that can be used are Ettercap and
Evilgrade.

By using IP spoofing, the attacker uses a fake identity to pretend as a original unit
and steals essential data from the system or the network. For example, it can fetch
passwords and gain access to the system. Tools that can be used for launching
this type of attack are Ettercap, Arpspoof and Brutus.

This kind of attack occurs when a compromised unit is used to target a system by
sending huge traffic or a large amount of junk data. A  unit can be compromised
in several ways after a successful MiM attack. The examples of DoS attack tools
are Slowloris and GoldenEye.

The emergence of the quantum computer brings with it benefits as well as risks to
the cyber field. A  quantum computer is way faster and more efficient than
traditional computers. Using Shor’s and Grover ’s algorithm, a quantum
computer can launch a brute force attack and crack the traditional encryption
schemes in a brief time. One such problem is elliptic curve cryptography (ECC or
ECDSA).

3.1.1. Man-in-the-Middle Attack

In our previous paper [4], we have discussed standard attacks on S C A D A  networks.
An  attacker can launch a man-in-the-middle attack between two victims to fetch the
information passing over the communication channel between the R T U  and the MT U
by eavesdropping and capturing packets. By using tools such as Ettercap and Evilgrade [32],
the man-in-the-middle attack can be extended to other attacks such as data injection [4].
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3.1.2. Brute-Force Attack Using Quantum Computer

In recent years, the rapid development of quantum computers has posed a threat to
cybersecurity. A  quantum computer can solve and crack mathematical operations, for ex-
ample, the problem of factoring enormous numbers, which is the core of any encryption
scheme. AGA-12  uses RSA-1024 bit as the key management protocol and A E S  as the en-
cryption scheme. In [4], we discussed that the two quantum algorithms, namely, Shor ’s
algorithm and Grover ’s algorithm, can theoretically crack R S A  and A E S  schemes, respec-
tively. Since Grover ’s algorithm provides a square root acceleration over the classical search
algorithm, the AES-256 offers an adequate key strength of 64 bits [9]. Therefore, Grover ’s
algorithm has weakened A E S  but not broken it. However, recently, Gidney et al. [33]
practically proved that the Shor ’s algorithm cracks RSA-2048 within 8 h with 20 million
qubits. Therefore, we believe that a quantum computer can successfully launch a brute
force attack on AGA-12 standard to crack the R S A  protocol.

Modern S C A D A  networks rely on Internet connectivity, cloud computing, and wireless
communications. These have made its infrastructure susceptible to various attacks. Mostly,
the man-in-the-middle (MiM) attack is the source of every other attack. Thus, the proposed
quantum-resistant security scheme mainly focuses on the detection and prevention of the
MiM attack and the brute force attack by Shor’s algorithm. It also provides security against
the attacks discussed [4].

4. Proposed Security Scheme

In a generalized signature-then-encryption scheme, a digital signature scheme is
initially applied, and a private key is used to encrypt the plain text and the digital signature
together [19,34]. However, a generalized signcryption involves using a secret key that is
obtained from the public key of the receiver. The secret key is used to encrypt the message
and obtain the cipher. Simultaneously, it uses the private key of the sender to generate a
digital signature. The cipher and the signature are sent to the receiver [19,34].

However, in our proposed scheme, we do not follow the above-mentioned signature-
then-encryption scheme steps. Instead, we follow the generalized steps of a signcryption
scheme. However, in place of the public key, we use a quantum key, which is secret as
well  as shared between the sender and receiver. The private key is obtained from
the quantum key to generate the digital signature. Simultaneously, the quantum key
encrypts the message to generate a cipher.

To the best of our knowledge, we believe that our proposed scheme is the first solution
for S C A D A  networks against quantum computing.

The current security schemes in S C A D A  networks use key management and authenti-
cation protocol that are weak against quantum algorithms. In this paper, we propose a new
scheme to guard the communication channel between R T U  and MT U  from quantum as
well as traditional attacks. Moreover, Fröhlich et al. [35] demonstrated that BB84 protocol
can provide successful key distribution over distances up to 240 km.

In our proposed scheme, we assume the following:

• MTU has the identities and hashed IDs of all RTUs.
• The I D  of MTU is embedded in each and every RT U .
• The R T U  and MTU are aware of hash functions used to generate the private key.
• The data stored in the legitimate units are secure.
• The distance between the R T U  and the MTU is maximum 200 km.

Sibson et al. [11] have developed a chip-based Q K D  in 2015. This evolution of Quan-
tum K e y  Distribution (Q K D)  has motivated us to propose a quantum-based signcryption
scheme for S C A D A  networks since they can be deployed in RT Us  as well. However, both
R T U  and MTU need a few hardware changes. There is a need to amalgamate a monolithi-
cally integrated transmitter and a receiver with a photonic circuit using thermo-optic phase
shifters in the R T U  as well as in the MTU.

Quantum Cryptography exploits Heisenberg’s Uncertainty Principle [14] and the
Principle of Photon Polarization [22]. According to Heisenberg0s Uncertainty Principle, it is
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not possible to obtain the position and momentum of a photon with absolute accuracy [14].
The Principle of Photon Polarization states that a photon can have a superposition of two
or more quantum states at a time [15]. Furthermore, the No-Cloning Theorem [16] states
that one can not produce an identical copy of an arbitrary quantum state of a photon. It
makes quantum cryptography a feasible scheme to resist the threats of both a quantum
and traditional computer. BB84 protocol is a popular Quantum K e y  Distribution ( Q K D )
protocol and is the most suitable for IoT applications [36–38]. Our proposed scheme uses
BB84 and has three main phases:

Phase A :  Quantum K e y  Distribution;
Phase B: Signcryption;
Phase C:  Un-Signcryption.

4.1. Quantum Key Distribution: BB84 Protocol

This phase applies the BB84 protocol to generate a final quantum key [39] for sign-
cryption. The Quantum K e y  Distribution protocol uses basis to generate and measure a
qubit state.

A  standard or canonical basis is denoted by state |0 >, ..., |n −  1 >  which represents
the following state [18].

�
1
� �

0
�

�0� �0�
|0 > =  � �.....|n −  1 > =  � �

�.�
�

.
�

0                                   1

The normalized sum of all the standard basis is a diagonal basis vector. Since BB84 uses
45-degree and 135-degree polarization for a diagonal basis, the value of n is 2, the diagonal
state |D >  =  |0 > ,  |1 >  is represented in the following equation [18].

|D > =  
>  +|

                                                               (5)

The bases are used to generate qubits with superposed states. It uses two bases:
horizontal–vertical linear and diagonal directions. The key generation process uses the
polarization of light. Each photon is polarized using one of the two bases randomly.
The protocol employs two channels: a quantum channel for key generation and distribution,
and classical channel for information transmission and eavesdrop detection. This phase
has the following further steps:

• Quantum K e y  Generation;
• K e y  Sifting;
• Error Correction;
• Privacy Amplification.

4.1.1. Quantum K e y  Generation

The sender generates the first qubits by randomly using one of the bases and sends it
to the receiver via the quantum channel. For example, R T U  acts as the sender and MT U
acts as the receiver, as shown in Figure 2. The series of first qubits is called raw bits [13,36].

The MTU reads each qubit with either of the two bases randomly and independently.
The series of qubits received by the MT U  is called the raw key. There are two cases of
measuring the raw bits as following.

• Case 1: The receiver has a 50% success rate of choosing the right basis to measure the
bits and thus getting the correct bits.

•         Case 2: The receiver has a 50% failure rate where it selects the wrong basis. However,
the outcome of using the wrong machine is random, which is either 0 or 1. Thus,
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the probability of incorrect bits in the received bits is 25%, and that of correct bits is
75%. This ratio persists in the absence of any eavesdropper [13,36].

Figure 2. The proposed scheme model.

When the qubits are measured using any basis, their state changes randomly. Further-
more, the states of the qubits cannot be cloned, which helps in the detection of an intruder.
When an eavesdropper tries to read the qubits in the quantum channel, it disrupts
the state of the qubits. Thus, the MTU receives the disrupted qubits. The MTU measures
the tampered raw key, and the rate of incorrect qubits exceeds 25% [13,36].

4.1.2. K e y  Sifting

The MTU sends the randomly chosen basis to the RT U  via the public channel. The RT U
verifies its chosen basis with that of MTUs. Then, the R T U  sends the incorrect basis to the
MTU. Both the units discard the bits measured by the incorrect basis and obtain the sifted
key. In case of no noise in the quantum channel, the sifted key of both the units is the same.
In case of any presence of noise, there is an error in the sifted key deduced by MTU [13].

4.1.3. Error Correction Protocol

The error correction protocol in the quantum key distribution has the following sub-
steps [13,36].

Step 1: Determine Quantum Bit Error Rate (QBER). A  Quantum Bit Error Rate (QBER) is
the fraction of mismatched qubits exchanged between the sender and the receiver [13].
The R T U  calculates the QBER. The R T U  and MTU randomly extract a part of its sifted
key. The MTU discloses its extracted part to RTU.  The RT U  obtains the QBER by
calculating the ratio of error and total number of bits in MTU’s extracted key. Both of the
units discard the exposed part and obtain the sub-sifted key.

• Case 1: If QBER is higher than 25%, both units discard the sifted key, and it generates
the raw key again.

•  Case 2: If QBE R  is less than 25%, the units follow the error correction protocol and
privacy amplification.

Step 2: Error Correction Protocol (ECP) used: Reed Solomon Code. In this phase, the sender
and the receiver resolve the error in the sub-sifted key via the public channel. The error
correction protocol phase is crucial after a quantum key exchange for the following reasons.

• It helps both the units check the confidentiality and integrity of the obtained sub-sifted
key.

• The RT U  sends its sub-sifted key encoding it with ECP protocol to MTU. The encoded
key is called the codeword. The encoding involves adding extra bits or parity bits
to the original data. It helps the receiver to detect and resolve the errors. Therefore,
the eavesdropper is unable to read the original key. When the codeword is modified,
it is detected as well as resolved by the MTU.

• In this phase, based on the QBER, the sub-sifted key is corrected as the errors are reconciled.
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As  mentioned in Section 2, the most common error correction protocols are the Cascade
protocol, Winnow protocol, Low-Density Parity Check ( L D P C )  protocol, L o w  Complexity
Parity Check ( L C P C )  and the Reed–Solomon protocol (R-S) [17,23,24].

The most feasible protocol for wireless networks are the L C P C  and Reed–Solomon
protocols. The purpose of L C P C  is to detect and correct single- and double-bit errors.
However, during the quantum key exchange, the errors can occur in bursts. In that scenario,
as mentioned in Section 2, the Reed–Solomon (R-S) code is a better suited protocol for
implementing with the BB84 protocol. The R-S code is an efficient algebraic code which can
correct a large number of errors with low overhead and low complexity. It has the power
to correct errors in a cluster. Various storage systems, broadcast systems, and wireless
networks widely adopts R-S code.

Characteristic of Reed–Solomon (R-S) code: It is a subgroup of Bose–Chaudhuri–
Hocquenghem (BCH) codes [24] and linear codes which performs their arithmetic oper-
ations in a Galois field or finite field. B C H  is a cyclic error-correcting code that involves
using polynomials over data blocks. The code word generated in this algorithm consists of
polynomials, which is divisible by another fixed short-length polynomial. The fixed
polynomial is called a Generator polynomial [40].

A  Reed–Solomon code is represented as R-S(nk) with s-bit symbols. It implies that the
encoder takes k data symbols with s bits each. Then, it adds parity symbols, thus obtaining a
code word of n symbols. The parity symbols of s bits each are n −  k. The R-S decoder can
resolve u p  to t symbol errors in a codeword. It implies that it can automatically correct
errors up to t bytes. The length of parity is calculated as follows [24,40]:

2t =  n −  k (6)

The maximum codeword length (n) can be calculated as follows:

n =  2s −  1 (7)

R-S Encoder: In R-S encoding, the sub-sifted key is the message which is represented as
a polynomial i(x). The polynomial is multiplied with the Generator polynomial g(x) [24,40].

c(x ) =  g(x)  i ( x ) (8)

where

c(x ) is the valid codeword.
i ( x ) is the information block.
g( x ) is the generator polynomial.

Using Lagrange interpolation, the polynomial is evaluated as:

p( x ) =  i ( x )  x n−k       mod g(x ) (9)

R-S Decoder: A n  error occurs when an incorrect bit is present in the codeword.
An  erasure occurs when the position of the incorrect bit is known [24,40]. The decoding
algorithm uses the following outlined process to correct up to t errors or up to 2t erasures.

The received codeword can be represented as follows:

r( x ) =  c(x ) +  e(x ) (10)

where r(x) is the received codeword, c(x) is the recovered codeword and e(x) is the error
pattern present in the r(x).

The decoder follows the succeeding steps.

1. Syndrome calculator: It calculates the syndrome which is used to identify the symbol
errors. One symbol error occurs when either 1 bit is incorrect or all the bits are incorrect in
a symbol.



Symmetry 2022, 1, 0 13 of 27

2.  Error locator: It then finds the symbol error locations by calculating the error locator
polynomial. It uses Euclid’s algorithm.

3. Calculate magnitude of error: Then, it finds the roots of the error locator polynomial.
4. Error evaluation: To calculate the symbol error values, the Forney algorithm is used.

Finally, a recovered codeword is received.

4.1.4. Privacy Amplification

From the received and recovered codeword, the MT U  extracts the sub-sifted key.
To reduce any information leakage during error correction protocol and to increase the
secrecy of the key, the MT U  hashes the sub-sifted key. Both MT U  and R T U  obtain the
finalized key or quantum key (QK).

4.2. Signcryption

Both the components have the finalized quantum key (QK). The R T U  executes the
following steps [41] as shown in Figure 3.

Figure 3. Operations of RTU (sender). The signcrypted message is sent to sub-MTU/MTU (receiver).

•  Encryption: The RT U  makes a copy of the data and encrypts the data with the finalized
quantum key.

• One-Time Digital Signature: The RT U  hashes the copy of the data. It then encrypts the
hash with its private key (PK). It segments the quantum key into equal chunks. It then
generates a private key by applying a hash function on one of the segments of the QK.
It concatenates the hashed message, hashed unique I D  of the R T U  and a timestamp.
The P K  is used to encrypt the concatenated data, thus generating a one-time digital
signature.

The R T U  sends the signcrypted data to the MTU over the classical channel.

4.3. Un-Signcryption

The MTU receives the signcrypted data and executes the following steps. Furthermore,
we assume that the MTU has the database which stores the information, including IDs of
all the RT U s  and their hash values. The MTU is also aware of the signcryption algorithm
used by the RT U .

• Decryption: The MTU decrypts the encrypted data with the quantum key (QK).
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•  Validation: The MTU also decrypts the encrypted hashed value with the private key
(PK). The MTU hashes the copied data by the same algorithm used by the RTU.  Thus,
the timestamp and the hashed I D  is extracted and verified.

5. Formal Analysis of Proposed Model

The proposed scheme has two major parts, quantum and classical. We have performed
the experiments on macOS with 1.8 G H z  Intel Core i5 processor manufcatured by Apple
Inc. and sourced from Halifax, Canada. The quantum part involves the BB84 protocol,
and the classical part involves the Signcryption algorithm. Therefore, in this paper, we
have used two tools for the formal analysis of the proposed scheme.

• Modeling and Analysis of BB84 protocol in Prism.
• Modeling and Analysis of Signcryption in Scyther.

Our proposed scheme is simulated in PRISM and Scyther for the specification, analysis,
and verification of our security protocol. First, we verify the Quantum K e y  Distribution
protocol on PRISM. We created the BB84 model that contains four modules: (i) Alice
refers to RT U ,  (ii) Bob refers to MTU, (iii) Eve  refers to the eavesdropper, and (iv) the
quantum channel. In the simulation, we calculate the probability of detecting Eve and the
extent of information leakage. After obtaining the quantum key, we model and analyze
the signcryption in Scyther. We formalize the security requirements of our signcryption
model based on the discrete logarithm problem (DLP)  in Scyther. We claim specified
security requirements, namely, secrecy of the key, data exchanged, and aliveness of the
two parties symbolizing authentication. After the formal analysis of our proposed scheme,
we implemented our algorithm on Python 3.6, involving three parties: R T U  as the
sender, MTU as the receiver, and Eve as the eavesdropper. We have also simulated the
quantum channel, characterizing the noise of binary symmetric channel, on Python 3.6 with
the help of a Quantum Information Toolkit (QIT).

5.1. Modeling and Analysis of Quantum Phase (BB84 Protocol) in Prism

The formal analysis of the security of Quantum K e y  Distribution has been completed
by PRISM. However, ensuring provable practical security and breaching time analysis
of the proposed scheme by considering the quantum adversary wi l l  require extensive
quantum hardware or a quantum computer. This is planned for future work.

Prism is a probabilistic model checker to model and to analyze the systems based on
probabilistic behavior. It automatically investigates the systems to find out flaws and errors in
the system specification. The model checker feeds the following two types of inputs [42].

•  The description of the to-be-designed system. It mostly expresses the information in
process algebras such that it acts as an input in model checker.

• A  set of rules or properties that the system must follow.

There are two stages to build a model in a Prism [42]:

Stage 1: Model the system where it represents all the states and transitions of the system.
Stage 2: Model the system where it expresses its properties in temporal logic statements.

When we execute the temporal logic statements against the model, it verifies whether
and with what probability the properties hold for the system.

In this paper, the Discrete-Time Markov Chain (DTMC) model has been used to design
the BB84 protocol system. While building the system, the following two properties of the
system are defined:

• Public channel handles the transmission of messages in such a way that the system
monitors the process. However, the eavesdropper is unable to monitor the messages.

• Quantum channel handles message exchange in such a way that any attempt by an
eavesdropper to monitor the channel causes an alteration in the message and thus
creates a noise.

Thus, the system detects any eavesdropping attack as well as cloning attack.
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The following two types of attacks have been tested for this system [43].

1. Intercept–Resend Attack: The eavesdropper uses the basis once to measure the qubit.
It measures a qubit, and the state of the qubit changes randomly.

2. Random–Substitute Attack: The eavesdropper uses the basis twice. A t  first, it uses
the basis to measure the qubit. After fetching the value of the qubit, it reads the same
qubit again to replace its value. It is an attempt to clone the state of the qubit.

In this paper, we analyze the following three factors of the BB84 protocol:

• Whether the protocol detects any intrusion;
• H o w  much information is leaked processing the protocol;
• Can BB84 protocol discard or prevent the eavesdropping attack.

The following six variables have been calculated and used in the models [43]:

• P1 =  Probability of detecting an eavesdropper (EVE);
• P2 =  Probability that E V E  measures more than half of the information correctly;
• N  =  No. of bits transferred;
• Correct bits measured by Eve ≥  N /2;
• L  =  L U C K Y  =  Probability of obtaining correct value with wrong basis;
• R E P L A C E  =  0.5 =  Probability of substituting with 0 or 1.

In this model, the probability value ranges from 0 to 1. Based on the type of attacks, there
are two following major threat models.

• Model 1: BB84 with intercept–resend eavesdropping attack;
• Model 2: BB84 with random-substitute eavesdropping attack.

Tables 3 and 4 show the probability of detecting the intruder launching eavesdropping
attack or MiM attack. It also shows the probability of high information leakage.

Tables 5 and 6 display the detection rate of the intruder attempting to clone the data
or qubits. Simultaneously, it provides the probability of maximum information leakage.

Table 3. Probability of detecting of Intercept–Resend eavesdropping when L U C K Y  is 0.5.

M O D E L  1 P1 P2

N  = 4 0.938 0.145

N  = 5 0.969 0.155

N  = 6 0.984 0.065

N  = 7 0.992 0.067

N  = 8 0.996 0.028

L U C K Y  =  0.5

Table 4. Probability of detecting of Intercept–Resend eavesdropping when N  is 5.

M O D E L  1 P1 P2

L =  0.5 0.968 0.155

L  =  0.6 0.968 0.174

L  =  0.7 0.968 0.193

L =  0.8 0.968 0.285

N  = 5
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Table 5. Probability of detecting of Random-Substitute eavesdropping when Lucky is 0.5.

M O D E L  1 P1 P2

N  = 4 0.938 0.145

N  = 5 0.969 0.155

N  = 6 0.984 0.065

N  = 7 0.992 0.067

N  = 8 0.996 0.028

L U C K Y  =  0.5

Table 6. Probability of detecting of Random-Substitute eavesdropping when N  is 5.

M O D E L  1 P1 P2

L =  0.5 0.969 0.155

L  =  0.6 0.969 0.174

L  =  0.7 0.969 0.193

L =  0.8 0.969 0.285

N  = 5

5.2. Modeling and Analysis of Classical Phase in Scyther

In this section, formal analysis of the classical part in the proposed signcryption
scheme is presented which involves generating and exchanging encrypted data and digital
signature altogether. We have used Scyther for the formal analysis of the non-quantum part of
the proposed scheme. One of the properties we are testing is the secrecy of the quantum key
and how it is affecting the secrecy of the encrypted data transferred.

Scyther is a tool that verifies traditional security and authentication protocols [44].
Using Scyther, two main properties are analyzed: Secrecy and Authentication [44].

Secrecy: The following assumptions are made [44]:

• The sender or the receiver is communicating with a trusted party.
• The sender and the receiver are communicating over an untrusted channel.

Authentication: The four factors that are assumed for the system are as follows [44]:

• Aliveness: There is at least one communication partner in the network.
•  Synchronization: The intended party is aware of the authenticity of the other party to

which it is communicating with.
• The protocol is executing.
• Message Agreement: The message sent by the sender is intact and not tampered. Thus,

it has been exchanged as expected.

Furthermore, in the proposed signcryption model, we have used two keys. One,
the quantum key is denoted as qk. The qk is used for the encryption of messages. Two, sk
denotes the private key in the model. It is used to generate the digital signature. It provides
authentication to the scheme. Both qk and sk are secret and private. Figures 4 and 5 exhibit
the verification results of a simple authentication protocol and the proposed signcryption
scheme, respectively.

With Scyther as the security analysis tool, we have conducted a formal analysis of
the signcrypted communication with the quantum and private keys. We have performed
verification for the classical phase of the proposed scheme to provide motivation to move
forward with the implementation phase. Figure 5 provides the result generated by Scyther
when the quantum key is secret and not public. A s  per the result, the protocol
success-fully claims and passes the tests for security properties, which are mainly based
on the following [45].
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• Secrecy of the keys and the cipher.
• Commitment and aliveness of the two parties.
• Synchronization of the communication between two parties.
• Weak agreement property tests spoofing or man-in-the-middle (MiM) attack between

the two parties. A  weak agreement between two roles means there is no third-party
spoofing or launching a MiM attack [45].

We performed verification for the classical phase of the proposed scheme to provide
motivation to move forward toward the implementation phase.

Figure 4. Verification results of a simple authentication protocol.

Figure 5. Verification results of the proposed Signcryption scheme.

6. Experimental Results

We executed the proposed scheme in Python 3.6. We simulated the quantum channel
with noise by designing a binary symmetric channel (BSC). In BSC, the sender sends a bit
with value being either 0 or 1. The receiver receives that bit. However, there is a small
probability that the bit is flipped in the channel [46].

To generate qubits and to measure their state, the Quantum Information Toolkit (QIT)
has been used [47]. To implement the basis, two types of operators, namely, Pauli X  operator
and Hadamard operator, have been used [48].
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Pauli X  operator: It acts on a single qubit and fl ips its gate. It maps |0 >  to |1 >  and
|1 >  to |0 > .

Hadamard Operator: It provides the property of the Hadamard quantum gate. When
it applies on a qubit with state |0 >  or |1 > ,  there is an equal probability that the outcome
state is either |0 >  or |1 > .  Furthermore, if the Hadamard gate applies twice on the same
qubit, the final state is always the same as the initial state.

6.1. Comparative Analysis between 128-Bit BB84 vs. 256-BB84 Protocol

In evaluation testing, the simulation splits into two groups:

Group1: It involves performing the proposed scheme on 128-bit initial or raw key.
Group2: It involves performing the proposed scheme on 256-bit initial or raw key.

The simulation parameters of each group are as follows:

• Error rate;
• Sifted key size;
• Final key size;
• Execution time;
• Digital signature size;
• Time to generate a raw key.

Figure 6 illustrates the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of error rate. The coefficient of variation of this parameter for the 128-bit raw key is
0.507, and that of 256-bit is 0.502.

Figure 7 shows the behavior of the scheme with 128-bit and 256-bit raw keys in terms
of sifted key size. The coefficient of variation of this parameter for the 128-bit and 256-bit is
0.082 and 0.062.

Figure 6. Simulation number vs. QBER.
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Figure 7. Simulation number vs. sifted key size.

Figure 8 displays the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of final key size. The coefficient of variation of this parameter for the 128-bit and
256-bit is 0.024 and 0.018.

Figure 9 illustrates the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of digital signature size. The coefficient of variation of this parameter for the 128-bit
and 256-bit is 0.0065 and 0.009.

Figure 10 explains the behavior of the scheme with 128-bit and 256-bit raw keys in
terms of execution time.

Figure 11 displays the time to generate the raw keys or the initial keys. We observe
that the generation time of the former is directly proportional to the generation time of the
latter. It is more evident when we compare the mean values of the generation time of each
group, as shown in Figure 12. For each data communication, the sender generates a new
raw key and obtains the private and secret key. Therefore, the private key and secret key
randomly vary in each communication.
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Figure 8. Simulation number vs. final key size.

Figure 9. Simulation number vs. digital signature size.
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Figure 10. Simulation number vs. execution time.

Figure 11. Simulation number vs. time to generate raw key (generation time).
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Figure 12. Comparison of Group 1: 128-bit raw key vs. Group 2: 256-bit raw key, using the mean
value of generation time of each group.

Furthermore, Figure 13 illustrates the following behaviors.

• The QBER evidently increases as the size of the raw key increases.
• The sifted key size is directly proportional to the raw key size.
• The final key size does not vary when the raw key size varies.
• The digital signature size does not vary when when the raw key size is doubled.
• The execution time significantly changes when the raw key is adjusted.

Figure 13. Comparison of Group 1: 128-bit raw key vs. Group 2: 256-bit raw key, using the mean
value of each feature.
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6.2. Comparative Analysis between AGA-12 vs. Our Proposed Scheme

We have performed the comparative analysis between algorithms used in AGA-12
and our proposed scheme. Since the novelty of our proposed algorithm walks on Quantum
K e y  Distribution protocol, we have used three variables for comparative analysis, mainly,
key size, randomness of keys, and execution time.

We executed five simulations of both the algorithms, AGA-12,  and our proposed
scheme. We have measured the BB84 raw key size, final key size, R S A  public key size,
and R S A  private key size. The average raw key size is 256 bits, and, the final key size of
BB84 is approximately 62 bits. The R S A  public key size is 1041 bits, and the private key
size is around 2048 bits. Figure 14 shows a graph visualizing the difference between the
key sizes of each algorithm.

We fed the five keys of BB84 and the R S A  algorithm used in AGA-12  to the N I S T
statistical test suite for randomness. We have analyzed the randomness of the keys based
on the appropriate N IST  randomness test. Figure 15 shows the percentage of tests passed
by both R S A  and BB84 keys. We observed that the R S A  public key, 1041 bits, passed 98%
and the RS A  private key, average size 2048 bits, passed 90% of the randomness tests while
BB84 raw and final keys have passed 100% of the tests. Moreover, we have also compared
the execution time of generating R S A  keys and BB84 keys. Figure 16 shows a graph that
shows the difference between the execution time to produce keys by the R S A  and BB84
algorithms. The mean execution time of generating BB84 keys is 0.014554 s, and that of
generating R S A  keys is 0.4805578 s.

Figure 14. Comparison of RSA keys vs. BB84 keys over 5 simulations.
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Figure 15. Comparison of percentage of passed NIST tests for randomness of BB84 and RSA keys.

Figure 16. Comparison of execution time of generating RSA  keys used in AGA-12 and BB84 keys
used in proposed scheme.

6.3. Challenges of Implementing a Q K D  to S C A D A  Networks

O u r  proposed algorithm secures the communication link between R T U  and MTU,
which is a point-to-point link. A  Q K D ,  on the other hand, on a network topology requires
two channels, mainly quantum channel (fiber optic) or classical channel (Internet or fiber
optic) [4]. Considering hardwired communication, a Q K D  in the S C A D A  network topology
need 2 ×  n fiber optics, n being the traditional number of fiber optics [49]. Furthermore, if
one of the channels is broken, the entire network shuts down. However, as future
research work, a quantum channel can be designed to exchange both qubits and bits of data.
Therefore, it wil l  decline the number of fiber optics required in the S C A D A  network [49].
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7. Conclusions

In this paper, we have proposed a novel security scheme which uses the properties of
quantum physics to provide the following benefits to S C A D A  networks.

• It resists not only the attacks of traditional computers but also quantum computers
using Shor’s algorithm. It also defends against man-in-the-middle attack.

• It is an encryption algorithm which also acts as an intrusion detection system.
• The scheme adds authentication to the communications between units.
• It does not rely on any third party for key generation and authentication.

Our proposed scheme attains all the security goals of integrity, confidentiality, availabil-
ity, authentication, and non-repudiation. The randomness property of the key and its size
enhances the security of the protocol. It uses uncertainty and superposition properties of
quantum physics to detect any eavesdropping. Thus, compared to other traditional security
schemes, it acts as an encryption as well as an intrusion detection scheme without relying
on a third party. Therefore, it reduces the computational cost.

A s  a part of our future work, we wi l l  improve our proposed scheme by mainly
working on the digital signature algorithm. We also intend to perform a comparative
analysis of the AGA-12 digital signature and our proposed scheme. Additionally, we wil l
conduct a comparative study by implementing various hash functions in the signature
scheme and find out which yields the most potent hash. Our proposed scheme focuses on
MiM attack and one quantum attack: brute-force attack using Shor’s algorithm. However, an
eavesdropper can use the properties of quantum mechanics to launch probe attacks on
Quantum K e y  Distribution [50,51]. In our future work, we wi l l  focus on these types of
attacks, mainly, entangling-probe [50] and Fuchs–Peres–Brandt (FPB) probe attack [45,51]. In
future work, we wi l l  perform a comparative analysis of our proposed quantum-based
signcryption with post-quantum security hybrid signcryption. Wang et al. [52] have
proposed a quantum secure signcryption that involves the extension of signcryption to
lattice cryptography. However, our algorithm is based on exploiting the fundamentals of
quantum computing and extending signcryption to quantum cryptography.
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