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Abstract 

  Si-based negative electrode materials are promising for lithium batteries. However, 

Si-based negative electrode materials suffer from huge volume change, crystallization 

effect (Li15Si4 formation), unstable solid electrolyte interface during cycling. Preparing 

Si/inactive materials and Si/C compounds (especially carbon coated Si materials) are two 

efficient methods to alleviate these problems mentioned above. This work focuses on 

designing and developing new Si-transition metal negative electrode materials. Si-Mo, Si-

TiN, and Si-Ti-N-O alloys were prepared by Ar milling, N2 (g) milling, and air milling, 

respectively. Composition, morphology, and electrochemical performance of Si-Mo, Si-

TiN, and Si-Ti-N-O alloys were investigated. Thermal stability of these alloys was also 

studied, since high thermal stability is an important requirement for preparing carbon 

coated Si negative electrode materials at high temperature. A preliminary study of high 

temperature carbon coating preparation for these Si alloys studied in this thesis and related 

issues were also discussed.  
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Chapter 1 Introduction 

  The Nobel Prize in Chemistry 2019 was awarded to John B. Goodenough, M. 

Stanley Whittingham, and Akira Yoshino, for their outstanding contributions to 

development of lithium-ion batteries. During the oil crisis in the 1970s, many scientists and 

engineers worked on developing lithium-ion batteries. At that time, M. Stanley 

Whittingham tried to explore a new battery system, where TiS2 and lithium metal were 

used as the positive and negative electrodes, respectively.1,2 This is regarded as the starting 

point for the development of commercial lithium-ion secondary batteries. Unfortunately, 

lithium dendrite formation on the lithium metal surface during repeated cell cycling could 

result in serious safety issues because of the generation of thermally unstable high surface 

area lithium. In 1979/1980 Jahn B. Goodenough et al. used LixCoO2 as the positive 

electrode for lithium-ion batteries instead of TiSi2, which is significantly important for 

commercializing lithium-ion batteries.3,4 Five year later, Akira Yoshino’s group 

experimented using petroleum coke as a lithium battery negative electrode material, which 

overcame the safety issues of a lithium metal negative electrode.5,6 Based on these 

discoveries and developments, Sony was the first to commercialize lithium-ion secondary 

batteries in 1991, in which a petroleum coke and LixCoO2 were used as the active anode 

and cathode materials. This marked a revolution in battery industry.7  

  Lithium-ion batteries have high working potential, large energy and power density, 

and long service life. These outstanding characteristics enable lithium-ion batteries to fulfill 
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various requirements for electric devices. As a consequence, lithium-ion batteries have 

extensively been applied to portable information technology devices, powder tools, and 

hybrid/full electric vehicles.8,9 If the majority of gasoline powered transportation can be 

replaced by electric vehicles, greenhouse gas emissions will be greatly reduced.10 In 

addition, lithium-ion batteries may also be used in various grid energy storage systems, 

which can harvest significant amounts of energy form wind, solar, geo-thermal and other 

renewable sources, making possible a fossil fuel-free society.8  

  With the application of lithium-ion batteries to more fields, lithium-ion batteries 

should be continuously improved to meet the increasing energy demands. On the aspect of 

lithium-ion battery negative electrodes, graphite is an excellent negative electrode material 

and has been commercialized since the 1990s. To further increase energy density of 

lithium-ion batteries, plenty of studies focus on developing negative electrode materials in 

recent years.11–13 Among these studied negative electrode materials, Si-based materials 

receive much attention, due to silicon's large theoretical capacity and high earth abundance. 

However, some difficulties are still found with silicon, which make silicon-based negative 

electrode materials to be unable to meet full commercial requirements. The main 

difficulties found with silicon are huge volume expansion of silicon during lithiation, 

crystalline Li15Si4 formation, and unstable solid electrolyte interphase during cell cycling, 

which can result in low coulombic efficiency and poor cycling performance.14–21  
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  This thesis is devoted to developing silicon alloy negative electrode materials that 

hopefully contribute to wide application of silicon alloys in commercial lithium-ion 

batteries. Various strategies were shown to alleviate some of the aforementioned problems 

and they will be the subject of this thesis. As an outline of the thesis: Chapter 2 gives an 

overview of lithium-ion batteries, including positive electrodes, negative electrodes, and 

electrolyte. Silicon-based negative electrode materials will be discussed in detail, including 

their advantages and electrochemical behavior, problems of silicon-based negative 

electrodes, and efficient solutions to solve these problems. Chapter 3 outlines the 

experimental tools and theory used throughout this work. Chapter 4 describes phase 

evolution during ball milling process, thermal stability, and electrochemical characteristics 

of Si-Mo alloys. Chapter 5 presents a new and cheap method to prepare Si-TiN alloys 

through nitrogen gas milling, and these Si-TiN alloys were expected to show better 

electrochemical performance than the conventional Si-TiN alloys made by argon milling. 

Chapter 6 focuses on thermal stability of Si-TiN alloys prepared by nitrogen gas milling, 

and a selected sample was further improved by carbon coating at high temperature. Chapter 

7 describes electrochemical performance and thermal stability of Si-Ti-N-O alloys 

synthesized by air milling. Chapter 8 discusses preliminary results of high temperature 

carbon coating for some Si alloys studied in this thesis and related difficulties. Chapter 9 

summarizes the silicon alloy negative electrode materials examined in this thesis and future 

work in the related area is suggested. 
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Chapter 2 Background 

2.1 Lithium Ion Batteries 

 

Figure 2.1 Schematic of a Li-ion cell with LiCoO2 as the positive electrode and graphite as 

the negative electrode. Red, blue, green, and brown spheres represent oxygen ions, cobalt 

ions, lithium ions, and carbon atoms, respectively. 

 

  A lithium-ion battery includes several identical Li-ion cells connected in series 

and/or parallel. Each Li-ion cell comprises a positive electrode, a negative electrode, 

electrolyte, porous separator, and a cell can. Positive and negative electrode coatings 
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typically comprise active material powders, binders, and conductive additives. The positive 

and negative electrode materials are coated on aluminum foil and copper foil, respectively. 

The aluminum and copper foils are used as current collectors that provide electrical 

connection with an external circuit. An electrolyte usually consists of a lithium salt and a 

nonaqueous organic solvent, which results in an ionically conductive solution, allowing 

lithium ion transport between positive and negative electrodes.22 Separators are typically 

made of porous polyethylene and/or polypropylene, allowing lithium ions to pass through 

while being electrically insulating.23 The separator is sandwiched between the positive and 

negative electrodes to prevent a short circuit. Figure 2.1 shows a schematic diagram of a 

Li-ion cell with LiCoO2 as the positive electrode and graphite as the negative electrode. 

  In a Li-ion cell, Li ions move reversibly between positive and negative electrodes 

during discharging and charging processes, resulting in interconversion between chemical 

energy and electrical energy. In Figure 2.1, the cycling processes are illustrated. During the 

discharging process, spontaneous reactions are driven by the chemical potential difference 

between positive and negative electrodes, causing lithium ions to diffuse into the positive 

electrode from the negative electrode through the separator. In order to keep charge 

neutrality, electrons travel to the positive electrode from the negative electrode through an 

external circuit at the same time. During the charging process, the opposite movements of 

lithium ions and electrons occur due to an externally applied potential. This results in stored 

electrical energy in the cell. For both discharging and charging processes, Li-ion diffusion 
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has a significant effect on the charge/discharge rate of a cell.24 It is also necessary to 

maintain electrode structural stability during the insertion and extraction of Li ions so that 

good cycle life is maintained.24 For the LiCoO2-graphite cell shown in Figure 2.1, the 

reactions on the electrodes and the overall reaction are given by 

  LiCoO2 ↔ x Li+ + x e- + Li1-xCoO2                        (2.1) 

  x Li+ + x e- + y C ↔ LixCy                         (2.2) 

  LiCoO2 + y C ↔ LixCy + Li1-xCoO2                       (2.3) 

The open circuit potential of such a cell in volts (V) can be expressed as 

  𝑉 = −
𝜇𝑐𝑎𝑡ℎ𝑜𝑑𝑒−𝜇𝑎𝑛𝑜𝑑𝑒

𝑒
                            (2.4) 

where 𝜇𝑐𝑎𝑡ℎ𝑜𝑑𝑒 and 𝜇𝑎𝑛𝑜𝑑𝑒 are the chemical potentials in electron volts (eV) of the positive 

and negative electrodes with respect to lithium and e is the charge of an electron.  

  The amount of lithium stored in active materials is measured in terms of specific 

and volumetric capacity. The theoretical specific capacity (qs, mAh/g) of a positive or 

negative electrode material can be calculated by 

  𝑞𝑠 =
𝑛𝐹

𝑀
×  

1

3.6 C/mAh 
                             (2.5) 

Where n is the number of moles of charge transferred during discharging or charging 

corresponding to one mole active material, F is the Faraday constant (96485.33 C/mol), M 

is active material molecular weight (g/mol). Theoretical volumetric capacity must be 

calculated at an active material's full volume expansion, to reflect the space that the material 
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will ultimately occupy in a real cell. Therefore, theoretical volumetric capacity (qv, Ah/L) 

of a positive or negative electrode material can be given by 

  𝑞𝑣 =
𝑞𝑠𝜌

1+𝑃
                               (2.6) 

Where qs is the corresponding theoretical specific capacity (Ah/kg), ρ is the density of the 

active material (kg/L), P is the largest volume expansion of the active material during 

lithiation (if cathode materials are fully lithiated in the initial state, P is equal to 0). Usually, 

the volume change of positive electrode materials can be negligible during cycling. 

However, many negative electrode materials typically have significant volume expansion 

after lithiation, so volume expansion should be considered for theoretical volumetric 

capacity calculation. 

  Important metrics for assessing Li-ion cells are: specific energy density (Us) in 

watt hours per kilogram (Wh/kg) and volumetric energy density (Uv) in watt hours per liter 

(Wh/L); and are given by 

  𝑈𝑠 =
∫[𝑉(+) − 𝑉(−)]𝑑𝑞

𝑚
                           (2.7) 

  𝑈𝑣 =
∫[𝑉(+) − 𝑉(−)]𝑑𝑞

𝑣
                            (2.8) 

Here [V (+) - V (-)] is the working potential of the Li-ion cell in volts (V), q is the total charge 

quantity in amp hours (Ah), m is the cell mass in kilograms (kg), and v is the cell volume 

in liters (L).  
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2.2 Lithium Ion Battery Positive Electrode Materials 

  A brief introduction of positive electrode materials is given in this section, 

although positive electrode materials are not the focus in this thesis. Commercial positive 

electrode materials typically include LiCoO2 (LCO), LiFePO4 (LFP), LiMn2O4 (LMO), 

LiNi0.8Co0.15Al0.05O2 (NCA), and LiNixMnyCo(1-x-y)O2 (NMC). Each of these positive 

electrode materials has advantages and disadvantages. LCO has high energy density, good 

electrical conductivity, and low self discharge rate.4,25 The theoretical capacity of LCO is 

274 mAh/g when it is fully delithiated. However, an irreversible phase transition can occur 

if LCO is over delithiated (LixCoO2 (0 < x < 0.5)).26 Therefore, only about half of the 

theoretical capacity of LCO can be available, which is about 150 mAh/g. The main 

drawbacks of LCO are toxicity and high cost owing to the use of cobalt. The use of LFP as 

a positive electrode material was first reported in 1997.27 Iron is naturally abundant and 

nontoxic, which make LFP to be cheap and environmental friendly. Also, LFP has excellent 

thermal stability, good thermal stability, and long cycle life.28,29 LFP suffers from poor 

ionic and electronic conductivity, but these difficulties can be overcome through several 

methods, such as doping metal elements, carbon coating, and nanosizing LFP particles.30–

32 The energy density of a lithium ion cell depends on the cell capacity and the average 

working potential, according to Equations 2.7 and 2.8. Positive electrode materials with 

large capacity and high average working potential are most likely to provide high energy 

density for a full cell. However, LFP has limited volumetric capacity and low average 
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working potential, which hampers its application in high energy density lithium-ion 

batteries. LMO was first reported in 1983 and was commercialized by Moli Energy in 

1996.33 LMO is cheap and nontoxic. LMO has 3D lithium ion diffusion network, while 

some other positive electrode materials have 1D tunnels (like LFP) or 2D pathways (such 

as LCO, NCA, and NMC) for Li+ diffusion. The 3D lithium ion diffusion frameworks of 

LMO contribute to its good rate capability.29 Difficulties found with this positive electrode 

material are low capacity (theoretical capacity: 148 mAh/g) and poor cycling performance 

at high temperarture.29,34,35 NCA has the largest specific capacity (discharge capacity: ~200 

mAh/g) among the currently mature lithium-ion technologies, and it also shows high 

cycling stability at both room temperature and elevated temperature (60 °C).29,36 However, 

NCA is expensive because of its stringent synthesis processes.37,38 NMC has played an 

important role for commercial lithium-ion batteries in recent years. The typical commercial 

NMC materials include LiNi1/3Mn1/3Co1/3O2 (NMC111), LiNi0.4Mn0.4Co0.2O2 (NMC442), 

and LiNi0.5Mn0.3Co0.2O2 (NMC532). For NMC materials, more nickel contributes to larger 

capacity at the expense of lower thermal stability and shorter cell lifetime, while higher 

manganese content gives better cyclability but lower capacity.39 Compared to LCO, NMC 

materials have similar or higher specific capacity, similar working potential, and lower cost 

due to the reduced use of cobalt.29 

  To date, LCO, LFP, LMO, NCA, and NMC positive electrode materials have been 

successfully utilized in batteries for electric devices and/or electric vehicles. The 
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production of the positive electrode materials was over 180,000 tons in 2016, and is 

expected to reach over 400,000 tons in 2025.29 LCO is mainly used in consumer electronic 

devices, such as smartphones and laptops. LCO is not a propriate positive electrode material 

for electric vehicles, due to high cost of cobalt and potential safety risks induced by 

structure instability in the over delithiated state.40 LFP, LMO, NCA, and NMC have been 

used by carmakers, such as Tesla, BMW, BYD, and Nissan. Some other positive electrode 

materials are under development, such as Ni-rich NMC (LiNi0.6Mn0.2Co0.2O2 (NMC622) 

and LiNi0.8Mn0.1Co0.1O2 (NMC811)), high energy NMC (HE-NMC), and high potential 

spinel LiNi0.5Mn1.5O4 (HV-spinel), are promising positive electrode materials for lithium-

ion batteries with improved properties.29  

 

2.3 Lithium Ion Battery Negative Electrode Materials 

2.3.1 Lithium Metal Anodes 

  Lithium metal has a very high theoretical specific capacity of 3860 mAh/g. In the 

1970s, lithium metal was first used as the negative electrode in rechargeable lithium metal 

batteries, as mentioned in Chapter 1.1,2 Moli Energy developed the first commercial lithium 

metal batteries in the late 1980s.41 Unfortunately, lithium metal negative electrodes suffers 

from safety problems.42 This resulted in the cessation of commercial cell production. 

During charging, rapid electrochemical deposition of Li ions on the lithium metal surface 

can lead to lithium dendrites, which have a branched structure.42,43 Lithium dendrites 
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continuously grow upon repeated charge/discharge , resulting in the formation of highly 

reactive high surface area lithium. This can lead to a series of safety issues. Lithium 

dendrites can also make lithium metal detach from the current collector, causing the loss of 

electric contact and poor cycling performance. In addition, the formation of increased 

surface area lithium, results in more side reactions between the organic electrolyte and 

lithium metal, which is detrimental to high coulombic efficiency and long lifetime.29 In 

liquid electrolyte systems, these problems found with lithium metal negative electrode are 

difficult to overcome, and it is necessary to find other negative electrode materials to 

substitute for lithium metal. In recent years, a lot of research has focussed on the 

combination of Li metal negative electrodes and solid-state electrolytes, which would be a 

promising method for commercializing lithium metal negative electrodes.44–46 However, 

the application of lithium metal in solid-state electrolytes is not a part of this thesis and will 

not be discussed here.  

 

2.3.2 Carbonaceous Materials 

  Carbonaceous materials enabled lithium-ion batteries to become commercially 

viable around 30 years ago. Carbonaceous materials have been extensively studied in the 

recent decades.47–51 As mentioned above, a petroleum coke-based material was used as the 

negative electrode in the first commercialized lithium-ion battery in 1991.7 At around the 

same time, it was found that graphite can reversibly intercalate/deintercalate lithium ions, 
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when a suitable electrolyte was used.52 From then on, graphite has become the main 

negative electrode material used in Li-ion batteries. 

 

Figure 2.2 A diagram of hexagonal (2H) graphite. 

 

  Two types of graphite are used in Li-ion batteries: natural graphite and synthetic 

graphite. Synthetic graphite is typically prepared through thermal treatment of graphitizable 

organic precursors (e.g. petroleum pitch), and full graphitization usually occurs at a very 

high temperature (like ~3000 °C).53,54 Figure 2.2 illustrates the most common structure of 

graphite. Within a single layer of graphite, each carbon atom is bonded covalently with 

three neighboring carbon atoms, forming a honeycomb lattice. Such a single layer is called 

graphene. Planar graphene layers are parallel to each other, and adjacent layers are 

connected to each other via weak van der Waals forces. For the graphite structure shown 
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in Figure 2.2, graphene sheets are stacked in the ABAB sequence. This graphite is called 

2H-graphite.55 “2” indicates that the smallest repeating layer number is 2, and “H” 

represents a hexagonal structure.  

  As an important negative electrode material for lithium-ion batteries, graphite can 

reversibly intercalate/deintercalate Li ions during discharging/charging. One Li ion can be 

inserted per six carbon atoms in graphite forming LiC6, which is the full lithiation state of 

graphite under ambient conditions.47 In this way, the theoretical specific capacity of 

graphite is 372 mAh/g, which can be calculated by Equation 2.5. Since Li ions are 

intercalated into graphite, the spacing between graphene layers is expanded, which leads to 

a 10% volume expansion of graphite after full lithiation.47,56 Based on the theoretical 

specific capacity and the volume expansion, the volumetric capacity of graphite at full 

lithiation can be obtained using Equation 2.6, and is about 760 Ah/L. 

  Graphite has low average potential vs. Li+/Li, high Coulombic efficiency, long 

service life, and good electronic conductivity. Also, the raw materials for graphite are earth 

abundant and inexpensive. These advantages make graphite to be extensively used in Li-

ion battery negative electrodes. Through several decades of development, graphite is still 

regarded as one of the most important Li-ion battery negative electrode materials, and 

significant research has focused on improving the performance of Li-ion batteries with 

graphite negative electrodes.57–59 However, with the rapid development of lithium ion 
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batteries, researchers are pursuing substitutes of graphite for obtaining improved energy 

density.  

 

2.3.3 Li4Ti5O12 

  Li4Ti5O12 (LTO) has been successfully commercialized as a negative electrode 

material for lithium-ion batteries. In the potential range of 2.5–1.0 V vs. Li/Li+, LTO 

experiences reversible lithiation and delithiation. The theoretical specific capacity of LTO 

is 175 mAh/g. LTO has a slight volume change of 0.2–0.3% during lithiation/delithiation, 

so LTO is referred to as a “zero strain” material.60–62 Based on the theoretical specific 

capacity of LTO (175 mAh/g) and its negligible volume change during 

lithiation/delithiation, the theoretical volumetric capacity of LTO can be calculated and is 

613 Ah/L. LTO has a high working potential (1.55 V vs. Li/Li+), which brings some 

benefits to LTO. It helps to avoid lithium plating, resulting in superior safety performance 

of LTO. In addition, organic electrolyte is decomposed to form a passivating film on 

electrode surfaces at a potentials below ~1 V vs. Li+/Li.63 The passivating film is called the 

solid-electrolyte interphase (SEI). Active lithium ions can be consumed owing to SEI 

formation, which can lead to capacity decrease if lithium ions are limited. However, SEI 

formation can be avoided during LTO lithiation/delithiation due to its high potential plateau. 

Besides, the cycle lifetime of LTO is up to 20,000 cycles, which is 10 times longer than 

that of graphite.29  
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  There are still some challenges for LTO, which limit its application in lithium ion 

batteries. LTO has the highest possible valence for Ti (Ti4+), leading to poor electric 

conductivity (< 10−13 S/cm at room temperature) and limited rate capability.62,64 Various 

strategies have been proposed and explored to improve electrochemical performance of 

LTO, including synthesizing nanosized LTO, doping with metal or non-mental elements, 

and surface coating using conductive materials.62,65–68 In fact, nanosized LTO anode 

materials have been successfully applied for commercial lithium ion batteries. In addition, 

some side reactions between LTO and the electrolyte do occur during cycling, resulting in 

gas formation.69 Preparing carbon-coated LTO can be used to solve this problem, but 

carbon can also catalyze and accelerate SEI formation, especially at high temperatures.8,70 

In terms of negative electrode materials, large capacity and low working potentials can 

contribute to high energy density for full cells. Unfortunately, LTO has low specific and 

volumetric capacity and high working potential, which makes it difficult for LTO to meet 

the requirements of high energy density cells. 

 

2.3.4 Active Elements  

  To meet growing energy demand, researchers keep pursuing negative electrode 

materials with larger capacities. Some elements have reversible electrochemical reactions 

with lithium, which makes it possible for these elements to be negative electrode materials. 

Unlike graphite that reversibly inserts Li ions via intercalation processes, the lithiation 
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processes of the active elements involve breaking and reformation of bonds in the host 

structure.71 One mole inserted lithium leads to an approximate 9 mL volume expansion for 

active elements that alloy with lithium.71 The reversible reaction of active elements during 

lithiation/delithiation can be expressed as: 

  xLi+ + M + xe− ⇋ LixM                                                  (2.10) 

Where M is an electrochemically active element with lithium, and x is the electron transfer 

number.  

  Volumetric capacities and specific capacities of selected active elements are 

shown in Figures 2.3(a) and (b), respectively. The specific capacity calculations are based 

on fully lithiated phases of these active elements at room temperature.13,72–80 Among the 

active elements shown in Figure 2.3(b), Si has the highest specific capacity of 3579 mAh/g, 

which is almost ten times that of graphite (372 mAh/g). For most applications, battery 

volume is much more important than battery weight. Therefore, volumetric capacity is a 

more meaningful figure of merit for negative electrode materials. The volumetric capacities 

shown in Figure 2.3(a) are obtained at the state of full lithiation of these discussed active 

elements. It can be observed that the volumetric capacities of all these elements are much 

higher than that of graphite.  
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Figure 2.3 (a) Volumetric capacities at the state of full lithiation and (b) specific capacities 

of graphite and selected active elements 

 

(b)

(a)
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  Average potential is another important metric to evaluate negative electrode 

materials. Figure 2.4 shows the average potentials vs. Li+/Li of lithium insertion in the 

selected elements.13 Mg has a very low average potential vs Li+/Li, which is not desirable, 

since this can lead to safety issues induced by lithium deposition during cell cycling. 

Negative electrode materials with very high average lithiation potentials are also not 

desirable, such as Bi and Sb. This is because when a positive electrode is chosen, a negative 

electrode with low (but not too low) average potential can lead to high volumetric energy 

density of the cell, which is very important for commercial cells.  

 

Figure 2.4 Average potential vs Li+/Li for graphite and selected active elements 
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Figure 2.5 Cell stack used to model the impact of different negative electrodes on cell 

energy density. Reprinted with permission from Reference 13. Copyright 2014 American 

Chemical Society. 

 

  Obrovac et al. proposed a model for evaluating the impact of different negative 

electrode materials on cell energy density.13 This model is based on a full cell stack, which 

is illustrated in Figure 2.5. As shown in Reference 13, cell stack energy density in Wh/L 

using the cell stack can be expressed as:  

  𝑈𝑅 =
2𝑞𝑅

+𝑡+

𝑡𝑐𝑐
+  + 𝑡𝑐𝑐

−  + 2𝑡𝑠+ 2𝑡+[1+ 
𝑞𝑅

+

𝑞𝑅
−(

𝑁

𝑃
)]

(𝑉𝑎𝑣𝑔
+ − 𝑉𝑎𝑣𝑔

− )                             (2.11)    

Where q
+ 

R and q
 - 

R  are the volumetric capacities in Ah/L of the positive and negative 

electrodes, t+, t
+ 

cc , t
 - 

cc , and ts are thickness of the positive electrode coating (55 µm), the 

current collector for the positive electrode (15 µm), the current collector for the negative 

electrode (15 µm), and the separator (20 µm), respectively, N/P is the negative to positive 

electrode capacity ratio (the value of N/P is about 1.1-1.2 in commercial cells, and N/P of 
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1.1 is used in this model), and V
 + 

avg and V
 – 

avg are average potentials of the positive and 

negative electrodes in V. In order to highlight the effect of the negative electrodes, LiCoO2 

was chosen as the positive electrode material in this model, which has a volumetric capacity 

of 757.5 Ah/L (specific capacity:150 mAh/g; density: 5.05 g/cm3) and an average potential 

of 3.9 V. In this model, LiCoO2 accounts for 70% of the volume of the positive electrode 

coating. Here, the impact of the negative electrode materials shown in Figure 2.4 on cell 

energy density was studied using the model mentioned above. The negative material in the 

negative electrode is also assumed account for 70% of the coating volume. Stack energy 

densities of these negative electrode materials are calculated based on their theoretical 

volumetric capacities (Figure 2.3(a)) and average potentials (Figure 2.4), and the results are 

illustrated in Figure 2.6. Compared to graphite, Bi and Sb have much larger volumetric 

capacities, but just show a little improvement in stack energy density. This is mainly 

because Bi and Sb have high average potentials, as mentioned above. Excepting Bi and Sb, 

the other active elements shown in Figure 2.6 contribute to much larger stack energy 

densities than graphite, and the stack energy densities for Ag, Mg, and Si are higher than 

the others. However, the average potential of Mg is too low, as discussed above. In addition, 

Ag is much more expensive than Si. Therefore, Si is of interest and will be discussed in 

detail in this thesis.  
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Figure 2.6 Stack energy density for graphite and selected active elements. 

 

 

2.3.5 Silicon-Based Materials 

  Silicon is very likely to be extensively applied to next generation negative 

electrodes in Li-ion batteries. As discussed above, silicon can reversibly react with lithium 

at an appropriate average potential (~ 0.4 V vs. Li/Li+) and has very high specific and 

volumetric capacities (3579 mAh/g and 2194 Ah/L). The use of Si negative electrodes is 

expected to increase the energy density of Li-ion cells. Besides, Si is plentiful and 

inexpensive. It has also been shown that lithiated Si has lower reactivity with electrolyte 

solvents than lithiated graphite.81 In this section, the electrochemistry of Si during 

lithiation/delithiation, the challenges of Si negative electrode materials (volume expansion 
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during lithiation, unstable SEI during cycling, and the effect of two-phase regions), and 

how to overcome these challenges will be discussed. In recent decades, Si alloy negative 

electrode materials have received much attention for improved performance. Hence, 

Si/active and Si/inactive negative electrode materials will also be discussed in detail in this 

section. 

 

2.3.5.1 Electrochemistry of Silicon during Lithiation/Delithiation 

  The electrochemical performance of Si negative electrodes is highly susceptible 

to temperature. At 415 °C, as the amount of inserted Li ions increases, Li12Si7, Li14Si6, 

Li13Si4 and Li22Si5 form sequentially,82,83 which is consistent with the Li-Si equilibrium 

phase diagram.15 However, the electrochemical behavior of Si negative electrodes is much 

different at room temperature. The potential-capacity profile of bulk Si powder is shown in 

Figure 2.7, and some related reactions are as follows.84         

I and II:            cr-Si →
Li

 a-LiySi →
Li

 cr-Li15Si4 (y = 3.5 ± 0.2)78             (2.12) 

III:                 cr-Li15Si4  →
-Li

 a-LizSi  →
-Li

 a-Si (zmax = 2.0)78                (2.13) 

IV:                 a-Si →
Li

 a-Liy’Si →
Li

 a-Liy” Si                               (2.14)          

VI:                 a-Liy”Si →
Li

 cr-Li15Si4                                                        (2.15) 

  For the reactions above, “cr” indicates a crystalline phase and “a” indicates an 

amorphous phase. During the first lithiation, bulk Si undergoes a two-phase reaction with 
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Li to form a-LiySi (I in Figure 2.7). The fully lithiated phase of Si is Li15Si4 at room 

temperature (II in Figure 2.7), which corresponds to a specific capacity of 3579 mAh/g. 

This is contrary to the original knowledge that Li22Si4 is the fully lithiated phase at room 

temperature, based on the Li-Si phase diagram. In Li15Si4, Si atoms are isolated by Li atoms 

and reside in equivalent crystallographic sites.85 Metastable Li15Si4 is not present in the Li-

Si equilibrium phase diagram, and turns into other phases at temperatures in the range of 

200-350 °C.86,87 All crystalline phases in the Li-Si equilibrium phase diagram are not 

formed during room temperature lithiation because their formation is kinetically hindered. 

During the following delithiation of Li15Si4, a potential plateau at about 0.45 V can be 

observed in the III region of Figure 2.7, which represents a coexisting phase region (cr-

Li15Si4 and a-LizSi). Finally, a-Si is produced after full delithiation, which means cr-Si can 

be amorphized after one complete lithiation/delithiation cycle.88,89 In the subsequent 

lithiation, the cut off potential is limited to be above 50 mV. Two amorphous phases are 

produced and no cr-Li15Si4 forms in this situation (IV in Figure 2.7). However, when the 

cut off potential is allowed to be below 50 mV, cr-Li15Si4 is present after lithiation (VI in 

Figure 2.7). For the lithiation of pure Si, it is deemed that Li15Si4 crystallizes below 50 

mV.84    
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Figure 2.7 Potential-capacity profile of bulk Si powder. Reprinted with permission from 

Reference 84. Copyright 2007 Electrochemical Society. 

 

2.3.5.2 Challenges of Silicon Negative Electrode Materials and Mitigation Strategies 

  One main challenge of Si negative electrode materials is Si volume expansion 

during lithiation. As discussed in section 2.3.4, one mole inserted Li ions causes an increase 

in volume of 9 mL in active alloying elements. Since the fully lithiated phase of Si is Li15Si4 

at room temperature, Si undergoes a huge volume expansion of 280% after full 

lithiation.16,71 In commercial cells, the tolerance for negative electrode volume expansion 

depends on factors such as cell constitution and types of electrolytes. Commercial cells 

cannot tolerate the huge volume expansion of Si after full lithiation. In addition, the 

lithiated Si contracts during delithiation. The strain during contraction may cause some 

active particles to lose electrical contact and, consequently, cell fade.14,15,90–92 One possible 
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method to reduce the total volume expansion is to prepare Si/inactive alloys, which will be 

discussed in section 2.3.5.3. 

  Two-phase reactions are deemed to be detrimental to cell performance of Si 

negative electrode materials. As stated in section 2.3.5.1, a two-phase reaction occurs 

during the initial lithiation of cr-Si (like bulk Si). It has been reported that a very sharp 

reaction front during cr-Si lithiation was detected by transmission electron microscopy 

(TEM).93,94 The reaction front induces high stress on the two-phase (cr-Si and a-LiySi) 

boundary, which was studied by a theoretical model.95 This may cause active particle 

pulverization leading to cell fade. Also, a sharp reaction front during the first lithiation of 

a-Si was still observed, which is similar to that of cr-Si.96 However, a-Si has a more sloping 

initial lithiation potential plateau than cr-Si, which suggests lower internal stresses between 

two phases and less possibility of Si particle fracture. Therefore, a-Si generally has better 

structure stability than cr-Si during cell cycling.90 In addition, the delithiation of Li15Si4 

also undergoes a two-phase reaction, as discussed in section 2.3.5.1, and is detrimental to 

cell performance as well.16–18 Obrovac and Krause introduced a method to cycle cr-Si 

electrodes in order to avoid 2-phase formation.84 The cr-Si electrode was first partially 

lithiated to reach a certain capacity. Then, through several conditioning cycles, more cr-Si 

was converted to a-Si, but the electrode still consists of cr-Si and a-Si. After these 

conditioning cycles, the electrode was fully delithiated, and then cycled with a lower 

potential cutoff above 170 mV. In this way, only a-Si was cycled with no further conversion 



 

 

 

26 

from cr-Si to a-Si, and the formation of Li15Si4 can be avoided.16 With this cycling method, 

the cr-Si electrode can be cycled for over 100 cycles having stable performance. In addition 

to limiting the cutoff potential, the formation of Li15Si4 can be suppressed by preparing 

Si/inactive alloys,97,98 which will be discussed in section 2.3.5.3.  

  Irreversible consumption of Li ions is another cause of fade for lithium ion cells 

with Si negative electrodes. SEI can form on negative electrode surfaces during cell cycling, 

resulting in lithium ion consumption. Although the SEI leads to some capacity fade, it can 

protect active materials from further side chemical reactions.99 Therefore, a stable SEI is 

crucial for preventing further electrolyte decomposition, so that a long cycle life can be 

obtained. However, it is difficult to keep a stable SEI at a Si negative electrode during 

cycling. Because the formed SEI layer is vulnerable to cracking and exfoliation during 

delithiation (or volume contraction) processes, this can result in fresh electrode surfaces 

being exposed, leading to more SEI formation at the negative electrode. Applying a carbon 

coating on Si-based negative electrode materials is regarded as an effective approach to 

keep a stable SEI, which will be stated in section 2.3.5.3. 

 

2.3.5.3 Silicon/Active and Silicon/Inactive Alloy 

  Many Si/active alloy negative electrodes have been investigated in Li-ion batteries, 

such as Si-C,100,101 Si-Sn,102–104, Si-Zn,105 and Si-Ag alloy negative electrodes.106,107 

Si/active alloy negative electrodes have different electrochemical performance from the 
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parent elements. Among Si/active alloys, Si-C alloys are promising, which combine the 

high specific and volumetric capacities of Si with the stable structure and good conductivity 

of C.108–110 Carbon coated Si-based negative electrode materials have received much 

attention, as they can avoid the exposure of Si-based particles to electrolyte and keep a 

stable SEI during cell cycling.111 Several common methods are applied to prepare carbon 

coating on Si-based particles, such as chemical vapour deposition,112 thermal vapour 

deposition,113,114 and carbonization of carbon precursors on Si-based particles.108,115 Liu et 

al. prepared a Si-C composite with a pomegranate structure.116 A conductive carbon layer 

encased a single Si nanoparticle and provided enough space for the nanoparticle to expand 

and contract during lithiation/delithiation. This special structure has a low overall particle 

surface area, resulting in low and stable SEI formation. High coulombic efficiency (99.87%) 

and volumetric capacity (1270mAh/cm3) were obtained and the reversible capacity reached 

up to 97% even after 1000 cycles. However, the preparation method of the Si-C composite 

is very complicated, so it cannot be used in commercial cells.  

  Si/inactive alloys can be prepared with Si and inactive elements as precursors by 

ball milling,117–119 or sputter deposition.118,120 During the alloying process, silicides are 

generally produced. Based on thermodynamics, silicides can have displacement-type 

reactions with Li.121,122 However, at room temperature, many silicides often are deemed as 

electrochemically inactive phases in Li-ion cells.123 Fleischauer et al. suggested that the 

silicides in sputtered Si-M (M=Cr + Ni, Fe, Mn and Co) films were inactive.123,124 Of course 
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there are exceptions. For example, nano-NiSi2 prepared by ball milling has a maximum 

reversible capacity of 500 mAh/g. The nano-NiSi2 was characterized by in-situ XRD during 

cycling, and the XRD peaks of NiSi2 disappeared after lithiation, which indicated that nano-

NiSi2 is active.125 

  As stated in section 2.3.5.2, alloying Si with inactive elements can be used to 

suppress the volume expansion during lithiation. In this way, Si is diluted by inactive 

phases (the inactive elements and produced inactive silicides), so the total volume 

expansion of the alloys during lithiation is reduced.71 The formula shown below can be 

used to calculate the volume percentage of Si in a designed Si/inactive alloy, at a given 

fully lithiated volume expansion.71 

   %volume Si in alloy =
ξf
ξ0

× 100%                                      (2.16)   

Here ξf and ξ0 are the given volume expansion of the alloy and the volume expansion of Si 

at the state of full lithiation, respectively. When the given full lithiation volume expansion 

is 100%, the alloy should comprise 36 vol.% Si. Alternative to using an active/inactive 

alloy to limit volume expansion, the same effect might be achieved by simply limiting the 

capacity of a pure Si electrode. To compare the effect of these two methods, half cells for 

pure a-Si and the Si/inactive alloy were made. Figure 2.8 shows the potential profiles of 

the a-Si (curve A) and the Si/inactive alloy (curve B) half cells. The average potential of 

the pure a-Si electrode is higher than that of the Si/inactive alloy electrode. Therefore, at a 
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given volume expansion, a Si/inactive negative electrode can provide a higher volumetric 

energy density for cells than a pure a-Si negative electrode. 

 

Figure 2.8 Comparison between two methods used to suppress volume expansion to 100%. 

Reprinted with permission from Reference 71. Copyright 2007 Electrochemical Society. 

 

  It is found that nano-structured Si/inactive alloys can suppress Li15Si4 

formation,97,98 as discussed in section 2.3.5.2. Du et al. prepared Si-Ni alloys by sputtering, 

and the formation of Li15Si4 was suppressed.126 Similar phenomena were found in sputtered 

Si-B and S-Fe alloys,127,128 and ball milled Si-Cu and Si-Ni alloys.129,130 The possible reason 

for this is that inactive phases induce high mechanical stresses during Si/inactive alloy 

volume expansion, which leads to a negative shift of lithiation potential. As stated above, 

the Li15Si4 crystallization for pure Si is at low potential (about 50mV), so Li15Si4 formation 
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can be suppressed if the negative shift in lithiation potential is less than ~50 mV. 

Interestingly, the delithiation potential of Si/inactive alloys usually do not change 

significantly,129,130 which is presumably because stress from contraction during delithiation 

can be released by Si alloy particles fracture. 

 

2.4 Lithium Ion Battery Electrolyte 

  In a lithium cell, electrolyte plays a key role in transporting lithium ions back and 

forth between the positive electrode and the negative electrode. The most commonly used 

electrolyte consists of a mixture of carbonate solvents and a lithium salt. There are many 

requirements for ideal solvents, such as high salt solubility, low viscosity, and good 

interfacial stability on negative and positive electrodes. However, no single solvent has 

been found to meet all the requirements mentioned above. Ethylene carbonate (EC) is the 

most common electrolyte solvent component for lithium ion cells, which has good salt 

solubility but high viscosity.131 Therefore, EC is typically combined with another carbonate 

solvent with low viscosity, such as diethyl carbonate (DEC), dimethyl carbonate (DMC) 

and ethyl methyl carbonate (EMC).22 The most common salt used in lithium ion cells is 

lithium hexafluorophosphate (LiPF6) due to its good ion conductivity, good solubility, and 

high chemical stability in carbonate solvents.22,24 Two main drawbacks have been found 

when using LiPF6 for lithium cell electrolyte, which are poor thermal stability and moisture 



 

 

 

31 

sensitivity.132–135 LiPF6 can react with traces of water in a lithium cell to produce HF, and 

HF can corrode passivating films, electrode materials, and other cell parts.134,135 

  As stated above, an SEI forms due to electrolyte decomposition on electrode 

surfaces during lithium cell cycling, which involves irreversible lithium ion consumption. 

The SEI has a complex composition, it is mainly made of Li2CO3, LiF, Li2O, lithium alkyl 

carbonates (ROCO2Li), and nonconductive polymers.99,136 It is desireable that the SEI has 

a high ionic conductivity and low electronic conductivity, and passivates against further 

SEI formation.104 If the SEI thickens during cell cycling, it could lead to increased 

impedance and continuous consumption of lithium ions. Using advanced lithium salts and 

electrolyte additives are good strategies to keep the SEI stable for obtaining improved cell 

cycling performance.137,138 
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Chapter 3 Experimental Techniques 

3.1 Material Synthesis 

 

Figure 3.1 (a) A setup for N2 (g) milling, including a modified ball mill (Spex Mixer Mill 

Model 8000D), a N2 (g) cylinder, and a water cooling system. (b) A mill vial for N2 (g) and 

air milling. 

 

  In this thesis, Si alloys were prepared using mechanical milling. Si powder 

(Sigma-Aldrich, 325 mesh, 99%) and another powder (such as Mo powder (Alfa Aesar, 

250 mesh, 99.9%), Ti powder (Alfa Aesar, 325 mesh, 99%), or TiN (Sigma-Aldrich, < 3 

μm)) with different stoichiometric ratios were typically used as starting materials. 0.5 mL 

total volume of the starting materials was loaded into a mill vial (SPEX CertiPrep, 65 ml, 

hardened steel) with 180 g stainless steel balls (d = 0.125 inch). A high energy ball mill 

(Spex Mixer Mill Model 8000D, Spex CertiPrep, Metuchen, NJ) was used to prepare Si 

alloy samples. The sample preparation conditions described above were optimized in a 

previous work.139 The milling atmospheres used for this thesis were Ar, N2 (g), or air. For 
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milling in Ar, the milling vials with powders and milling balls were flushed with Ar and 

sealed in an Ar-filled glovebox. A glovebox filled with N2 (g) or the setup shown in Figure 

3.1(a) was used for N2 (g) milling. As shown in Figure 3.1(a), the ball mill was modified 

by enclosing the entire mill in a sealed outer chamber equipped with a gas inlet and outlet. 

The gas inlet was connected to a compressed nitrogen cylinder via a gas regulator and 

flowmeter. The gas outlet was connected to an oil bubbler. The mill containers used for N2 

(g) milling were modified as illustrated in Figure 3.1(b). The o-ring seal of the mill 

container was removed and a 0.125 inch hole was drilled in the container clamping ring. 

This arrangement allows N2 (g) to enter the containers freely during milling, but does not 

allow the escape of the powder contents of the mill. The mill containers with powders and 

milling medias were flushed with N2 (g) and Ar before being put in the N2 (g) glovebox 

and the setup shown in Figure 3.1 (a), respectively. After the mill container was place in 

the setup shown in Figure 3.1 (a), the outer chamber was sealed and N2 (g) was purged 

through the chamber in order that the air inside was displaced. For air milling, the mill vials 

used were the same with the ones for N2 (g) milling, and the sample preparation occurred 

in air. The milling time is typically 1-16 h. After milling, about 20 mL of ethanol was added 

into each container and the containers were milled for another 5 min in air. Powder samples 

were then obtained by collecting the ethanol/powder slurries and drying them at 120°C in 

air for 20-30 minutes.  
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  For thermal stability investigations, some ball milled samples were heated in a 

tube furnace under flowing Ar. The temperature of the furnace was increased from room 

temperature at a heating rate of 10 °C/min, to a target temperature of 600 °C or 800 °C. 

The target temperature was then maintained for 3 h. The samples were then naturally cooled 

to room temperature under argon flow. 

 

3.2 X-ray Diffraction  

3.2.1 X-ray Diffraction Theory 

  X-rays are a kind of electromagnetic radiation. Wavelengths of most X-rays are in 

the range of 0.01 ~ 10 nanometers, which correspond to frequencies ranging from 3×1016 

to 3×1019 Hz and energies ranging from 100eV to 1MeV. The wavelengths of X-rays are 

between ultraviolet (UV) rays and gamma rays. In fact, there are no obvious boundaries 

between regions in the electromagnetic spectrum and the so-called boundaries are arbitrary. 

X-ray diffraction (XRD) is an important application of X-rays, which is a non-destructive 

analysis technique. It can be used to analyze crystal structures, chemical compositions and 

other physical properties of solids. 

  In an XRD instrument, X-rays are produced in a vacuum X-ray tube with an anode, 

a cathode, and a Wehnelt cylinder. High voltage is maintained between the cathode and the 

anode (such as Cu, Mo, Ag, and Fe etc.), which can drive electrons toward the anode with 

very high velocity. The Wehmelt cylinder is in front of the cathode, which is used for 
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focusing and control of the electron beam. Collision between the electrons and the anode 

can produce X-rays with different wavelengths, which can form a continuous X-ray 

spectrum. If the voltage between electrodes is high enough, an electron can be accelerated 

to quite a high velocity before it reaches the anode. Such an electron with sufficient energy 

is able to eject an inner shell electron from an atom of the anode, which leads to an exited 

atom with a hole in the inner shell. During the subsequent de-excitation of the atom, the 

hole is filled by an outer shell electron. At the same time, an X-ray photon is produced with 

an energy equal to the difference in electron energy levels, which results in the emission of 

X-rays with a characteristic wavelength.140 Based on the name of the filled inner shell, X-

rays can be classified as M, L and K.   

 

Figure 3.2 Formation processes of Cu K X-rays 
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  When X-rays encounter any substance, they are partly absorbed. The degree of 

adsorption is proportional to the X-ray wavelength.141 Since M and L X-rays have longer 

wavelengths than K X-rays, they are more easily absorbed when passing through materials. 

Therefore, only K X-rays are typically applied to XRD. Cu is one of the most important 

targets to produce X-rays, and several formation processes of K X-rays are shown in Figure 

3.2. The electron transition from M2,3 (3p) to K (1s), L3 (2p3/2) to K (1s) or L2 (2p1/2) to K 

(1s) can produce a Cu Kβ, Cu Kα1 or Cu Kα2 X-rays, respectively.  

  Ideally, monochromatic X-rays should be used for XRD. However, the beam 

produced in X-ray tubes consist of Kα1, Kα2, Kβ, M, L and continuous X-rays. The 

wavelength of Kα1 X-rays is very close to that of Kα2 X-rays. These can be difficult to 

distinguish, so both of them are typically used for XRD. For Kβ X-rays, a filter can be 

employed to reduce their intensities. The filter is made up of a material with an absorption 

edge between the Kβ and Kα wavelength of a target. Such a filter material can absorb a large 

amount of Kβ X-rays and a small amount of Kα X-rays. The atomic number of the filter 

material is usually one or two less than that of the target material.141 However, a 

disadvantage of the filter is that it cannot reduce all continuous X-rays and the transmitted 

radiation is not very monochromatic. Therefore, single crystal monochromators are often 

employed. Single crystal monochromators are able to produce transmitted radiation with a 

narrower wavelength distribution, and are applied in some XRD studies where accuracy is 

crucial. 
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  Incident X-rays should have a wavelength comparable to lattice plane spacings of 

a target sample. As shown in Figure 3.3, two beams of X-rays with an identical wavelength 

can be scattered by two different atoms in the sample. The low beam travels an extra length 

of 2dsinθ compared to the high beam. If 2dsinθ is equal to an odd multiple of half the 

wavelength of the X-rays, destructive interference occurs. If 2dsinθ is equal to an integer 

multiple of the wavelength of the X-rays, constructive interference occurs and Bragg’s Law 

is satisfied: 

  𝑛𝜆 =  2𝑑𝑠𝑖𝑛𝜃                                         (3.1) 

where λ is the wavelength of the incident X-rays, n is a positive integer, d is a lattice plane 

spacing of the sample, and θ is the acute angle between the incident X-rays and the lattice 

planes. In this way, a characteristic peak of the sample typically can be observed in its XRD 

pattern. Since there are many families of parallel planes with different interplanar distances 

in a phase, a series of characteristic peaks can be present in its X-ray pattern. The phase can 

be identified by matching positions of these characteristic peaks with a reference XRD 

pattern. 
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Figure 3.3 Illustration of Bragg’s Law of diffraction 

 

  Grain sizes of the crystalline phase can be estimated by the Scherrer equation, 

which is shown below. 

  𝜏 =
𝐾𝜆

√𝐻2−𝐵2 𝑐𝑜𝑠 𝜃
                                                (3.2)  

Here, K is a dimensionless shape factor (0.94 is used for K in this thesis), λ is the X-ray 

wavelength (0.154 nm in this thesis), H is full width at half maximum (FWHM) of an XRD 

peak in radians, B is instrumental broadening in radians (0.001745 used here), and θ is 

angle between the incident X-rays and the lattice planes in radians. Thus, highly crystalline 

solids have sharp X-ray peaks, while materials with small grain sizes and amorphous solids 

have broad X-ray peaks.  

  Different types of detectors are used to determine the intensity of X-ray radiation. 

Scintillation counters are very sensitive detectors of X-rays. Such detectors comprise a 

combination of a phosphor screen or scintillator and a photomultiplier tube. When the X-
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rays strike the scintillator, it produces visible light. The photomultiplier tube is used to 

convert the visible light into voltage pulses. Another type of detector is a 1D silicon strip 

detector. For this type of detectors, silicon strips are arranged in a 1D array with narrow 

spacing intervals, and can detect diffracted X-rays for different 2θ angles simultaneously.142 

Strip detectors drastically cut down measurement time by increasing active area of capture, 

and it is an ideal means to characterize a large number of samples in a short time or an in-

situ measurement with dynamic conditions. Finally, an XRD pattern of a target sample can 

be obtained, which is plotted as the intensity as a function of 2θ. 

 

3.2.2 Characterization by X-ray Diffraction 

  In this thesis, XRD patterns were collected using a Rigaku Ultima IV 

diffractometer with a Cu Kα X-ray source, a graphite diffracted beam monochromator and 

a scintillation counter detector. A current of 40 mA and an accelerating voltage of 45 kV 

were used to generate X-rays. XRD patterns were recorded in the range of 10° to 80° or 20° 

to 80° 2θ with a step of 0.05° between each measurement. A stainless steel plate (25 mm × 

20 mm × 3 mm) and a specifically designed sample holder (Figure 3.4) were used for XRD 

characterization of air stable samples and air sensitive samples, respectively. The sample 

holder for air sensitive samples has an arc-shaped aluminized Mylar window, which allows 

X-rays to get in and out perpendicularly to the window and does not interfere with the 

detected XRD peak positions. Air sensitive samples were placed and sealed in the special 
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sample holder in an Ar-filled glovebox so that the samples can be protected under Ar during 

XRD measurements. 

 

Figure 3.4 XRD sample holders for air sensitive samples. 

 

3.2.3 X-ray Diffraction Quantitative Phase Determination 

  One approach used for XRD-based quantitative phase analysis involves XRD 

intensity and intensity factors (IF). In a mixture, there is a relationship between the XRD 

intensity and the weight percentage of each phase, which is shown as follows.143  

  𝐼𝛼 =
𝐾𝑒 ∑ 𝐾𝛼𝑖

𝑛
1 𝑋𝛼

𝜌𝛼(
𝜇

𝜌
)

𝑚

                                                (3.3)

 𝐾𝛼𝑖 =
𝑀𝛼𝑖

𝑉𝛼
2 |𝐹𝛼𝑖|2(

1+𝑐𝑜𝑠22𝜃𝛼𝑖

𝑠𝑖𝑛2𝜃𝛼𝑖𝑐𝑜𝑠𝜃𝛼𝑖
)                                    (3.4) 

Where Iα is the integrated intensity of phase α, Ke is a constant for a particular XRD 

instrument, Xα is the weight fraction of phase α, ρα is the density of phase α, and (μ/ρ)m is 

the mass absorption coefficient of the mixture, Kαi is a constant for each diffraction 
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reflection i form the crystal structure of phase α, Mαi is the multiplicity of diffraction 

reflection i of phase α, Vα is the volume of unit cell of phase α, Fαi is the structure factor of 

diffraction reflection i of phase α, and (1+cos22θαi)/(sin2θαicosθαi) is the Lorentz 

polarization correction for the diffractometer, θαi is the acute angle between the incident X-

rays and the lattice planes for diffraction reflection i of phase α. Here, KeƩ
n 

1 Kαi/ρα is a 

characteristic value for phase α measured with particular XRD conditions and is written as 

Uα. 

  The IF of phase α (IFα) is the ratio between Uα and Us (s indicates an internal 

standard material). Therefore, an internal standard material is needed to mix with a pure 

phase α. Since the weight percentages of phase α (Xα) and the internal standard (Xs) are 

known, IFα can be calculated by Equation 3.5. 

  𝐼𝐹𝛼 =
𝑈𝛼

𝑈𝑠
=

𝐼𝛼(
𝜇

𝜌
)

𝑚
𝑋𝛼

⁄

𝐼𝑠(
𝜇

𝜌
)

𝑚
𝑋𝑠

⁄

=
𝐼𝛼𝑋𝑠

𝐼𝑠𝑋𝛼
                                      (3.5) 

Where Iα and Is are the integrated XRD intensity of phase α and the internal standard in 

the mixture, respectively. 

  In some cases, pure phase α cannot be obtained to measure the IFα value directly. 

If a mixture of phase α and another phase β can be obtained, the problem can be still solved 

according to Equation 3.3 and 3.4. The weight percentages of phase α (Xα) and phase β (Xβ) 

in the mixture can be calculated as shown below. 
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𝐼𝛼

𝐼β 
=

𝑋𝛼 ∑ 𝐾𝛼𝑖
𝑛
1   𝜌𝛽 

𝑋𝛽 ∑ 𝐾𝛽𝑖
𝑛
1  𝜌𝛼 

                                      (3.6) 

  𝑋𝛼 + 𝑋𝛽 = 100%                  (3.7) 

Where Iα and Iβ are the integrated XRD intensity of phase α and phase β in the mixture, 

respectively. In this way, the IFα value can be obtained by adding an internal standard to 

the mixture of phase α and phase β, 

  For a target sample with n phases, the IF values of all these phases must be 

obtained using a fixed internal standard (TiN was used in this thesis). In addition, the total 

weight percentage of all n phases in the target sample is 100%. Therefore, the weight 

fraction of each phase j in the sample can be calculated by Equation 3.8. 

  𝑋𝑗 =
𝑋𝑗

𝑋1+𝑋2+⋯+𝑋𝑛
=

𝐼𝑗(
𝜇

𝜌
)

𝑚
𝑈𝑗

⁄

∑
𝐼𝑗(

𝜇

𝜌
)

𝑚
𝑈𝑗

⁄𝑛
1

=

𝐼𝑗
𝑈𝑗

⁄

∑
𝐼𝑗

𝑈𝑗
⁄𝑛

1

=

𝐼𝑗
𝐼𝐹𝑗

⁄

∑
𝐼𝑗

𝐼𝐹𝑗
⁄𝑛

1

                   (3.8) 

The calculation process is called the 100% approach.143,144 

 

3.2.4 X-ray Diffraction Fitting 

  As stated above, the 100% approach can be used for XRD quantitative phase 

analysis. XRD intensity is involved in this calculation method. To obtain XRD intensities 

a least squares fitting method was employed to fit the XRD pattern of a sample so that 

intensity (area) of each phase in the sample can be obtained. In this thesis, the background 

of the XRD patterns of unmilled Si alloys was modeled by a polynomial equation shown 

in Equation 3.9.  
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   yb = B-1x-1 + B0x0 + B1x1+ B2x2+ B3x3                         （3.9） 

Where B-1, B0, B1, B2, B3 are refinable parameters, which are available for all x (or 2θ) 

values. The background used to fit the XRD pattern of a milled Si sample was the one 

derived from its corresponding unmilled sample. A Pseudo-Voigt peak shape function was 

used, as shown in Equation 3.10.  

  𝐼 = 𝛾
𝐶0

𝐻𝜋
[1 + 𝐶0𝑋2] + (1 − 𝛾)

𝐶1
1/2

𝐻𝜋1/2 𝑒𝑥𝑝 [−𝐶1𝑋2]                 (3.10)  

Where I is intensity, γ is a mixing parameter, which can be varied between 0 to 1, C0 and 

C1 are equal to 4 and 4ln2, respectively, H is peak FWHM, and X is equal to (x-xi)/H (xi is 

the peak position). The variation in peak FWHM was described by Equation 3.11.145 

  𝐻 = (𝑈𝑡𝑎𝑛2𝜃 + 𝑉𝑡𝑎𝑛𝜃 + 𝑊)1/2                        (3.11) 

Where U, V and W are refinable parameters, which are available for all peaks of one phase, 

and H can only be positive. In order to reduce variable parameters, all peaks of each phase 

in an XRD pattern were restricted to have the same relative peak positions and areas of the 

known XRD pattern of the pure phase. The total fit is the sum of the background and all 

individual peak fits. During fitting, all refinable parameters were optimized according to 

the least squares method. In this way, the intensity of each observed phase in a target sample 

can be gained. The fitting results of a Si-Mo alloy are illustrated in Figure 3.5 as an example. 
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Figure 3.5 XRD fitting results for a Si-Mo alloy. 

 

3.3 Scanning Electron Microscopy 

  The scanning electron microscope (SEM) is a widely used instrument, which can 

be used to characterize a sample’s microstructure, morphology, and chemical composition. 

For a microscope, the wavelength of the light source determines the ultimate resolution of 

the microscope, and shorter wavelengths typically yield higher resolution. Based on this, 

optical microscopes have a limited resolution of ~ 200 nm. In electron microscopes, high 
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velocity electrons can be produced, which have much shorter de Broglie wavelengths than 

visible light. Therefore, electron microscopes have much better resolution than optical 

microscopes. Image resolution of SEMs are also limited by the electron spot size and the 

electron beam – specimen interaction volume, where the electron spot size depends on the 

electron-optical system that produces the electron beam. Usually, the SEM resolution is 

between 1 and 20 nm.  

 

Figure 3.6 Schematic of several signals produced by the electron beam – specimen 

interaction. Reprinted with permission from Reference 146. Copyright 2007 Springer. 

 

  A SEM typically consists of an electron gun, electromagnetic lenses, apertures, a 

specimen stage, electron beam scanning coils, signal detectors, and signal processing 
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system.146 An electron gun is employed to produce and accelerate electrons, and 

accelerating voltages of between 5-20 kV are typically used.147 A conventional SEM is 

usually equipped with an electron gun utilizing a tungsten or lanthanum hexaboride cathode. 

High temperatures and electric fields at the cathode result in the escape of electrons. Field 

emission guns are used more frequently in modern SEMs. In a field emission gun, a large 

electrostatic gradient field is applied to free electrons form the filament. Compared to 

tungsten and lanthanum hexaboride electron guns, field emission guns can provide 

enhanced current and lower energy dispersion and have longer lifetime. After electrons are 

generated and accelerated, electromagnetic lenses and apertures are used to focus and 

define the electron beam so that a small electron spot can be focused on the specimen. 

Complex interactions occur between the electron beam and the specimen, and various 

signals can be produced as shown in Figure 3.6. The signals mainly consist of Auger 

electrons, secondary electrons (SEs), backscattered electrons (BSEs), characteristic X-rays, 

etc. SEs are generated by inelastic collisions between the primary electron beam and the 

specimen atoms. During inelastic collisions, the primary electron beam transfers substantial 

energy to the specimen atoms, leading to ionization of the specimen atoms and SE 

generation. SEs have low energy of typically 1-10 eV, so they can only escape from a 

region within a few nanometers of the specimen surface. Therefore, SEs are mainly used 

for sample morphology characterization. In addition, BSEs are high energy electrons 

originating in the electron beam, which have been reflected or backscattered due to elastic 
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scattering with from the specimen's constituent atoms. BSEs can escape the specimen 

surface from a deeper and larger region compared to SEs.146 Sample elements with larger 

atomic numbers can contribute to generating more BSEs, leading to higher BSE signal and 

brighter regions in the BSE image. In this way, BSE signal can provide both compositional 

and morphology information. Furthermore, characteristic X-rays can also be generated by 

the electron beam – specimen interaction, and the generation mechanism is the same as the 

one for producing characteristic X-rays for XRD, as described in Section 3.2.1. Chemical 

information can be obtained through analyzing characteristic X-rays. As mentioned above, 

the electron beam is focused into a probe spot on the specimen surface to induce various 

signals. In order to form an image, scanning coils are applied to deflect the electron beam 

so that it can move from place to place over a rectangular area. Different detectors can be 

employed to detect different signals produced by the electron beam-material interaction. 

SE and BSE detectors are used to collect SEs and BSEs, respectively. In addition, a SEM 

is commonly equipped with an energy dispersive spectrometer (EDS), which can be used 

for detecting characteristic X-rays for chemical composition characterization. As shown in 

Figure 3.6, the electron beam – material interaction volume for generating characteristic X-

rays is larger than those for SEs and BSEs. Therefore, EDS typically has lower resolution 

than SE and BSE imaging under the same measurement conditions. 

  In this thesis, sample morphology and electrode cross sections were characterized 

using a Schottky field emission SEM (TESCAN MIRA 3 LMU), which was operated at a 
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5 or 20 kV accelerating voltage. Electrode cross-sections were prepared using a JEOL IB-

19530CP cross section polisher. In addition, an EDS system (Oxford instrument X-max 

80mm2) with a silicon drift detector (SDD) was used for semi-quantitative analysis of 

element content. 

 

3.4 Transmission Electron Microscopy 

  Transmission Electron Microscope (TEM) is another important tool for 

microstructural and compositional characterization of materials. In a TEM, a thermionic 

electron gun with a tungsten or lanthanum hexaboride filament or a field emission gun is 

used to produce electrons, and the electron generation process is similar to that of an SEM. 

The voltage employed to accelerate electrons in a TEM is usually in the range of 100-300 

kV. The high accelerating voltage contributes to high velocity and short wavelength for the 

electrons, leading to a typical high resolution of 0.1-0.2 nm for most field emission TEMs. 

For most conventional TEM imaging modes, a series of electromagnetic lenses and 

apertures are used to focus the high velocity electrons into a parallel beam. The parallel 

electron beam passes through a thin specimen, and the electron beam-specimen interaction 

occurs. The direct beam and the forward scattered diffraction beams are mainly used for 

imaging. The objective lens is located below the specimen to generate the first intermediate 

image and the diffraction pattern, as shown in Figure 3.7. The diffraction and projector 

lenses working together to project either the diffraction pattern (back focal plane of the 
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objective lens) or an image (image plane of the objective lens) on the recording system. In 

imaging mode, the objective aperture locates in the back focal plane of the objective lens. 

When only the direct beam is allowed to pass through the aperture, a bright field (BF) image 

can be obtained. When one diffracted beams are selected to go through the aperture, a dark 

field (DF) image can be formed. Also, when the aperture is large, both the direct beam and 

several diffracted beams are selected for imaging, as illustrated in the left schematic of 

Figure 3.7. In this way, the direct beam and the diffracted beams interfere with each other 

in the imaging plane and a high resolution electron microscopy (HREM) image can be 

obtained. In diffraction mode, the selected area aperture placed in the plane of the first 

intermediate image is used limit the area of the specimen contributing to the formation of 

a selected area electron diffraction (SAED) pattern. The final image or diffraction pattern 

can be viewed on a large fluorescent screen and be acquired by a charge-coupled device 

(CCD) camera.  

  Scanning TEM (STEM) is a technique, which combines TEM and SEM. Most 

modern TEMs can be switched to STEM mode. Conventional TEM uses a parallel electron 

beam as described above, while STEM, like SEM, uses a small convergent electron beam. 

For STEM, scanning coils are applied for deflecting the electron beam to scan across a 

defined specimen area, and a selected detector (like a BF detector) is used to collect the 

corresponding signal spot by spot, forming an image on a screen pixel by pixel. TEM 

instruments are usually equipped with an EDS detector, which is an important tool for 
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chemical composition analysis. In STEM mode, EDS can be employed to form composition 

maps for showing element distribution.  

 

Figure 3.7 Schematic of the beam paths in imaging mode (left) and diffraction mode (right) 

in a TEM. Reprinted with permission from Reference 183.  

 

  In this thesis, a Philips CM30 TEM, which was operated at 250 kV, was used to 

form BF images, SAED patterns, and HREM images. For TEM specimen preparation, each 

sample powder was dispersed in methanol by sonicating for 10 min, and a drop of the 
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mixture was placed onto a lacey carbon coated TEM grid. Element contents in single 

particles were determined by an EDS system coupled with the TEM instrument having a 

silicon-lithium detector (Genesis system, EDAX Inc.). Elemental X-ray mappings were 

performed in STEM mode, which was also used at 250 kV. 

 

3.5 Energy Dispersive X-ray Spectroscopy 

  As mentioned above, EDS is an analytical technique used for elemental analysis 

and chemical characterization of a sample. Modern SEM and TEM instruments are 

typically equipped with EDS. EDS relies on an interaction between an X-ray excitation 

source and a specimen. In an SEM or TEM instrument, the X-ray excitation source is the 

electron beam employed for imaging. The incident electron beam with high energy may 

excite an electron in an inner shell of a target sample, leading to an electron hole where the 

electron was. Then, an electron in an outer shell fills this hole, and a characteristic X-ray is 

released simultaneously. The characteristic X-ray generation process is the same as the 

process used to produce X-rays for XRD (Section 3.2.1). EDS can be employed for 

measuring intensity and energy of the X-rays emitted from a target sample. The elements 

present in the sample can be determined by comparing the detected X-ray energies with 

references in a database. The element contents in the sample can be measured based on the 

intensities of the characteristic X-rays. In this thesis, EDS is used for semi-quantitatively 

analyzing element contents and determining element distribution through X-ray mappings. 
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Some characterization details about EDS used in this thesis can be found in Sections 3.3 

and 3.4.   

  

3.6 LECO Analysis 

  LECO analysis can be applied to determine carbon, hydrogen, nitrogen, oxygen 

and sulfur contents for a variety of metallic samples and other inorganic materials. Nitrogen 

and oxygen content measurements are of interest in this thesis, hence the LECO test 

processes for determining these two element contents will be descried briefly below. A pre-

weighted sample is put into a graphite crucible, which is heated in a furnace for fusing the 

sample. During the fusion, oxygen present in the sample reacts with the graphite crucible 

to produce CO and/or CO2. Also, nitrogen present in the sample can be released as N2 gas. 

Helium is typically used as a carrier gas in a LECO test system. The formed CO and CO2 

are detected by CO and CO2 infrared detectors, respectively. Then, the gas passes through 

a heated reagent (like CuO), where CO is oxidized to form CO2. Oxygen in the form of 

CO2 is detected again through another CO2 infrared detector with high sensitivity, which is 

typically for measuring low levels of oxygen. CO2 is then removed by a scrubber coupled 

to the high sensitivity CO2 detector. Following this, nitrogen in the form of N2 gas is 

detected by a thermal conductivity detector. In this thesis, nitrogen and oxygen contents of 

samples were determined through LECO tests by NSL Analytical Services, Inc. According 

to NSL, for element contents in the range of 10.0 wt.% - 25.0 wt.%, the uncertainty in 
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reported values is ~2%. For element contents between 3.0 wt.% and 10.0 wt.%, the 

uncertainty in reported values is ~5%. Any O or N results above ~3 wt.% are automatically 

run in duplicate with the average composition between the two measurements reported. 

 

3.7 Gas Pycnometer   

 

Figure 3.8 Schematic of a gas pycnometer. Reprinted with permission from Reference 149. 

Copyright 2010 Elsevier. 

 

  A gas pycnometer is a device used to measure the density of a sample – or more 

accurately, the volume of the sample. It employs the gas displacement method, which is 

non-destructive to measured samples. A schematic of the gas pycnometer is shown in 

Figure 3.8. It typically consists of a specimen chamber with volume V1 and an expansion 

chamber with volume V2, a valve between the two chambers and a pressure measuring 
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device (such as a transducer). The gas pycnometer can be applied to a wide variety of solids 

and slurries. Solids can be directly placed in the specimen chamber. However, an empty 

disposable cup with known volume is needed for a slurry, which avoids contaminating the 

specimen chamber. During measurement, the specimen chamber is covered and only a 

small hole allows an appropriate inert gas (such as helium or nitrogen) to enter. Helium or 

nitrogen molecules rapidly fill the pores in the measured sample. The pressure (P1) in the 

specimen chamber is recorded after equilibrium. Then the gas admission valve (not shown 

in Figure 3.8) is closed and the valve connected to two chambers is opened. The inert gas 

in the specimen chamber is discharged into the empty expansion chamber. After 

equilibrium, the pressure (P2) in these two chambers is recorded. According to Boyle’s Law, 

the volume of sample can be obtained as: 

  Vs = V1 +
V2

1−
P1
P2

                   (3.12) 

The density of the sample can be calculated by dividing its weight by the determined 

volume. In this research, a helium pycnometer (AccuPyc II 1340, Micrometritics) was 

employed to measure sample densities.  

 

3.8 Electrochemical Characterization 

  Commercial Li cells are typically charged at a constant current to a certain voltage, 

then the current deceases with the constant voltage until a fixed current is reached. This is 

called constant current/constant voltage (CCCV) charging. In this thesis, half cells were 
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made for electrochemical characterization of negative electrode materials. In these half 

cells, the tested materials and lithium metal are used as positive electrodes and negative 

electrodes, respectively. This means that CCCV charging in commercial Li cells 

corresponds to CCCV discharging in half cells with tested negative electrode materials.  

  Through cycling half cells, potential-capacity curves and capacity-cycle number 

curves can be obtained. Differential capacity curves (dQ/dV vs. V) can be derived from the 

corresponding potential-capacity curves. A sharp peak in a dQ/dV curve corresponds to a 

plateau in the potential-capacity curve, which indicates a two-phase region during cycling. 

  Electrode materials for Li-ion cells can be evaluated in terms of important 

electrochemical properties, such as specific and volumetric capacities, irreversible capacity 

(IRC), coulombic efficiency (CE), average voltage, etc. These important electrochemical 

properties of electrode materials can be obtained based on their potential-capacity curves 

and capacity-cycle number curves. In a half cell, specific or volumetric capacity of a target 

material can be calculated by dividing the total charge after lithiation/delithiation by the 

mass or the maximum volume during cycling of the electrode material. The IRC is defined 

as the capacity loss between the first discharge and charge processes. For a negative 

electrode material, CE is defined as: 

   η =
𝑄1

𝑄2
                                             (3.13) 

where Q1 is the amount of charge during delithiation of the negative electrode material, and 

Q2 is the amount of charge during lithiation of the negative electrode materials. Average 
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voltage can be used to estimate the effect of negative materials on full cell energy density. 

Potential polarization can be evaluated by the difference between average charging and 

discharging voltages. Small potential polarization is desired, since polarization arises from 

irreversible reactions and energy losses. 

 

3.8.1 Electrode Preparation 

  In this thesis, electrode slurries were made from a mixture of Si alloy, carbon black 

(Super C, Timcal), a 10 wt% aqueous solution of lithium polyacrylate (LiPAA, made by 

neutralizing a polyacrylic acid solution (Sigma-Aldrich, average molecular weight 

~250,000 g/mole, 35 wt% in H2O) with LiOH·H2O (Sigma Aldrich, 98%) in distilled water), 

a wetting agent (isopropanol, 99.5%), and distilled water, with a Si alloy/carbon 

black/LiPAA volume ratio of 70/5/25. The electrode slurry was mixed in a planetary ball 

mill (Retsch PM200) with 3 tungsten carbide balls (7/16 inch (about 11.1 mm) in diameter) 

at 100 rpm for 1 h. The homogeneous slurry was spread on copper foil (Furukawa Electric, 

Japan) with a steel coating bar (0.004-inch gap) and dried in air at 120 °C for 1 h. Disk 

electrodes with a diameter of 13 mm were cut using a circular electrode punch, and were 

further dried under vacuum at 120 °C for 2 h before cell assembly. Typical electrode 

loadings were about 2~3 mAh/cm2. 
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3.8.2 Coin Cell Fabrication  

  2325-type coin cells were used in this thesis. The coin cells were assembled and 

sealed in an Ar-filled glove box. Figure 3.9 illustrates the structure and components of the 

2325-type coin cell. A working electrode was assembled with a Li metal (99.9%, Sigma-

Aldrich) counter electrode. Two Celgard 2300 separators were sandwiched between the 

working and counter electrodes, which were used to prevent short circuits. Two copper 

spacers were used to provide stack pressure and ensure electrical contact. The cells were 

filled with electrolyte consisting of 1 M LiPF6 (BASF, 98%) dissolved in a solution of 

ethylene carbonate (EC): diethyl carbonate (DEC): monofluoroethylene carbonate (FEC) 

(3:6:1 v/v/v, all from BASF). 

 

Figure 3.9 Schematic of a 2325-type coin cell. 

 

3.8.3 Coin Cell Cycling 

  Coin cells were cycled at 30 ± 0.1 °C or 45 ± 0.2 °C between 0.005 V and 0.9 V 

using a battery testing system (Neware). 30 °C and 45 °C are two commonly used 
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temperatures for investigating cell performance. C-rate is a measure of the rate at which a 

cell is being charged or discharged. If a cell is charged or discharged at a 1C rate, the 

process can be completed after 1 h. To determine C-rate in this thesis, trial cells were cycled 

at a C/10 or C/20 rate based on the alloy theoretical capacity (assuming that all the Si in the 

alloy was active with a capacity of 3578 mAh/g). From these trial cells, the actual material 

capacity was determined. The C-rates of cells used for cycling experiments were calculated 

from this measured capacity. In cycling experiments, cells were discharged at a C/10 or 

C/20 rate until the cutoff voltage (5 mV) had been reached. Then, a signature method was 

used to simulate the potential hold at the end of a CCCV charge cycle in a full cell.150 

Details about the signature method will be described in Sections 4.2 and 5.2. Next, the cells 

were charged at the C/10 or C/20 rate to 0.9 V. All C-rates were doubled in the following 

cycles. 
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Chapter 4 Synthesis, Lithium Insertion and Thermal Stability of Si–Mo 

Alloys* 

4.1 Introduction 

  Si is a promising negative electrode material for lithium ion batteries owing to its 

high specific and volumetric capacities (3579 mAh/g and 2194 Ah/L) and proper average 

potential (~ 0.4 V vs. Li/Li+).13 As mentioned in Section 2.3.5.2, there are still some 

challenges for Si-based negative electrode materials, such as huge volume changes of Si, 

unstable solid electrolyte interface (SEI), and crstalline-Li15Si4 (cr-Li15Si4) formation 

during cycling.16,63,151 Preparing Si/inactive alloys is regarded as an efficient way to reduce 

the total volume expansion after lithiation and suppress cr-Li15Si4 formation.71,126,127 In 

addition, Si-based negative electrode materials can be improved by carbon coating as 

described in Section 2.3.5.3. Chemical vapor deposition (CVD) is an important method to 

apply carbon coatings to Si-based negative electrode materials.152 However, CVD coating 

is a high temperature process, requiring samples to be heated to at least 800 °C for a pure 

carbon phase to be deposited. This is problematic for nanostructured Si-based negative 

________________________________________________________________________ 

* This chapter was adapted with permission from S. Cao, S. Gracious, J. C. Bennett, and M. N. Obrovac. 

Synthesis, Lithium Insertion and Thermal Stability of Si–Mo Alloys. Journal of The Electrochemical Society. 

Publication date: 5 October 2020. Copyright 2020, IOP Publishing. S. Cao’s contribution includes performing 

the main experiment and analysis work and writing the manuscript. S. Gracious performed some sample 

preparation. J. C. Bennett preformed measurements and analysis of TEM and STEM. M. N. Obrovac provided 

guidance and participated in experimental design and the interpretation of all the data.  
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electrode materials, since amorphous Si (a-Si) crystallizes at temperatures of 600 °C, 

resulting in the growth of large crystalline Si (cr-Si) grains. This is detrimental for Si-based 

negative electrode materials, since it is desirable that active Si be an amorphous phase or a 

crystalline phase with small grain sizes (e.g. < 150 nm), otherwise fracture of the active Si 

phase can occur during cycling, resulting in capacity fade.93,96 Therefore, Si-based negative 

electrode materials with high thermal stability against grain growth are highly desirable. 

  In this study, the synthesis, electrochemistry, and thermal stability of Si-Mo alloys 

were investigated. To the author's knowledge, lithium insertion in these alloys has not been 

investigated previously. Their propensity to form nanostructured alloys during ball milling 

was evaluated, as it is commercially important that precursors used for ball milling 

processes be amenable towards rapid alloy formation. The thermal stability of the resulting 

nanostructured Si-Mo alloys was also investigated. It was hoped that the high melting point 

of the MoSi2 inactive phase (2020 °C) would impart thermal stability onto nanostructured 

Si-Mo alloys, so that these alloys could be compatible with high-temperature post-

processing methods (e.g. CVD processing). Finally, an electrochemical investigation of Si-

Mo alloys as-milled and after heat treatment was done to study their potential as negative 

electrode materials. 
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4.2 Experimental 

  SixMo100-x (90 ≥ x ≥ 70, Δx = 10) samples were prepared by ball milling Si powder 

(Sigma-Aldrich, 325 mesh, 99%) and Mo powder (Alfa Aesar, 250 mesh, 99.9%) in Ar for 

1-16 h. The details of the preparation processes can be found in Section 3.1. In addition, Si, 

Mo, and α-MoSi2 (Sigma-Aldrich, 7.5 µm, 99.8%) powders were ball milled under the 

same conditions for 2 h, respectively. Here TiN (Alfa Aesar, 200 mesh, 99.5%) was used 

as an internal standard to mix with the as-milled Si, Mo, and α-MoSi2 (consists of α-MoSi2 

and β-MoSi2), respectively. The intensity factors (IFs) of Si, Mo, α-MoSi2, and β-MoSi2 

were calculated as described in Section 3.2.3. These phases were ball milled, so that they 

had similar structures and properties as the phases in the Si-Mo samples. The IF value of 

each phase was obtained through a series of standard mixtures with different TiN weight 

ratios. In some instances, caking of the sample on the inner wall of the mill container 

occurred. When this occurred, the caked portion of the sample was collected by milling 

with ethanol and several 1/4 inch (6.35mm) stainless steel balls. In addition, selected ball 

milled SixMo100-x (1, 4 and 16 h) samples were heated at 600 °C or 800 °C for 3 h, and the 

heat treatment processes were the same as described in Section 3.1. 
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Table 4.1 Cell cycling procedure (CC_DChg: constant current discharge, CC_Chg: 

constant current charge).  

Step ID Step name Time (hh:m:ss:ms) Voltage (V) Current (mA) 

1 Rest 00:00:05:000 - - 

2 CC_DChg - 0.005 C/20 

3 Rest 00:10:00:000 - - 

4 CC_DChg - 0.005 C/30 

5 Rest 00:10:00:000 - - 

6 CC_DChg - 0.005 C/40 

7 CC_Chg - 0.9000 C/20 

8 Rest 00:15:00:000 - - 

9 CC_DChg - 0.005 C/10 

10 Rest 00:10:00:000 - - 

11 CC_DChg - 0.005 C/15 

12 Rest 00:10:00:000 - - 

13 CC_DChg - 0.005 C/20 

14 CC_Chg - 0.9000 C/10 

15 Cycle Begin ID: 8 Times: 49  

 

  Selected Si-Mo samples were characterized with a Schottky field emission 

scanning electron microscope (SEM, TESCAN MIRA 3 LMU) using a 20.0 kV 

accelerating voltage. Si-Mo sample densities were measured with a Micromeritics AccuPyc 

II 1340 gas pycnometer. Bright field (BF) images, selected area electron diffraction 

(SAED) patterns, and high-resolution electron microscopy (HREM) images were collected 
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using a Philips CM30 transmission electron microscopy (TEM) with an operating voltage 

of 250 kV. Element (Si and Mo) distributions in single particles of Si-Mo samples were 

investigated by elemental mapping. The data was collected in scanning TEM (STEM) 

mode. A nominal analytical beam diameter of 1 nm was used at 200 kV, where the dwell 

time was 100 μs. X-ray diffraction (XRD) patterns of Si-Mo alloys were collected using a 

Rigaku Ultima IV diffractometer in the 2θ range of 10° ~ 80°.  

  Electrode preparation and cell assembly for Si-Mo samples were as described in 

Sections 3.8.1 and 3.8.2. Half cells were cycled between 0.005 – 0.9 V at 30.0 ± 0.1 °C 

using a battery testing system (Neware). The cell cycling procedure is listed in Table 4.1. 

During the first cycle, cells were discharged (alloy lithiation) at a constant C/20 rate (the 

method to determine C-rates can be found in Section 3.8.3) to 0.005 V. After that, the cells 

were also discharged at C/30 and C/40 rates with a 10 min open-circuit period between 

current steps once the cutoff potential (0.005 V) had been reached, in order to simulate 

constant current constant voltage (CCCV) discharging. In the following cycles, all the steps 

were the same, excepting the currents used were two times larger than those in the first 

cycle. 

 

 

 

 



 

 

 

64 

4.3 Results and Discussion  

 

Figure 4.1 BSE images: (a) Si90Mo10 1 h; (b) Si90Mo10 16 h; (c) Si70Mo30 1 h; (d) Si70Mo30 

16 h. 

 

  Backscattered electron (BSE) images of several Si-Mo samples (Si90Mo10 1 h, 

Si90Mo10 16 h, Si70Mo30 1 h, and Si70Mo30 16 h) are shown in Figure 4.1. Bright spots in 

the samples milled for 1 h indicate the presence of unmilled Mo particles. The samples 

become more homogeneous as milling time is increased. No Mo particles are present after 

16 h milling. XRD patterns of SixMo100-x alloys (90 ≥ x ≥ 70, Δx = 10, milling time: 1- 16 

h) are shown in Figure 4.2. These Si-Mo alloys are composed of cr-Si, a-Si, Mo, and 

nanocrystalline α and β-MoSi2 phases. The large width of the a-Si peaks makes them 
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difficult to discern in some XRD patterns. Mo and cr-Si peaks are significant at low milling 

times, but their peaks decrease in intensity as Mo and Si react during milling to form MoSi2. 

According to the Si-Mo equilibrium phase diagram,153 α-MoSi2 is the low temperature form 

of this phase, with an α-MoSi2/Si 2-phase region present below 1400 °C. Above 1900 °C 

the α-MoSi2 phase converts to β-MoSi2. It is interesting that the high-temperature β-MoSi2 

phase was the main silicide produced during milling. Only a small amount of α-MoSi2 

formed. This illustrates that ball milling is a non-equilibrium process that often produces 

metastable phases.  

Figure 4.2 XRD patterns of SixMo100-x alloys made with different compositions and 

milling times. 
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Figure 4.3 Phase composition analysis of Si-Mo alloys made with different milling times: 

(a) Si90Mo10; (b) Si80Mo20; (c) Si70Mo30. All molar percentages are calculated on a per atom 

basis. To determine error bars, the integrated intensity of each phase in the fit was changed 

until there was a ±10% change in the goodness of fit. 

 

a) b)

c)
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Figure 4.4 (a) XRD patterns and (b) composition analysis of loose powder and cake for 

Si70Mo30 1 h and 16 h samples. To determine error bars, the integrated intensity each phase 

in the fit was changed until there was a ±10% change in the goodness of fit.   

 

  The evolution of the phase compositions of the Si-Mo alloys during ball milling 

was determined quantitatively from XRD measurements, as described in Sections 3.2.3 and 

3.2.4, and the results are shown in Figure 4.3. For all the samples, cr-Si converts to a-Si 

a)

b)
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within 1 h of milling. Concurrently, Si reacts with Mo to form α-MoSi2 or β-MoSi2. This 

reaction is slower and takes about 4 h to reach completion. However, nearly all of the Mo 

was consumed after only about 2 h, which conflicts with the completed reaction time (4 h), 

as indicated by when the reaction reaches steady-state. The rapid disappearance of Mo in 

the XRD patterns is likely due to it adhering to the wall of the milling vial, as is discussed 

below. Alloys with more Mo content produced a higher fraction of α-MoSi2 during milling. 

Some of the α-MoSi2 converted into β-MoSi2 with longer milling time. Based on the 

Scherrer equation shown in Section 3.2.1, the grain size of the β-MoSi2 phase was estimated 

to be about 3 nm in size for all samples as it was initially formed and increased to 4 nm 

with longer milling time. It is possible that as more β-MoSi2 is formed, there is a greater 

chance of aggregation of this phase and therefore a greater chance of producing larger 

grains. 

 

 

Figure 4.5 TEM images of Si80Mo20 8 h: (a) BF image, (b) SAED pattern, and (c) HREM 

image. 

 

200 nm 10 nm

a) b) c)
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Figure 4.6 STEM images, Si maps, Mo maps, and Si-Mo substitution overlays, 

respectively, of Si80Mo20 alloy made with 1 h milling time (a-d) and 8 h milling time (e-h). 

(red = Si, green = Mo). 

 

  All TEM results for Si-Mo alloys with complete reactions are generally the same. 

TEM images of the Si80Mo20 8 h alloy are shown in Figure 4.5, including a BF image 

(Figure 4.5(a)), a SAED pattern (Figure 4.5(b)), and a HREM image (Figure 4.5(c)). All 

the diffraction rings observed in Figure 4.5(b) correspond to the lattice spacings of β-MoSi2. 

The rings are fairly continuous and intense, indicating a significant amount of 

nanocrystalline β-MoSi2 is present in this alloy, consistent with the most intense phase 

observed in XRD patterns. The diffuse rings in the SAED pattern are typical of a-Si. Based 

on TEM images, the Si-Mo alloys consist of β-MoSi2 with small particle/grain sizes (1~14 

nm for the size range and 4 nm for the average size based on 50 random particles/grains) 

that are homogeneously embedded in an a-Si matrix. 
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Figure 4.7 Potential profiles of SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) alloy electrodes 

vs. Li. 

 

  Si and Mo distributions in single particles of the Si80Mo20 1 h and 8 h samples were 

investigated by X-ray compositional mapping. STEM images, Si maps, Mo maps, and Si-

Mo substitution overlays are exhibited in Figure 4.6(a and e), (b and f), (c and g), and (d 

and h), for the 1 h and 8 h milled samples, respectively. The substitution overlays are 

employed to show a combination of Si and Mo elements, where only the element with the 

higher intensity at each pixel is displayed. The results indicate that the Si80Mo20 8 h alloy 
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has a more homogeneous Si-Mo distribution than the Si80Mo20 1 h alloy. This phenomenon 

is typical of all the Si-Mo samples with different Si-Mo stoichiometric ratios studied here. 

  The first four cycles of the SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) half-cell 

potential profiles are shown in Figure 4.7. Generally, the potential profiles of Si90Mo10 (1-

16 h), Si80Mo20 (1-16 h), and Si70Mo30 (1 h) samples have characteristics typical of a-Si, 

namely two sloping plateaus during the lithiation processes.155 A plateau at about 0.45 V 

can also be observed in the delithiation potential profiles of Si90Mo10 (1-8 h), which is from 

cr-Li15Si4 delithiation and indicates cr-Li15Si4 formation during lithiation.84 The reversible 

specific capacities and irreversible specific capacities and initial columbic efficiencies 

(ICEs) of the SixMo100-x samples are shown in Figure 4.8. Also shown are the percent 

volume expansions of these alloys, based on the reversible capacities and calculated 

according to Reference 71. As expected, increasing the Mo content results in lower capacity 

because of the formation of the β-MoSi2 and α-MoSi2 phases, which were found to be 

inactive as described below. Reversible and irreversible capacities generally decrease with 

milling time from 1 h to 4 h and then stabilize after 4 h. This suggests that the reaction 

between Si and Mo to produce inactive silicides is complete after 4 h milling, which is in 

accordance with the results of the phase composition analysis of Si-Mo alloys during 

milling. In addition, Figure 4.8 indicates that the ICEs of the Si90Mo10 and Si80Mo20 alloys 

are in the range of 68.7% – 84.9% and that total volume expansion of the Si-Mo samples 

is reduced as the inactive phases increase. 
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Figure 4.8 (a) Reversible capacities, percent volume expansions, (b) irreversible capacities, 

and ICEs, and of SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) vs. Li (for each sample, the error 

bars were calculated based on 3 duplicate cells). 

  To confirm if nanocrystalline β-MoSi2 and α-MoSi2 were inactive, a sample 

comprising nanocrystalline α-MoSi2 and β-MoSi2 was made by milling crystalline α-MoSi2 

for 2 h. This sample had no electrochemical activity (Figure 4.9(a)) and no change in its 

XRD pattern was detected after discharging to 5 mV (Figure 4.9(b)). Therefore, both 

nanocrystalline α-MoSi2 and β-MoSi2 were found to be electrochemically inactive with 

lithium during cycling at room temperature. 

(a)

(b)
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Figure 4.9 (a) Potential profile of a sample comprising nanocrystalline α-MoSi2 and β-

MoSi2. (b) XRD patterns of the sample, the electrode coating of the sample before, and 

after fully lithiation. 

 

  Figure 4.10 shows the 1st, 2nd, 10th and 30th cycle differential capacity (dQ/dV) 

curves of the SixMo100-x electrodes. Sharp peaks observed during the first lithiation indicate 

a nucleation and growth process during the initial lithiation step.127 In general, two broad 

peaks are present in the subsequent lithiation processes, which is typical of a-Si. Sharp 

peaks at about 0.45 V during delithiation can be clearly observed for Si90Mo10 (1-16 h) and 

Si80Mo20 (1 h), which corresponds to the delithiation of cr-Li15Si4, indicating its formation 

at full lithiation.84 Broad peaks at about 0.4 V during delithiation also exist in the dQ/dV 

curves of the Si90Mo10 (1-16 h) alloys. This behavior was also observed in Si-Fe-Mn alloys 

and it was speculated that the two peaks arise from the different environments of Li15Si4 at 

the Li15Si4/metal silicide contact region compared to Li15Si4 within the bulk of the Li15Si4 

grains.156 

a) b)



 

 

 

74 

 

Figure 4.10 Differential capacity curves of SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) alloy 

electrodes vs. Li. 

   The amount of cr-Li15Si4 formed during cycling was quantified as the ratio 

between the delithiation capacity in the 0.36-0.48 V range and the total delithiation capacity, 

as described in Reference 156. This ratio is about 0.2 for no cr-Li15Si4 formation and about 

1 if all the Si forms cr-Li15Si4 after full lithiation. Therefore, the percent active Si in the 

alloy that forms the cr-Li15Si4 phase during cycling (f) is:  

  𝑓 =
(

𝑄0.36−0.48 𝑉
𝑄𝑡𝑜𝑡

 − 0.2)

1−0.2
× 100%             (4.1) 
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Where Q0.36−0.48 V is the delithiation capacity in the 0.36-0.48 V range and Qtot is the total 

delithiation capacity. Figure 4.11 shows the amount of active Si that forms cr-Li15Si4 during 

cycling vs. cycle number for all the Si90Mo10 (1-16 h) and Si80Mo20 (1-16 h) half cells 

shown in Figure 4.10. Data for the Si70Mo30 samples are not shown because they are 

essentially inactive. It can be seen in Figure 4.11 that the Si-Mo alloys with longer milling 

time and more Mo content show better cr-Li15Si4 suppression. This is shown more clearly 

in Figure 4.12, which shows the maximum value of f plotted as a function of milling time. 

The enhanced cr-Li15Si4 suppression arises presumably because long milling time and high 

Mo content contribute to fine grain structure (homogenous Si-Mo distribution) as illustrated 

in Figure 4.6. This is consistent with earlier studies, as increasing milling time reduces Si 

grain size and increases the Si/inactive phase contact area, while increasing the inactive 

phase has been shown to suppress the formation of cr-Li15Si4 by shifting the potential 

profile to lower potentials.126,127 Indeed, this was found to be the case here, as the average 

lithiation potentials of the alloys were found to generally decrease with increasing milling 

time (Figure 4.13). 
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Figure 4.11 Plots of the percent active Si that forms cr-Li15Si4 at full lithiation (f) vs. cycle 

number and volumetric capacity vs. cycle number of Si90Mo10 and Si80Mo20 alloy electrodes. 

 

  Figure 4.11 also shows the cycling performance of Si90Mo10 and Si80Mo20 alloys 

in terms of volumetric capacity. In addition, the specific capacity of Si90Mo10, Si80Mo20, 

and Si70Mo30 alloys and the volumetric capacity of Si70Mo30 alloys are shown in Figure 

4.14. As milling time increases more Si is consumed to form the inactive MoSi2 phases, 

reducing capacity, as mentioned above. The relation between milling time and first cycle 
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capacity is shown in Figure 4.15, which also confirms that a steady-state has been reached 

after 4 h milling. After this reaction is completed (i.e. for samples milled 4 h or more) the 

capacity remains constant. For these samples both specific and volumetric capacities 

decrease with increasing Mo. However, the volumetric capacity decreases much less 

dramatically, since the addition of Mo also increases density.  

 

 

Figure 4.12 Maximum value of f observed during cycling plotted as a function of milling 

time for Si90Mo10 and Si80Mo20 alloys (for each sample, the error bar was calculated based 

on 3 duplicate cells). 
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Figure 4.13 Average 2nd lithiation potentials vs. Li of Si90Mo10 and Si80Mo20 electrodes as 

a function of ball milling time (for each sample, the error bar was calculated based on 3 

duplicate cells). 

 

  As shown in Figures 4.11 and 4.14, all samples milled 4 h or longer show good 

cycling stability during the 50 cycles tested, excepting the Si90Mo10 samples, which are the 

samples that also exhibited cr-Li15Si4 formation during cycling. Relationships between cr-

Li15Si4 formation, reversible capacity (1st delithiation capacity) and capacity fade are 

illustrated in Figure 4.16(a-d). As shown in Figure 4.16(a), the capacity fade of the high 

capacity Si90Mo10 alloys is highly correlated to cr-Li15Si4 formation during cycling. This 

indicates that these high volume expansion alloys are susceptible to internal fracture when 

cr-Li15Si4 formation is not suppressed during cycling. In contrast, the lower 

capacity/volume expansion Si80Mo20 alloys have much smaller f values and show no such 
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correlation (Figure 4.16(b)). The high capacity Si90Mo10 alloys all show higher levels of 

fade (Figure 4.16(c)) than the Si80Mo20 alloys (Figure 4.16(d)). This higher level of fade is 

likely related to mechanical disconnection from the electrode during cycling the high 

capacity alloys. As the capacity becomes lower in the Si80Mo20 alloys with greater milling 

time, the fade correspondingly becomes smaller.  

 

 

Figure 4.14 Specific capacity vs. cycle number of (a) Si90Mo10, (b) Si80Mo20, and (c) 

Si70Mo30 and (d) volumetric capacity vs. cycle number of Si70Mo30. 

 

(d)(c)

(a) (b)
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Figure 4.15 Comparison between the theoretical capacities, 1st lithiation capacities, and 

1st delithiation capacities of SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) alloys (for each 

sample, the error bars were calculated based on 3 duplicate cells). 

 

  Figure 4.15 shows the first lithiation capacities, the first delithiation capacities and 

the theoretical capacities based on quantitative XRD analysis, assuming that only the Si 

phase is active, of the SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) samples. For the Si90Mo10 

1-16 h, Si80Mo20 1-2 h, and Si70Mo30 1 h samples, the theoretical capacities have values 

between the 1st lithiation and 1st delithiation capacities, as expected. For the Si80Mo20 4-

16 h and Si70Mo30 2-8 h samples, the measured capacities are less than predicted 

theoretically, indicating incomplete lithiation of the active Si phase. This may be due to the 

}

}
}

x = 90

x = 80

x = 70

theoretical 1st lithiation

1st delithiation
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encapsulation of some active Si by the larger amount of inactive phase, as shown in Figure 

4.6.  

 

Figure 4.16 Capacity fade during 10-50 cycles vs. maximum value of f for (a) Si90Mo10 and 

(b) Si80Mo20, and capacity fade during 10-50 cycles vs. reversible capacity (1st charge 

capacity) for (c) Si90Mo10 and (d) Si80Mo20 (for each sample, the error bars were calculated 

based on 3 duplicate cells). 

 

(a) (b)

(c) (d)
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Figure 4.17 XRD patterns of Si90Mo10 alloys with different milling times and heat treatment 

temperatures.  

 

Figure 4.18 XRD patterns of Si80Mo20 alloys with different milling times and heat treatment 

temperatures. 
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Figure 4.19 XRD patterns of Si70Mo30 alloys with different milling times and heat treatment 

temperatures.  

 

  Selected Si-Mo alloys were heated at 600 and 800 °C to study their thermal 

stability. XRD patterns of selected Si90Mo10, Si80Mo20, and Si70Mo30 alloys before and after 

heating are shown in Figures 4.17, 4.18 and 4.19, respectively. In general, alloy 

crystallization, indicated by sharpening XRD peaks, was slight at 600 °C, but became 

readily evident at 800 °C. The phase evolution during heating is shown in Figure 4.20. 

During heating the Si-Mo 1 h samples, the Mo content decreased, which is indicative of its 

reaction with Si to produce MoSi2. This shows that after 1 h ball milling, the reaction is not 

complete. In contrast, the phase behavior of the 4 h and 16 h samples are similar, confirming 

that the ball milling reaction between Si and Mo is complete after only 4 h. After heating 
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at 800 °C, the crystallization of a-Si occurred in all Si-Mo alloys. In addition, the β-MoSi2 

phase converts to the α-MoSi2 during heating at 600 and 800 °C, which is consistent with 

the Si-Mo equilibrium phase diagram where α-MoSi2 is the stable phase of MoSi2 below 

1900 °C.  

 

Figure 4.20 Composition analysis of selected Si-Mo alloys before and after heat treatment: 

(a) Si90Mo10; (b) Si80Mo20; (c) Si70Mo30. All molar percentages are calculated on a per atom 

basis. To determine error bars, the integrated intensity each phase in the fit was changed 

until there was a ±10% change in the goodness of fit. 

a)

b)

c)
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Figure 4.21 Grain sizes of cr-Si and β-MoSi2 before and after heat treatment: (a) Si90Mo10 

and (b) Si80Mo20.  

 

 

Figure 4.22 Potential profiles of selected Si90Mo10 alloy electrodes with different heat 

treatment temperatures. 

a)

b)
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Figure 4.23 Potential profiles of selected Si80Mo20 alloy electrodes with different heat 

treatment temperatures. 

 

Figure 4.24 Potential profiles of selected Si70Mo30 alloy electrodes with different heat 

treatment temperatures. 
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  The grain sizes of the cr-Si and β-MoSi2 phases in all the Si-Mo samples were 

calculated based on the Scherrer equation shown in Section 3.2.1 and are plotted in Figure 

4.21 as a function of heating temperature. The grain size of the β-MoSi2 phase grows with 

heating temperature for all alloys regardless of composition and milling time. For the 

Si90Mo10 or Si80Mo20 samples shown in Figure 4.21, the cr-Si phase that appears at 800°C 

has lower grain size when the sample is milled longer. This may result from better 

dispersion of the Si phase in the alloy (shown in Figure 4.1 and Figure 4.6). However, 

Figures 4.17-4.21 clearly show that MoSi2 fails to suppress Si crystallization at 

temperatures greater than 600°C and even more readily crystalizes itself, despite its high 

melting point. 

  Figures 4.22-4.24 show the potential profiles (for the first four cycles) of the Si-

Mo alloys before and after heat treatment at different temperatures. The consequences of 

their crystallization during heating are readily apparent. Compared to the unheated Si-Mo 

alloys, a more pronounced delithiation potential plateau at about 0.45 V is present for the 

heated sample, indicating a greater degree of cr-Li15Si4 formation. This is likely because of 

the growth of Si and MoSi2 grains during heating, resulting in Si disconnection from the 

inactive phase and, subsequently, a lack of the suppression of cr-Li15Si4 formation.157 This 

can be seen more clearly in Figure 4.25(a) and (b), which shows the cycling performance 

(volumetric capacity) and the degree of cr-Li15Si4 formation (f) as a function of cycle 

number for Si90Mo10 and Si80Mo20, respectively. The reversible and irreversible specific 
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capacities, ICEs, and percent volume expansions of the Si-Mo samples after heat treatment 

can be found in Figure 4.26. Based on Figures 4.8 and 4.26, the Si-Mo 4 h and 16 h samples 

typically show similar reversible and irreversible specific capacities, ICEs, and the percent 

volume expansions before and after heat treatment. Furthermore, both the Si90Mo10 16 h 

and Si80Mo20 16 h samples before and after heat treatment have comparable cycling 

performance, which shows that these Si-Mo alloys have high temperature tolerance. The 

heated Si90Mo10 16 h samples have high reversible specific capacities of about 1500-1700 

mAh/g and large reversible volumetric capacities of about 1900-2000 Ah/L. The heated 

Si80Mo20 16 h samples have much lower reversible specific capacities about 500-600 

mAh/g, but they still have high volumetric capacities of about 1300-1400 Ah/L, since these 

alloys have larger density than Si90Mo10 samples.  

  Figure 4.16(a-d) show the relationships between cr-Li15Si4 formation, reversible 

capacity and 10-50 cycle capacity fade of all heated and unheated Si90Mo10 and Si80Mo20 

alloys. The same general trends found for the unheated alloys remain present for the heated 

alloys. Figure 4.16(a) and (c) suggest that the 10-50 cycle capacity fade of the large capacity 

Si90Mo10 alloys largely depends on the cr-Li15Si4 formation fraction during cycling, which 

is related to internal particle fracture. For the lower capacity Si80Mo20 alloys, the capacity 

fade during 10-50 cycles is less and increases with increasing reversible capacity. This 

shows that in these lower expansion alloys, fade is mostly affected by the structural 

integrity of the electrode, rather than particle fracture. Because of this property, good 
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cycling can be achieved in these alloys as long as the reversible capacity is not excessive. 

This is illustrated in the 16 h milled Si80Mo20 alloys heated to 800 ºC. Despite being highly 

crystalline (Figure 4.18) and exhibiting large amounts of cr-Li15Si4 formation during 

cycling (40%), the capacity fade of this sample is the lowest of all of the alloys measured 

(~13 mAh/g or 0.8% / cycles 10-50). 

 

Figure 4.25 Plots of the percent active Si that forms cr-Li15Si4 at full lithiation (f) vs. cycle 

number and volumetric capacities vs. cycle number of (a) Si90Mo10 and (b) Si80Mo20 alloys 

with different heat treatment temperatures. 

(a)

(b)
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Figure 4.26 (a) Reversible capacities, percent volume expansions, (b) irreversible capacities, 

and ICEs of SixMo100-x (90 ≥ x ≥ 70, Δx = 10, 1-16 h) with different heat treatment 

temperatures vs. Li (for each sample, the error bars were calculated based on 3 duplicate 

cells). 

 

 

(a)

(b)
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4.4 Conclusions 

  The phase evolution during ball milling, electrochemical properties, and thermal 

stability of Si-Mo alloys were studied. It was found that Si-Mo can rapidly form 

nanostructured a-Si/MoSi2 alloys by ball milling within 4 h. However, caking of Mo on the 

walls of the ball mill occurred during ball milling, especially for high-Mo content alloys, 

which could be detrimental to manufacturing processes. These alloys were found to have 

similar thermal stability as other Si-transition metal alloys, with the crystallization of the 

a-Si phase occurring at about 600 °C and crystallization of the MoSi2 phase occurring at 

even lower temperatures. This crystallization resulted in a high degree of Li15Si4 formation 

during cycling. However, surprisingly, this was not found to be detrimental to cycling for 

the samples heated at 800 °C. Such samples seemed to be able to maintain electrical contact 

to the active Si phase despite Li15Si4 formation. As a result, Si-Mo alloys can provide good 

cycling performance at high temperatures despite not being especially thermally stable. The 

Si90Mo10 16 h and Si80Mo20 16 h alloys after heat treatment at 800 °C also have high 

reversible volumetric capacities of about 1900 Ah/L and 1300 Ah/L, respectively. The 

compatibility of these alloys with the high temperatures required for the carbon coating 

process make them good candidates as compositions for highly engineered Li-ion battery 

negative electrode materials. 
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Chapter 5 Si-TiN Alloy Li-ion Battery Negative Electrode Materials 

Prepared by Reactive N2 Gas Milling* 

5.1 Introduction 

  As mentioned in Sections 2.3.5.3 and 4.1, adding inactive phases to Si is an 

efficient way to reduce the total volume expansion and suppress crystalline Li15Si4 (cr-

Li15Si4) formation during lithiation.16,126,127 In 2000, Kim et al. selected TiN as an inactive 

phase, and used high-energy mechanical milling to prepare Si-TiN negative electrode 

materials for Li cells.158 TiN is an attractive inactive phase, since it has high electrical 

conductivity and it is also highly stable towards reactions with electrolyte at low 

potentials.159,160 However, apart from Kim et al.'s early studies and other studies on Si-TiN 

and Si-TiN-C alloys,161,162 Si-TiN negative electrode materials have received little attention. 

One possible reason for this is the high cost of TiN.163 Recently, Wang et al. have reported 

a simple and inexpensive method to synthesize Si-TiN alloys by ball milling Ti and excess 

Si in N2 (g).163 During this process, TiSi2 is formed as an intermediate during milling. As 

_______________________________________________________________________ 

* This chapter was adapted with permission from S. Cao, J. C. Bennett, Y. Wang, S. Gracious, M. Zhu, and 

M. N. Obrovac. Si-TiN alloy Li-ion battery anode materials prepared by reactive N2 gas milling. Journal of 

Power Sources. Publication date: 31 October 2019. Copyright 2019, Elsevier B.V. S. Cao’s contribution 

includes performing the main experiment and analysis work and writing the manuscript. J. C. Bennett 

preformed measurements and analysis of TEM and STEM. Y. Wang provided ideas about experimental 

design. S. Gracious performed some sample preparation. M. N. Obrovac provided guidance and participated 

in experimental design and the interpretation of all the data.  
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milling progresses further, the TiSi2 phase undergoes a displacement reaction with N2 (g) 

and converts to TiN and Si. This result is surprising, since Calka et al. found mechanical 

milling Si in nitrogen gas at room temperature could produce Si3N4,164 and thermodynamic 

equilibrium would also predict Si-Si3N4-TiSi2 coexistence for the Si-rich region of the N-

Si-Ti system. Therefore the formation of TiN must be kinetically favored over the 

formation of Si3N4. It has been confirmed that Si3N4 forms only very slowly if Si is ball 

milled in a N2(g) environment under the conditions used by Wang. The resulting Si-TiN 

negative electrode materials are impressive, since they can be inexpensively produced and 

have good cycling stability even at high Si contents.  

  Here, a systematic and detailed study is presented of the microstructure and 

nanostructure of Six(TiN)100-x (85 ≥ x ≥ 60, Δx = 5) alloys prepared by N2 (g) reactive 

milling or conventional inert gas ball milling of Si + TiN. These properties are then related 

to their electrochemical performance in Li cells. 

 

5.2 Experimental 

  Six(TiN)100-x (85 ≥ x ≥ 60, Δx = 5) alloys were synthesized by reactive gas milling 

in N2 (g) for 16 h with Si powder (Sigma-Aldrich, 325 mesh, 99%) and Ti powder (Alfa 

Aesar, 325 mesh, 99%) as precursors. These alloys are referred to here as Si-TiN (N2). Si-

TiN alloys were also prepared by conventional inert gas (Ar was used in this study) milling 

for 16 h using Si and TiN (Sigma-Aldrich, < 3 μm) powders as raw materials. Such alloys 
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are referred to here as Si-TiN (Ar). The sample preparation conditions and processes were 

as described in Section 3.1.  

  Morphology of Si-TiN alloys and electrode cross sections were characterized 

using a Schottky field emission scanning electron microscope (SEM, TESCAN MIRA 3 

LMU) with a 20 kV accelerating voltage. An SEM energy dispersive spectroscopy (EDS) 

system (Oxford instrument X-max 80mm2) was used for semi-quantitative analysis of Si, 

Ti, and Fe contents. For each sample, three regions with area of about 0.2 mm2 ~ 1.8 mm2 

were chosen randomly for the semi-quantitative analysis, and the analysis results from the 

three regions were almost identical. X-ray diffraction (XRD) patterns of Si-TiN alloys were 

collected using a Rigaku Ultima IV diffractometer in the 2θ range of 10° ~ 80°. O and N 

contents of selected Si-TiN (N2) samples were obtained by LECO analysis (NSL Analytical 

Services, Inc, Cleveland OH). A Multilab 2000 Multitechnique Surface Analysis 

Instrument (Thermo VG Scientific) was used for X-ray photoelectron spectroscopy (XPS) 

characterization, with a non-monochromatic Mg Kα X-ray source (1253.6 eV) and operated 

at a power of 280 W at 14 kV. The standard C 1s binding energy (BE, 284.8 eV) was used 

to calibrate binding energy for all XPS data. XPS spectra of Si-TiN samples were fitted 

using CasaXPS software. In the fitting, the background was removed with a nonlinear 

Shirley-type model, and a Gaussian-Lorentzian line shape (GL(30)) was used. Bright field 

(BF), selected area electron diffraction (SAED), and high resolution electron microscopy 

(HREM) images were obtained using a Philips CM30 transmission electron microscopy 
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(TEM), which was operated at 250 kV. Ti and Si contents in single Si-TiN particles were 

determined by an EDS system coupled with the TEM instrument. Elemental mappings were 

used to grain element (Si and Ti) distributions in single particles of Si-TiN. The data was 

collected in a scanning TEM (STEM) mode. A nominal analytical beam diameter of 15 nm 

was used at 250 kV, where the dwell time was 200 μsec. Sample densities were measured 

with a helium pycnometer (AccuPyc II 1340, Micrometrics). 

 

Figure 5.1 Potential curve illustrating the change in voltage during 10 min rest after 

lithiation half-cycle and 15 min rest after delithiation half-cycle used to calculate lithiation 

and delithiation ASI values. 
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  Electrode preparation and half cell assembly of Si-TiN (N2 and Ar) alloys were as 

described as Sections 3.8.1 and 3.8.2, respectively. The half cells were cycled at 30 ± 0.1 °C 

or 45 ± 0.2 °C between 0.005 V and 0.9 V using a battery testing system (Neware). In the 

first cycle, a C/10 rate was used for discharging and charging the cells and C/20 and C/30 

rates were applied to simulate a trickle at a constant voltage for obtaining a constant current 

constant voltage (CCCV) type cycling. In the following cycles, the currents used were two 

times larger than those in the first cycle (i.e. simulating CCCV cycling at a C/5 rate). The 

half cells were cycled for 50 or 100 cycles. The method to determine C-rates and the other 

parts of the cycling procedure can be found in Sections 3.8.3 and 4.1, respectively. Area 

specific impedance (ASI) values were calculated using the change in voltage during each 

10 min rest after lithiation half-cycle and each 15 min rest after delithiation half-cycle, as 

shown in Figure 5.1. The ASI was calculated according to the equation: 

  𝐴𝑆𝐼 =
ΔV × A

𝐼
                     (5.1)  

Where ΔV (ΔVL or ΔVD) is the voltage change during the 10 or 15 min rest step, A is the 

geometric area of the electrode (1.33 cm2), and I is the current used before the rest step. 
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5.3 Results and Discussion 

 

Figure 5.2 SEM images of Six(TiN)100-x (85 ≥ x ≥ 60, Δx = 5, N2) and Six(TiN)100-x (x = 85, 

70, and 60, Ar) alloys. 

 

  SEM images of Six(TiN)100-x (85 ≥ x ≥ 60, Δx = 5, N2) and Six(TiN)100-x (x = 85, 

70, and 60, Ar) alloys are shown in Figure 5.2. An SEM BSE image of the cross section of 

a Si85(TiN)15 (N2) electrode before cell cycling is shown in Figure 5.3. Cross-section images 

of electrodes of the other Six(TiN)100-x (N2 and Ar) alloys appear identical. Generally, all 

these alloys have almost identical morphology having an average particle size of ~1 µm 

(based on 50 random particles of Si70(TiN)30 (N2) and 50 random particles of Si70(TiN)30 
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(Ar)). However, several large flakes of about 10-20 µm in extent can be observed in the Si-

TiN (N2) samples with high Ti contents, as indicated by white circles. It is known that 

during ball milling, ball-powder-ball collisions can lead to both fracturing and cold welding, 

with cold welding resulting in flake formation.165 For samples containing ductile materials 

(like Ti and Fe), cold welding could play a dominant role. Therefore, the Si-TiN (N2) 

samples, which have ductile Ti as a precursor, form flakes while the Si-TiN (Ar) samples, 

which only have brittle precursors, do not. 

 

Figure 5.3 BSE image of cross section of Si85(TiN)15 (N2) electrode before cell cycling. 

 

  Table 5.1 lists the relative Si, Ti, and Fe contents of the Si-TiN (N2 and Ar) 

samples as determined by SEM EDS analysis. The results show that the Si-Ti atomic ratios 

of these samples are consistent with those of their precursors. All of the samples contained 

a small Fe impurity of 1.1-1.8 at.% for the Si-TiN (N2) alloys and 0.7-2.6 at.% for the Si-

TiN (Ar) alloys. Fe is likely to be an impurity introduced from ball milling with steel balls 

and steel milling vials. The Si-TiN (Ar) alloys likely have a larger Fe impurity as a 
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consequence of milling with abrasive TiN precursor powder. The Si85(TiN)15 (N2) and 

Si60(TiN)40 (N2) samples were selected for LECO tests to determine the O and N contents 

in these samples. Based on LECO and SEM EDS results, the compositions of the two 

samples were calculated and are listed in Table 5.2. For the Si85(TiN)15 (N2) alloy, the N 

content (15.1 at.%) is slightly higher than the Ti content (12.2 at.%). Combined with the 

XRD results as shown in Figure 5.4, this suggests that a nearly complete reaction of Ti with 

N2 to form TiN. In contrast, the Si60(TiN)40 (N2) sample had slightly lower N content (24.6 

at.%) than Ti (27.3 at.%). This implies an incomplete reaction of Ti with N2. This might be 

due to the ductility of the added Ti, which resulted in the formation of large flakes and may 

have limited the Ti-N2 reaction. The O contents of the Si85(TiN)15 (N2) and Si60(TiN)40 (N2) 

alloys are about 5.6 at.% and 5.5 at.%, respectively. The Si precursor powder used has an 

O impurity of about 8 at.%,166 whereas the Ti precursor powder has almost no O (about 0.4 

at.%). Therefore all of the oxygen in the samples can be accounted for as a consequence of 

the oxygen impurity in the precursor Si powder. 
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Table 5.1 Compositions of Si-TiN (N2 and Ar) alloys based on SEM EDS analysis (for each 

powder sample, the uncertainties were calculated based on 5 random regions) . 

Sample Composition (atomic %) 

Si Ti Fe 

Si85(TiN)15 (N2) 83.5 ± 0.3 15.4 ± 0.2 1.1 ± 0.1 

Si80(TiN)20 (N2) 78.4 ± 0.0 20.2 ± 0.2 1.4 ± 0.2 

Si75(TiN)25 (N2) 73.9 ± 0.4 24.9 ± 0.4 1.2 ± 0.1 

Si70(TiN)30 (N2) 68.8 ± 0.2 29.8 ± 0.3 1.4 ± 0.1 

Si65(TiN)35 (N2) 64.5 ± 0.2 34.4 ± 0.1 1.1 ± 0.1 

Si60(TiN)40 (N2) 59.1 ± 1.0 39.1 ± 1.0 1.8 ± 0.1 

Si85(TiN)15 (Ar) 83.9 ± 0.5 15.7 ± 0.7 0.7 ± 0.3 

Si70(TiN)30 (Ar) 68.4 ± 0.3 29.1 ± 0.4 2.5 ± 0.1 

Si60(TiN)40 (Ar) 58.8 ± 0.6 38.6 ± 0.5 2.6 ± 0.2 

 

Table 5.2 Compositions of Si85(TiN)15 (N2) and Si60(TiN)40 (N2) samples based on SEM 

EDS and LECO analysis (the uncertainties of Si, Ti, and Fe contents are shown in Table 

5.1; the uncertainties for N and O contents are shown in Section 3.6). 

Sample Composition (atomic %) 

Si Ti Fe N O 

Si85(TiN)15 (N2) 66.2 12.2 0.9 15.1 5.6 

Si60(TiN)40 (N2) 41.3 27.3 1.3 24.6 5.5 
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Figure 5.4 XRD patterns of Six(TiN)100-x (85 ≥ x ≥ 60, Δx = 5, N2) and Six(TiN)100-x (x = 

85, 70, and 60, Ar) alloys. 

 

  XRD patterns of Six(TiN)100-x (85 ≥ x ≥ 60, Δx = 5, N2) and Six(TiN)100-x (x = 85, 

70 and 60, Ar) samples are shown in Figure 5.4. The XRD patterns of all the Si-TiN alloys 

are similar. All the alloys consist of amorphous Si (a-Si) and nanocrystalline TiN phases. 

A small peak at about 44°, corresponding to the (110) reflection Fe, can be observed for 

the Si85(TiN)15, Si70(TiN)30 and Si60(TiN)40 N2 samples, corresponding to the Fe impurity 
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found by SEM EDS. As shown in reference 163, C49-TiSi2 is an intermediate product 

during ball milling Si and Ti powders in N2 (g). Therefore, small impurity peaks found at 

about 41.1° and 42.0° in the XRD patterns of the Si-TiN (N2) samples were identified to be 

from the (131) and (150) reflections of C49-TiSi2, respectively. In addition, it can be found 

in Figure 5.4 that TiN peaks of the Si-TiN (N2) alloys are smaller and broader than the 

corresponding TiN peaks of the Si-TiN (Ar) alloys, which indicates that the Si-TiN (N2) 

samples have smaller TiN grain sizes. According to the Scherrer equation (Equation 3.2), 

all of the Si-TiN (N2) alloys have a TiN grain size of about 5 nm, while the TiN grain sizes 

of the Si-TiN (Ar) samples are larger and are about 7-10 nm. 

  In order to identify chemical states of elements in Si-TiN alloys prepared by 

reactive gas milling and conventional inert gas milling methods, the Si70(TiN)30 (N2) and 

Si70(TiN)30 (Ar) alloys were selected for XPS analysis. Figure 5.5(a) shows Si 2p XPS 

spectra of these two samples and their fitting results. Each Si 2p spectrum was fitted with 

two pairs of Si 2p3/2 and Si 2p1/2 peaks with an area ratio of 2:1 and with a spin-orbit splitting 

of 0.6 eV. The fitting results indicate that at low BEs two peaks at 99.3 eV and 99.9 eV are 

present in both the Si70(TiN)30 (N2) and Si70(TiN)30 (Ar) Si 2p spectra. These peaks are 

typically from the 2p3/2 and 2p1/2 contributions from elemental Si.167 The two remaining 

peaks in the Si70(TiN)30 (Ar) Si 2p spectrum are at 103.1 eV and 103.7 eV, and are most 

likely from Si 2p3/2 and 2p1/2 in SiO2.167 In contrast, the two remaining peaks in the Si 2p 

spectrum of the Si70(TiN)30 (N2) sample are at lower BEs of 102.4 eV and 103.0 eV, and 
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are probably generated by Si 2p1/2 and 2p3/2 in SiOxNy based on some previous XPS 

studies.168,169 Therefore, both the Si-TiN (N2 and Ar) alloys have two different chemical 

states for Si: elemental Si and either SiO2 for Si70(TiN)30 (Ar) or SiOxNy for Si70(TiN)30 

(N2).  

 

Figure 5.5 XPS spectra of Si70(TiN)30 (N2) and Si70(TiN)30 (Ar) alloys: (a) Si 2p spectra, 

(b) Ti 2p spectra, and (c) N 1s spectra. 

 

  Ti 2p XPS spectra and fitting results of Si70(TiN)30 (N2) and Si70(TiN)30 (Ar) are 

shown in Figure 5.5(b). Here each Ti 2p spectrum was fitted with two pairs of Ti 2p3/2 and 

Ti 2p1/2 peaks with a spin-orbit split of 5.8 eV. The four fitting peaks from high to low BE 

in the Si70(TiN)30 (N2) Ti 2p spectrum are at 463.7 eV, 460.5 eV, 457.9 eV, and 454.7 eV. 

For Si70(TiN)30 (Ar), the corresponding peaks have almost the same BEs, at 463.6 eV, 460.5 

eV, 457.8 eV, and 454.7 eV. These peaks can be associated with Ti 2p1/2 in TiOxNy, Ti 2p1/2 
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in TiN, Ti 2p3/2 in TiOxNy, and Ti 2p3/2 in TiN.170,171 This indicates that Ti has similar 

chemical states in both samples. 

  Figure 5.5(c) shows N 1s spectra of the Si70(TiN)30 (N2 and Ar) samples. Both N 

1s spectra can be fitted by assuming peaks from two chemical states of N at 399.4 eV and 

396.8 eV in the Si70(TiN)30 (N2) N 1s spectrum and at 399.1 eV and 396.5 eV in the counter 

example N 1s spectrum. For each sample, the main N 1s peak (at 396.8 eV or 396.5 eV) 

can be attributed to N 1s in TiN,171,172 while the smaller component at higher BE is 

presumably produced by N 1s in N-O bonds.173 To sum up, the XPS results demonstrate 

that chemical states of the elements in Si-TiN (N2) are consistent with those in Si-TiN (Ar): 

Si-TiN (N2) comprising mostly Si, TiN, SiOxNy ; and Si-TiN (Ar) comprising mostly Si, 

TiN, and SiO2. 

 

Figure 5.6 TEM images of Si70(TiN)30 (N2) and Si70(TiN)30 (Ar): (a and d) BF images, (b 

and e) SAED patterns, and (c and f) HREM images. 
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  TEM images of the Si70(TiN)30 (N2) and Si70(TiN)30 (Ar) samples are shown in 

Figure 5.6, including BF images (Figure 5.6(a) and (d)), SAED patterns (Figure 5.6(b) and 

(e)), and HREM images (Figure 5.6(c) and (f)). The BF image shows that Si70(TiN)30 (N2) 

comprises nanoparticles  of about 1~9 nm (average size: 3 nm, based on 50 random 

particles) in extent that are embedded in an amorphous matrix. The Si70(TiN)30 (Ar) sample 

also comprises amorphous regions but contains larger nanoparticles  that range in size 

from about 1 nm to 40 nm, with most being about 4 nm in extent. In the SAED patterns of 

the Si70(TiN)30 (N2 and Ar) samples, strong and spotty diffraction rings observed 

correspond to the lattice spacings of TiN. The SAED patterns also contain diffuse rings 

corresponding to a-Si. Some very bright spots can be found on the TiN diffraction rings in 

the Si70(TiN)30 (Ar) SAED pattern. This suggests that some large TiN crystals are present 

in the Si-TiN (Ar) sample, which is consistent with the XRD results. Based on the fine 

lattice fringes and/or Moire fringes shown in the HREM images, it can be deemed that TiN 

nanocrystallites (about 5~10 nm) are distributed in a-Si for both samples. In summary, the 

TEM results show that the Si70(TiN)30 (N2 and Ar) samples are composed of TiN 

particles/grains dispersed in an a-Si matrix, where the TiN particles/grains are more evenly 

sized (1~9 nm) for the Si70(TiN)30 (N2) sample compared to the Si70(TiN)30 (Ar) sample 

(1~40 nm). 
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Figure 5.7 STEM images of Si70(TiN)30 (N2) and Si70(TiN)30 (Ar): (a and e) STEM images, 

(b and f) Si maps, (c and g) Ti maps, and (d and h) Si-Ti substitution overlays (Si: red, Ti: 

green). 

 

  Si and Ti distributions in single particles of the Si70(TiN)30 (N2) and Si70(TiN)30 

(Ar) samples were investigated by X-ray mapping. For each sample, 3~5 particles were 

used for the analysis, and the results are generally the same. In addition, the Si-Ti atomic 

ratio of each analyzed particle was about 70:30, as determined by an EDS system coupled 

with the TEM instrument, in agreement with the target composition. Figure 5.7 shows 

STEM images (Figure 5.7(a) and (e)), Si maps (Figure 5.7(b) and (f)), Ti maps (Figure 

5.7(c) and (g)), and Si-Ti substitution overlays (Figure 5.7(d) and (h)) for the Si70(TiN)30 

(N2 and Ar) samples. The substitution overlays show a combination of Si and Ti elements, 

where only the element with the higher intensity at each pixel is displayed. The Si-Ti 

distribution in the Si70(TiN)30 (N2) sample is homogeneous within the resolution of the 
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instrument. In contrast, larger Ti and Si regions can be observed for the Si70(TiN)30 (Ar) 

sample, which are due to larger TiN grains or TiN clusters, as observed by TEM. 

 

Figure 5.8 Potential-capacity curves of the first four cycles of Si-TiN (N2 and Ar) electrodes 

versus lithium metal during 30 °C cell cycling. 

 

  Figures 5.8 and 5.9 show potential-capacity curves (for the first four cycles) and 

their differential capacity (dQ/dV)-potential curves for Si-TiN (N2 or Ar) versus lithium 

metal during 30 °C cell cycling. All samples, excepting those with composition Si85(TiN)15 

have a voltage plateau at about 0.32 V and a corresponding sharp peak in their dQ/dV 

curves during the first lithiation, which has been ascribed to a nucleation and growth 

(a)

(b)
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process for the lithiation of Si.127 The voltage plateau and the sharp peak shift to lower 

voltage for the samples with more inactive TiN. This suggests that the nucleation and 

growth process may be blocked by inactive TiN. For all the Si-TiN alloys, excepting 

Si85(TiN)15 (Ar), a pair of sloping plateaus in the potential curves and a corresponding pair 

of broad peaks in the dQ/dV curves are characteristic of the lithiation/delithiation of a-Si 

without cr-Li15Si4 formation.126 In the case of Si85(TiN)15 (Ar), a sharp anodic peak at about 

0.45 V in the dQ/dV curve can be observed, corresponding to the delithiation of cr-Li15Si4. 

Therefore, cr-Li15Si4, which has been associated with fade in Si-based alloys, forms in this 

sample during cycling. 
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Figure 5.9 Differential capacity curves of the first four cycles of Si-TiN (N2 and Ar) 

electrodes versus lithium metal during 30 °C cell cycling. 

(a)

(b)
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Figure 5.10 Plots of the percent active Si that forms Li15Si4 at full lithiation (f) vs. cycle 

number of Si-TiN (N2 and Ar) during 30 °C cell cycling. 

 

  The amount of Li15Si4 formed during cycling was quantified with the method 

described in Section 4.3. Figure 5.10 shows the amount of active Si that forms Li15Si4 

during cycling plotted as a function of cycle number for all the Si-TiN (N2 and Ar) cells 

shown in Figure 5.9. All samples, excepting Si85(TiN)15 (Ar), do not form significant 

amounts of Li15Si4 during cycling. In the case of Si85(TiN)15 (Ar), the amount of active Si 

(a)

(b)
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that forms Li15Si4 during cycling increases rapidly during cycling, reaching a peak at about 

55% after 17 cycles. This indicates that significant structural changes occur in this sample 

during cycling. For instance, the formation of Li15Si4 during cycling has been associated 

with the disconnection of Si from a supporting matrix and can indicate internal fracturing 

of the alloy particle.17 The decrease in f after 17 cycles can be attributed to an increase in 

impedance in this sample during cycling, as discussed below. 

  The dQ/dV curves and f values for Six(TiN)100-x (x = 85, 70, and 60) N2 and Ar 

samples were also measured at 45 °C and the results are shown in Figure 5.11(a) and (b) 

respectively. No Li15Si4 delithiation peaks can be observed in the dQ/dV curves of the Si-

TiN (N2) alloys and the Si60(TiN)40 (Ar) sample. Accordingly, these alloys have 

insignificant Li15Si4 formation during cycling, as shown in Figure 5.11(b). However, the 

Si85(TiN)15 (Ar) and Si70(TiN)30 (Ar) samples, form up to 55% and 34% Li15Si4 during 

cycling. The results suggest that the Si-TiN (N2) alloys can suppress Li15Si4 formation 

better than the Si-TiN (Ar) alloys even at 45 °C. This indicates more stable microstructure 

of the Si-TiN (N2) negative electrode materials during cycling. 
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Figure 5.11 (a) Differential capacity curves (the first four cycles shown) and (b) plots of 

the percent active Si that forms Li15Si4 at full lithiation (f) vs. cycle number of Six(TiN)100-

x (x = 85, 70 and 60, N2 and Ar) samples during 45 °C cell cycling. 

 

(a)

(b)
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Figure 5.12 BSE images of cross section of selected Si-TiN (N2 and Ar) electrodes after 50 

cycles (30 °C cell cycling). 

 

  To confirm if particle fracture is co-incident with the formation of Li15Si4 during 

cycling of the Six(TiN)100-x (Ar) samples, SEM BSE images were taken of cross sections of 

Si85(TiN)15 and Si70(TiN)30 (N2 and Ar) electrodes after 50 cycles (30 °C cell cycling). 

These images are shown in Figure 5.12. The Si85(TiN)15 and Si70(TiN)30 (N2) electrodes, 

which exhibited no/low Li15Si4 during cycling show relatively minor changes, compared to 

their pristine state (Figure 5.3). Large particles (> 2 μm) are still apparent with distinct 

edges. However, smaller alloy particles have become more diffuse, which is evidence of 
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surface erosion, as has been observed previously for Si-alloys.19 The resulting surface area 

increase causes increased electrolyte reactivity and a corresponding build-up of electrolyte 

decomposition products. This is likely the origin of fade in these electrodes. In contrast, the 

Si85(TiN)15 (Ar) and Si70(TiN)30 (Ar) electrodes are much more greatly deteriorated. The 

surfaces of all the alloy particles comprising the Si70(TiN)30 (Ar) electrode, which also had 

little Li15Si4 formation during cycling, are very indistinct, indicating a high degree of 

surface erosion and electrolyte decomposition at the surface. We suspect the coarser grain 

structure of the Si-TiN (Ar) alloys likely results in the enhanced surface erosion effect, as 

larger reactive Si grains will be exposed at the alloy surface. The Si85(TiN)15 (Ar) alloy 

appears to have completely disintegrated during cycling. This alloy showed significant 

Li15Si4 during cycling, as shown in Figure 5.10, which is associated with particle fracture. 

We believe this to be the cause of the severe disintegration of this alloy during cycling. 

 

Figure 5.13 (a) Plots of lithiation and (b) delithiation ASI (30 °C cell cycling) vs. cycle 

number of Si-TiN (N2 and Ar) alloys.  

(a) (b)
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  Figures 5.13(a) and (b) show the ASI of Si-TiN (N2 and Ar) samples during 

lithiation and delithiation at 30 °C, respectively. Here only relative changes in ASI during 

cycling are significant because of variations in electrode loading and surface area. During 

lithiation, all Si-TiN (N2 and Ar) samples show a general ASI growth during 100 cycles. 

This trend may be due to continual SEI formation on the alloy particles, 

disconnection/fracture of the alloy particles or continually increasing impedance on the Li 

counter electrode during cycling. However, the Si-TiN (Ar) samples typically have larger 

ASI growth rates during lithiation and delithiation than their corresponding Si-TiN (N2) 

samples. As mentioned above, we believe that the increased ASI growth rate of the Si-TiN 

(Ar) samples is due to increased surface erosion during cycling caused by their coarser 

grain structure, resulting in SEI growth and particle disconnection. This would in turn result 

in a higher effective current density on the remaining connected particles. In the case of 

Si85(TiN)15 (Ar) impedance growth is particularly severe. This is consistent with Figure 

5.12, which shows that this electrode has completely disintegrated during cycling, which 

we believe is correlated with the formation of Li15Si4 phase as discussed above. When 

Li15Si4 forms it can cause particle fracture, due to volume mismatch of the LixSi-Li15Si4 2-

phase region. This would lead to more disconnection of active Si from the lattice, more 

Li15Si4 formation and more fracture. However, when a cell's impedance becomes very high, 

Li15Si4 will no longer form, since its equilibrium formation potential (~50 mV) will become 

shifted below 0 V.97 This accounts for the decrease in the fraction of Li15Si4 formed for this 
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cell shown in Figure 5.10. Therefore these results are consistent with the Si85(TiN)15 (Ar) 

sample fracturing during cycling, causing cell fade (as shown below) and the formation of 

Li15Si4. Continual fracturing during subsequent cycling results in further fade, increasing 

impedance, which eventually suppresses the Li15Si4 formation. 

 

Figure 5.14 The specific discharge capacity vs. cycle number of (a) Si-TiN (N2) and (b) Si-

TiN (Ar) alloys. (c) The volumetric discharge capacity and (d) the coulombic efficiency of 

Si-TiN (N2 and Ar) alloys (30 °C cell cycling).  

 

(a) (b)

(c) (d)
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  Figure 5.14(a) and (b) show the specific discharge capacity – cycle number curves 

of Si-TiN (N2 and Ar) alloys, respectively. All of the Si-TiN (N2) samples have similar 

cycling performance, with generally increasing capacities with Si content. In contrast, for 

the Si-TiN (Ar) samples, only the lowest capacity Si60(TiN)40 (Ar) sample has comparable 

capacity retention to the Si-TiN (N2) samples. The other Si-TiN (Ar) samples with higher 

Si contents suffer from rapid capacity fade. Both of these samples show evidence of Li15Si4 

formation during 30°C or 45°C cycling. The fade is especially large for the Si85(TiN)15 (Ar) 

sample, which suffered from severe Li15Si4 formation and a rapid rise in impedance during 

cycling, characteristic of particle/composite degradation. These effects are again ascribed 

to the larger grain sizes and less homogeneous particle morphologies of the Si-TiN (Ar) 

samples. The volumetric discharge capacities of all the Si-TiN alloys are shown in Figure 

5.14(c). The reversible capacities of these alloys are all over double that of graphite and are 

in the range of about 1650 Ah/L to 1900 Ah/L. The coulombic efficiencies of the cells are 

shown in Figure 5.14(d). All alloys have coulombic efficiencies greater than 99%, 

excepting the high Si content Si-TiN (Ar) samples, which suffered from poor cycling 

characteristics, as discussed above. 

  Based on the results of SEM EDS, LECO tests, XRD, and XPS, it can be deemed 

that phase compositions of the Si-TiN (N2) samples are comparable with those of the Si-

TiN (Ar) samples. However, the Si-TiN (N2 and Ar) samples exhibit different performance 

in Li cells, with the Si-TiN (Ar) samples generally having inferior electrode structural 
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stability, more capacity fade, Li15Si4 formation during cycling and higher impedance 

growth rate, especially for the alloys with high Si content. This degradation in cell 

performance most likely results from their different microstructures. According to the TEM 

and STEM results, the Si-TiN (N2 and Ar) samples may be represented schematically as 

shown in Figure 5.15. Figure 5.15(a) represents a Si-TiN (N2) particle, in which 5-10 nm 

inactive TiN grains are homogenously distributed in an a-Si matrix. Figure 5.15(b) 

represents a Si-TiN (Ar) particle, in which, TiN grains with a non-uniform size ranging 

from 10-50 nm are distributed in a-Si. In this sample some large TiN grains and clusters of 

small TiN grains are present. Such Si-TiN (Ar) particles have a lower TiN/a-Si contact area. 

Therefore, during lithiation the expansion of Si can impart a larger areal stress on the Si/TiN 

interface, compared to the Si-TiN (N2) particles. This may result in the fracturing of the 

Si/TiN interface, with the unbound Si, no longer under constraint, now able to form Li15Si4 

during lithiation.17 Furthermore, the Si-TiN (Ar) particles have larger Si and TiN regions. 

As a result, particle cracking and pulverization may be induced by non-uniform volume 

changes within a particle. This can lead to electric disconnection among active Si grains 

during cycling, which may contribute to ASI growth and capacity fade. Finally, active Si 

on the alloy particle surfaces can react with electrolyte, resulting in surface erosion, 

increased surface area, and correspondingly increased SEI formation. This is true of all of 

the alloys here; however, it is most severe for the Si-TiN (Ar) alloys, which have coarser 

grain structure and therefore larger active Si grains exposed at the alloy surfaces. 
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Figure 5.15 Schematic drawings of the (a) Si-TiN (N2) and (b) Si-TiN (Ar) microstructures. 

(grey: Si, and black: inactive TiN). 

 

  Regardless of the mechanism, it is apparent that the Si-TiN (N2) alloys have a 

highly homogeneous nanostructure that results in superior electrochemical performance in 

Li cells compared to conventionally made Si-TiN (Ar) alloys. In addition, N2 reactive gas 

milling may be a less expensive milling method that introduces less contamination during 

ball milling. 

 

5.4 Conclusions 

  In this study, Si-TiN negative electrode materials prepared by reactive gas milling 

of Si and Ti powders in N2 (g) and by a conventional method (Si and TiN ball milled directly 

in an inert gas) were studied. In comparison with the conventional method, the reactive N2 

gas milling method is a significantly less costly synthesis route, since no TiN precursor is 
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needed. The reactive N2 gas milling method also introduced less iron contamination, since 

no abrasive TiN precursor was present during milling. Through SEM EDS, LECO, XRD, 

and XPS characterization, it was found that the Si-TiN alloys prepared by reactive gas 

milling and conventional milling all had similar phase compositions. However, the 

microstructures of the alloys differed significantly, depending on the milling method. The 

Si-TiN (N2) sample particles comprise 5-10 nm inactive TiN grains homogenously 

distributed in an a-Si matrix. In contrast, the Si-TiN (Ar) sample particles comprise TiN 

grains with non-uniform sizes ranging from 10-50 nm that are less homogeneously 

distributed in an a-Si matrix. The Si-TiN (N2) alloys had better cycling performance in Li 

cells and showed no evidence of Li15Si4 formation during cycling. The Si-TiN (Ar) samples 

with high Si content had severe capacity fade, increasing ASI, and significant Li15Si4 

formation during cycling. The improved cycling performance of the Si-TiN (N2) alloys was 

attributed to their homogeneous nanostructure. These alloys have high volumetric 

capacities in the range of 1650 Ah/L to 1900 Ah/L and are also attractive from a 

manufacturing standpoint. Further improvements to the Si-TiN (N2) alloys (e.g. by carbon 

coating to reduce surface erosion) are needed to increase their cycle life (e.g. to 80% 

retention at ~1000 cycles) to make them attractive for use in consumer electronics. 
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Chapter 6 Thermal Stability Study of Si-TiN Alloys Prepared by 

Reactive N2 Gas Milling  

6.1 Introduction 

  As described in Chapter 5, Si-TiN alloys prepared by reactive N2 gas milling have 

finer grain structure and better cell performance compared to Si-TiN alloys synthesized by 

conventional inert gas milling. In this chapter, thermal stability of Si-TiN alloys 

synthesized under N2 gas milling was studied. High temperature tolerance is a precondition 

for further improving cycle life by high temperature carbon coating as mentioned in Section 

4.1. These Si-TiN alloys were expected to have high thermal stability, due to their fine 

microstructure and high melting point of TiN (~3300 °C).174 Electrochemical investigation 

was performed for Si-TiN samples before and after heat treatment and carbon  coating. 

Si-TiN alloys prepared by conventional Ar milling were used as reference samples, and 

their thermal stability was also studied in this chapter. 

 

6.2 Experimental 

  Six(TiN)100-x (x = 85, 70, 60) alloys were prepared by N2 gas milling and Ar milling. 

The sample synthetization was as described in Section 5.2. These Si-TiN samples were 

heated at 800 °C for 3 h using the heat treatment method shown in Section 3.1. Here the 

Si-TiN alloys synthesized by N2 and Ar milling after heat treatment are referred to as Si-

TiN (N2, 800 °C) and Si-TiN (Ar, 800 °C), respectively. Carbon coating was performed by 
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mixing the alloy powder with a phenolic resin (3M RPR1, resole phenol-formaldehyde 

resin, having phenol to formaldehyde ratio of 1.5–2.1/1, catalyzed with 2.5 percent 

potassium hydroxide, ∼75% solution in water, 3M Co.)/N-Methyl-2-pyrrolidone (NMP, 

Sigma-Aldrich, anhydrous 99.5%) solution, so that the alloy-phenolic resin mass ratio was 

1:0.45. The suspension was mixed using planetary mill (Retsch PM200) with 3 tungsten 

carbide balls (d = 12.7 mm) at 100 rpm for 30 min and was dried at 120 °C in air overnight. 

Then, the sample was collected and heated at 800 °C for 1 h. Other heating conditions can 

be found in Section 3.1. 

  X-ray diffraction (XRD, Rigaku Ultima IV diffractometer) and transmission 

electron microscopy (TEM, Philips CM30) were used for sample characterization. In 

addition, energy dispersive spectroscopy (EDS) X-ray elemental mappings were collected 

using scanning TEM (STEM) mode. The median filtered element maps were used in this 

study. The XRD, TEM, and elemental X-ray mapping details are as described in Section 

5.2. Electrode cross sections were characterized using a Schottky field emission scanning 

electron microscope (SEM, TESCAN MIRA 3 LMU), which was operated at an 

accelerating voltage of 20 kV. For the selected Si-TiN (N2) sample for carbon coating, the 

sample morphology before and after carbon coating was also characterized by SEM, which 

was operated at 5 kV. True sample densities and specific surface areas were measured with 

a helium pycnometer (AccuPyc II 1340, Micrometrics) and a surface area analyzer 

(Micromeritics FlowSorb ΙΙ 2300), respectively. 
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  Electrode preparation and half cell assembly were as described in Sections 3.8.1 

and 3.8.2, respectively. The half cells were cycled using a battery testing system (Neware) 

at 30 ± 0.1 °C or 45 ± 0.2 °C between 0.005 V and 0.9 V. The details of the cell cycling 

procedure can be found in Section 5.2.  

 

6.3 Results and Discussion 

 

Figure 6.1 XRD patterns of Six(TiN)100-x (x = 85, 70, 60, N2 and Ar, 800 °C) alloys. 
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  Figure 6.1 displays XRD patterns of Six(TiN)100-x (x = 85, 70, and 60, N2 and Ar, 

800 °C) alloys, which show that these alloys mainly consist of nanocrystalline Si and TiN 

phases. As mentioned in Chapter 5, the Si-TiN (N2 and Ar) samples before heat treatment 

are typically made of amorphous Si (a-Si) and nanocrystalline TiN phases (TiN Scherrer 

grain sizes: 5 nm for Si-TiN (N2) and 7-10 nm for Si-TiN (Ar)). Si and TiN grain sizes of 

Si-TiN (N2 and Ar, 800 °C) were also estimated by the Scherrer equation (Equation 3.2). 

The results indicate that the Si-TiN (N2, 800 °C) alloys have Si grains of 6-8 nm and TiN 

grains of 6-9 nm, while Si and TiN grain sizes of the Si-TiN (Ar, 800 °C) samples are larger, 

which are typically 7-10 nm and 15-17 nm, respectively. It can be found that a-Si converted 

into crystalline Si (cr-Si), and the TiN grain sizes grew during heating the Si-TiN (N2 and 

Ar) samples at 800 °C. However, the Si-TiN (N2, 800 °C) alloys show less crystallization 

of Si and TiN compared to the Si-TiN (Ar, 800 °C) alloys, which is probably due to the 

finer microstructure of Si-TiN (N2) before heat treatment as described in Chapter 5. Among 

these three Si-TiN (N2, 800 °C) alloys shown in Figure 6.1, Si70(TiN)30 (N2, 800 °C) has 

the smallest and broadest Si XRD peaks, indicating that this sample has the highest 

temperature tolerance. In addition, some other tiny peaks can be observed in Figure 6.1. 

Small impurity peaks at about 41.1° and 42.0° present in the XRD pattern of Si60(TiN)40 

(N2, 800 °C) probably correspond to the (131) and (150) reflections of C49-TiSi2, 

respectively. C49-TiSi2 (metastable phase of TiSi2 at room temperature) is an intermediate 

product during ball milling Si and Ti powders in N2 (g), as described in Chapter 5. A small 
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amount of C49-TiSi2 was found to be present in the Six(TiN)100-x (x = 85, 70, and 60, N2) 

samples before heat treatment, also as described in Chapter 5. In addition, tiny peaks at 

about 39.1° and 49.8° can be observed in the XRD patterns of Six(TiN)100-x (x = 85, 70, and 

60, N2, 800 °C), which are identified to be from the (311) and (331) reflections of C54-

TiSi2 (thermodynamically stable phase of TiSi2 at room temperature). Since C54-TiSi2 was 

not observed in the Si-TiN (N2) samples before heat treatment, it is likely that C49-TiSi2 

converted into C54-TiSi2 during heat treatment at 800 °C, which is consistent with the Si-

Ti phase diagram. Fe and β-FeSi2 may also be present in the Si-TiN (N2, 800 °C) and Si-

TiN (Ar, 800 °C) alloys, respectively, as shown in Figure 6.1. Fe impurities are likely to be 

introduced from the steel balls and steel milling vials used for sample preparation as 

discussed in Chapter 5.  

 

Figure 6.2 TEM images of Si70(TiN)30 (N2 and Ar, 800 °C): (a and d) BF images, (b and e) 

HREM images, and (c and f) SAED patterns.  

 

(a)            Si70(TiN)30 (N2, 800  C) (c)           Si70(TiN)30 (N2, 800  C)(b)   Si70(TiN)30 (N2, 800  C)

(d)            Si70(TiN)30 (Ar, 800  C) (f)           Si70(TiN)30 (Ar, 800  C)

100 nm

100 nm

10 nm

10 nm

(e)    Si70(TiN)30 (Ar, 800  C)

10 nm

Si (111)
TiN (111)
TiN (200)
Si (220)
Si (311)

TiN (220)
TiN (311)

Si (331) + TiN (222)

Si (111)
TiN (111)
TiN (200)
Si (220)
Si (311)
TiN (220)

Si (331) + TiN (311)  
TiN (222)

d = 0.24 nm (for TiN(111))

d = 0.31 nm (for Si(111))

d = 0.31 nm (for Si(111))
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  TEM images of the Si70(TiN)30 (N2 and Ar, 800 °C) samples are shown in Figure 

6.2, including bright field (BF) images (Figures 6.2(a) and (d)), high resolution electron 

microscopy (HREM) images (Figures 6.2(b) and (e)), and selected area electron diffraction 

(SAED) patterns (Figures 6.2(c) and (f)). Figure 6.2(a) indicates that TiN nanoparticles (the 

size range is 1~11 nm and the average size is 4 nm based on 50 random particles) are 

homogeneously distributed in the Si70(TiN)30 (N2, 800 °C) alloy. In Figure 6.2(b), the small 

grains (~10 nm) with a rectangular profile and very fine fringes are most likely to be TiN 

grains, while the irregular grains (~10 nm) with wider fringes are cr-Si grains. Regions with 

mottled contrast are a-Si regions. In addition, strong diffraction rings shown in Figure 6.2(c) 

(crystalline Si and TiN) are present in the Si70(TiN)30 (N2, 800 °C) sample, indicating 

polycrystallinity. Weak diffuse intensity rings can also be seen, which is associated with a-

Si. Based on Figures 6.2(a-c), the grain structure of the Si70(TiN)30 (N2, 800 °C) sample 

consists of TiN particles/grains (1~11 nm) uniformly embedded in a polycrystalline Si (~10 

nm) / a-Si matrix. In contrast to the Si70(TiN)30 (N2, 800 °C) alloy, the Si70(TiN)30 (Ar, 

800 °C) alloy comprises Si and TiN nanocrystals having larger and more uneven 

grain/particles sizes. The Si grain size of Si70(TiN)30 (Ar, 800 °C) is about 10~20 nm, as 

evidenced by the lattice fringes throughout matrix shown in Figure 6.2(e). Figure 6.2(d) 

and the insert of Figure 6.2(e) show that TiN particles/grains in the Si70(TiN)30 (Ar, 800 °C) 

sample are typically faceted with particle/grain sizes ranging from 1~76 nm (average size: 

7 nm, based on 50 random particles). Continuous Si diffraction rings and spotty TiN 
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diffraction rings observed in the SAED pattern of Si70(TiN)30 (Ar, 800 °C) (Figure 6.2(f)) 

also suggest polycrystalline Si and large TiN grains are present in this sample. As described 

in Chapter 5, before heat treatment, the Si70(TiN)30 (Ar) alloy has a coarse grain structure 

(about 1~37 nm TiN grains/particles are inhomogeneously distributed in a-Si), while the 

Si70(TiN)30 (N2) alloy has a uniform distribution of a-Si and TiN crystallites (1~9 nm). The 

Si70(TiN)30 (Ar) alloy shows a much coarser grain structure after heat treatment. In contrast, 

the Si70(TiN)30 (N2) alloy generally keeps its fine grain structure during heat treatment at 

800 °C, although the Si and TiN grain sizes increase slightly.  

 

Figure 6.3 (a, e, i, and m) STEM images, (b, f, j, and n) Si maps, (c, g, k, and o) Ti maps, 

and (d, h, l, and p) Si-Ti substitution overlays (Si: red, Ti: green) of Six(TiN)100-x (x = 85, 

70, 60, N2, 800 °C) and Si70(TiN)30 (Ar, 800 °C) 
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  Si and Ti distributions in single particles of Six(TiN)100-x (x = 85, 70, and 60, N2, 

800 °C) and Si70(TiN)30 (Ar, 800 °C) were studied by elemental X-ray mapping. Several 

particles of each alloy were used for this characterization, and the results were generally 

the same. In addition, the Si-Ti atomic ratio of each analyzed particle was in agreement 

with the target composition, as determined by an EDS system coupled with the TEM 

instrument. Figure 6.3 shows STEM images (Figures 6.3(a), (e), (i), and (m)), Si maps 

(Figures 6.3(b), (f), (j), and (n)), Ti maps (Figures 6.3(c), (g), (k), and (o)), and Si-Ti 

substitution overlays (Figures 6.3(d), (h), (l), and (p)) for Si-TiN (N2 and Ar, 800 °C) 

samples, as indicated. A substitution overlay shows a combination of Si and Ti elements, 

where only the element with the higher intensity at each pixel is displayed. As shown in 

Figure 6.3, the Si-TiN (N2, 800 °C) samples generally show uniform Si-Ti distribution 

within the instrument resolution. However, Si rich regions are larger in Si85(TiN)15 (N2, 

800 °C) and Si60(TiN)40 (N2, 800 °C) compared to those in Si70(TiN)30 (N2, 800 °C), based 

on Figures 6.3(d), (h), and (l). This is a well-understood phenomenon for Si85(TiN)15 (N2, 

800 °C), since it has the highest Si content among these three Si-TiN (N2, 800 °C) samples. 

For the Si60(TiN)40 (N2, 800 °C) alloy with the highest Ti content among these three 

samples, the Si-Ti mixing during ball milling may be hindered by a large amount of ductile 

Ti, contributing to large Si rich regions present in this sample. It can be believed that an 

appropriate initial Ti content (neither too low nor too high) could contribute to obtaining a 

homogenous Si-Ti distribution for Si-TiN (N2) alloys. Compared to Si85(TiN)15 (N2, 800 °C) 
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and Si60(TiN)40 (N2, 800 °C), Si70(TiN)30 (N2, 800 °C) has smaller Si rich regions and lower 

Si crystallization (as shown in Figure 6.1), which is probably because this sample has more 

appropriate initial Ti content. In comparison, the relative distributions of Si, Ti, and Si-Ti 

in Si70(TiN)30 (Ar, 800 °C) are much more inhomogeneous, as illustrated in Figure 6.3.  

  Figures 6.4(a) and (b) show potential-capacity curves of the first four cycles of Si-

TiN (N2 and Ar, 800 °C) half cells during 30 °C cell cycling and the corresponding 

differential capacity (dQ/dV)-potential curves. During the first lithiation, a sharp peak at 

about 0.13 V in the dQ/dV curves can be observed for most of the Si-TiN (N2 and Ar, 

800 °C) samples, which is characteristic of cr-Si lithiation.126 During the following 

lithiation, a pair of sloping plateaus in the potential curves and a corresponding pair of 

broad peaks in the dQ/dV curves are present for all these Si-TiN (N2 and Ar, 800 °C) alloys 

shown in Figure 6.4, which are characteristic of a-Si lithiation.126 This is consistent with 

the lithiation and delithiation behavior of cr-Si. In addition, excepting Si70(TiN)30 (N2, 

800 °C), all the Si-TiN (N2 and Ar, 800 °C) samples studied here display a sharp anodic 

peak at about 0.45V in their dQ/dV curves, suggesting that crystalline Li15Si4 (cr-Li15Si4) 

formed after full lithiation for these Si-TiN (N2 and Ar, 800 °C) samples.2 cr-Li15Si4 is 

regarded as being detrimental for Si-based negative electrode materials as mentioned in 

Section 2.3.5.2. Based on Figure 6.4, only Si70(TiN)30 (N2, 800 °C) shows almost no cr-

Li15Si4 formation during cycling. 
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Figure 6.4 (a) Potential-capacity curves of the first four cycles of Si-TiN (N2 and Ar, 800 °C) 

vs. lithium metal at 30 °C, and (b) their corresponding dQ/dV-potential curves. 

 

(a)

(b)
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Figure 6.5 Plots of the percent active Si that forms Li15Si4 at full lithiation (f) vs. cycle 

number of Si-TiN (N2 and Ar, 800 °C). 

 

  The formation of cr-Li15Si4 during cycling for the Six(TiN)100-x (x = 85, 70, and 60, 

N2 and Ar, 800 °C) alloys was quantitively analyzed, as described in Section 4.3. The 

percent active Si that forms Li15Si4 at full lithiation (f) for the Si-TiN (N2 and Ar, 800 °C) 

samples is illustrated in Figure 6.5. Excepting Si70(TiN)30 (N2 and Ar, 800 °C), all the Si-

TiN (N2 and Ar, 800 °C) samples shown in Figure 6.5 show significant cr-Li15Si4 formation 

during cycling, suggesting significant structural changes may occur in these samples. For 

these Si-TiN (N2 and Ar, 800 °C) samples with cr-Li15Si4 formation during cycling, the cr-
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Li15Si4 formation fraction generally grows with cycle number to reach the maximum value, 

and then drops with longer cycling. As explained in Section 5.3, cr-Li15Si4 formation could 

result in Si-based particle fracture and disconnection of active Si from inactive phases, 

which can contribute to more cr-Li15Si4 formation and more fracture. At the same time, 

more active particle fracture may lead to a continuous increase in cell impedance during 

cycling. When cell impedance reaches a certain high value, the high impedance causes the 

equilibrium potential (~50 mV) of cr-Li15Si4 formation to shift negatively.175 In this way, 

cr-Li15Si4 formation can be suppressed when the equilibrium potential shifts below 0 V. As 

shown in Figure 6.5, only Si70(TiN)30 (N2, 800 °C) shows low and stable f values of about 

7% during 100 cycles, implying that this sample may have good structural stability during 

cycling. Si70(TiN)30 (N2, 800 °C) has the best cr-Li15Si4 suppression among these samples 

shown in Figure 6.5, which is presumably because this sample has the finest microstructure 

as illustrated in Figure 6.3. 

  The Si70(TiN)30 (N2 and Ar, 800 °C) alloys were selected for 45 °C cell cycling. 

Figures 6.6(a) and (b) show dQ/dV curves of the first four cycles and cr-Li15Si4 formation 

fraction during cycling for these two samples vs. lithium metal at 45 °C, respectively. The 

Si70(TiN)30 (N2, 800 °C) alloy has cr-Li15Si4 formation of about 5%-13% during 50 cycles. 

In the contrary, the Si70(TiN)30 (Ar, 800 °C) alloy forms up to 50% cr-Li15Si4 during cycling. 

The results indicate that Si70(TiN)30 (N2, 800 °C) has good cr-Li15Si4 suppression and high 

structural stability during 45 °C cell cycling. 
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Figure 6.6 (a) Differential capacity curves (for the first four cycles) and (b) plots of the 

percent active Si that forms Li15Si4 at full lithiation (f) vs. cycle number of Si70(TiN)30 (N2 

and Ar, 800 °C) vs. lithium metal at 45 °C. 

 

   Figures 6.7(a-d) display SEM backscattered electron (BSE) images of cross 

sections of the fresh Si70(TiN)30 (N2, 800 °C) electrode, the Si70(TiN)30 (N2, 800 °C) 

electrode after 50 cycles at 30°C, the fresh Si70(TiN)30 (Ar, 800 °C) electrode, and the 

Si70(TiN)30 (Ar, 800 °C) electrode after 50 cycles at 30°C, respectively. Cycled Si70(TiN)30 

(N2, 800 °C) shows tiny morphology differences from its pristine state. A main difference 

could be that the cycled Si70(TiN)30 (N2, 800 °C) sample has less clear particle edges 

compared to the fresh one. This suggests that Si70(TiN)30 (N2, 800 °C) experienced surface 

erosion during cycling, which was also observed for the Si-TiN (N2 and Ar) alloys before 

heat treatment, as described in Chapter 5. Some bright spots can be found in the SEM BSE 

(a)

(b)
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images of the fresh and cycled Si70(TiN)30 (Ar, 800 °C) electrode cross sections, which are 

attributed to tungsten impurities probably from the tungsten carbide balls used for electrode 

slurry preparation. Tungsten impurity content (W/(W+Si+Ti)) for these two samples is 

about 1.5 at.%, which was determined by SEM EDS. Based on Figures 6.7(c) and (d), 

morphology changes of Si70(TiN)30 (Ar, 800 °C) are significant after 50 cycles, which are 

associated with the coarse grain structure of this sample (Figure 6.3(n-p)) and high cr-

Li15Si4 formation during cycling (Figure 6.5). A gray material covering the Si70(TiN)30 (Ar, 

800 °C) particles formed during cycling, suggesting severe surface erosion. As mentioned 

above, both the Si70(TiN)30 (N2 and Ar, 800 °C) alloys experienced surface erosion during 

cycling, resulting in surface area growth and increased surface electrolyte interface (SEI) 

formation. However, it is obvious that Si70(TiN)30 (N2, 800 °C) shows less morphology 

changes compared to Si70(TiN)30 (Ar, 800 °C) after 50 cycles, which can be attributed to 

its finer grain structure (Figure 6.3) and better cr-Li15Si4 suppression (Figure 6.5). 
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Figure 6.7 SEM BSE images of cross sections of (a) the fresh Si70(TiN)30 (N2, 800 °C) 

electrode, (b) the Si70(TiN)30 (N2, 800 °C) electrode after 50 cycles at 30°C, (c) the fresh 

Si70(TiN)30 (Ar, 800 °C) electrode, and (d) the Si70(TiN)30 (Ar, 800 °C) electrode after 50 

cycles at 30°C. 

 

  Figures 6.8(a-c) show specific discharge capacity, volumetric discharge capacity, 

and columbic efficiency (CE) for the Si-TiN (N2 and Ar, 800 °C) alloys during 30 °C cell 

cycling, respectively. The Si85(TiN)15 (N2, 800 °C) and Si70(TiN)30 (N2, 800 °C) samples 

show larger initial capacity fade than their corresponding Ar milling samples. This maybe 

because Si85(TiN)15 (N2, 800 °C) and Si70(TiN)30 (N2, 800 °C) have larger surface area 

compared to their reference examples (Si85(TiN)15 (N2, 800 °C) vs. Si85(TiN)15 (Ar, 800 °C): 
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14.0 ± 0.1 m2/g vs. 11.9 ± 0.2 m2/g; Si70(TiN)30 (N2, 800 °C) vs. Si70(TiN)30 (Ar, 800 °C): 

13.1 ± 0.2 m2/g vs. 7.2 ± 0.5 m2/g; for each specific surface area shown here, the uncertainty 

was determined based on the values obtained from adsorption and desorption processes of 

BET surface area analysis), probably resulting from lower crystallization and less particle 

aggregation during thermal treatment. The larger surface areas of Si85(TiN)15 (N2, 800 °C) 

and Si70(TiN)30 (N2, 800 °C) could contribute to more SEI formation and larger capacity 

fade during the first cycle. In addition, both Si85(TiN)15 (N2 and Ar, 800 °C) samples show 

fast capacity fade during cycling. However, Si85(TiN)15 (N2, 800 °C) has larger capacity 

retention than Si85(TiN)15 (Ar, 800 °C). Si70(TiN)30 (N2, 800 °C) and Si60(TiN)40 (N2, 

800 °C) display similar cycling stability with their corresponding Si-TiN (Ar, 800 °C) 

alloys. Although Si70(TiN)30 (N2, 800 °C) better suppressed cr-Li15Si4 formation during 

cycling compared to Si70(TiN)30 (Ar, 800 °C), the former shows no improved cycling 

performance. However, CEs of Si70(TiN)30 (N2, 800 °C) are larger than those of Si70(TiN)30 

(Ar, 800 °C) after about 30 cycles. As shown in Figure 6.7, severe surface erosion occurred 

in Si70(TiN)30 (Ar, 800 °C) during cycling, but no obvious particle pulverization can be 

observed. It can be believed that cr-Li15Si4 formation could contribute to Si-based particle 

fracture for Si70(TiN)30 (Ar, 800 °C), but did not result in significant electrical 

disconnection of active Si. Therefore, the Si70(TiN)30 (Ar, 800 °C) sample displays no fast 

capacity fade, although significant cr-Li15Si4 formed during cycling. However, in 

Si70(TiN)30 (Ar, 800 °C), continuous Si-based particle fracture resulting from cr-Li15Si4 
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formation can cause more active Si to be exposed to electrolyte and increased surface 

erosion, leading to more SEI formation. In contrast, Si70(TiN)30 (N2, 800 °C) with almost 

no cr-Li15Si4 formation has better particle structural stability and less surface erosion 

(Figure 6.7), resulting in less SEI formation. In this way, Si70(TiN)30 (N2, 800 °C) shows a 

greater advantage in CE compared to Si70(TiN)30 (Ar, 800 °C) as cycle number increases, 

as illustrated in Figure 6.8(c). The Si60(TiN)40 (N2 and Ar, 800 °C) samples with similar 

ability to restrict Li15Si4 formation show similar cycling performance. 

 

Figure 6.8 (a) Specific discharge capacity vs. cycle number, (b) volumetric discharge 

capacity vs. cycle number, and (c) CE of Si-TiN (N2 and Ar, 800 °C) alloys during 30 °C 

cell cycling. 

(a) (b)

(c)
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Figure 6.9 (a) XRD patterns of Si70(TiN)30 (N2) and C-Si70(TiN)30 (N2), (b) SEM SE and (c) 

SEM BSE images of Si70(TiN)30 (N2), and (d) SEM SE and (e) SEM BSE images of C-

Si70(TiN)30 (N2). 

 

  As discussed above, the Si70(TiN)30 (N2) alloy shows high temperature tolerance, 

such as low Si crystallization, fine grain structure, and good cr-Li15Si4 suppression during 

cycling after heat treatment. Here, Si70(TiN)30 (N2) was selected for high temperature 

carbon coating. The carbon coated Si70(TiN)30 (N2) (C-Si70(TiN)30 (N2)) sample was 

prepared by heating a Si70(TiN)30 (N2)/phenolic resin mixture at 800 °C for 1 h. XRD 

patterns, SEM SE images, and SEM BSE images of Si70(TiN)30 (N2) before and after carbon 

coating are illustrated in Figure 6.9. C-Si70(TiN)30 (N2) and Si70(TiN)30 (N2) samples have 

similar XRD patterns. In the XRD patten of C-Si70(TiN)30 (N2), a tiny broad XRD reflection 

is present at 26.6°, probably responding to amorphous C (a-C) produced during carbon 

coating preparation. In addition, C-Si70(TiN)30 (N2) shows quite low Si crystallization, 

evidenced by broad Si XRD peaks. As shown in Figures 6.9(b) and (d), C-Si70(TiN)30 (N2) 

1 um

1 um

1 um

1 um

(a) (b) SE for Si70(TiN)30 (N2) (c) BSE for Si70(TiN)30 (N2) 

(d) SE for C-Si70(TiN)30 (N2) (e) BSE for C-Si70(TiN)30 (N2) 
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exhibits a different sample morphology from Si70(TiN)30 (N2). The C-Si70(TiN)30 (N2) 

particles show less distinct edges, suggesting that most of the Si70(TiN)30 (N2) particles are 

coated with carbons. In the SEM BSE image of the C-Si70(TiN)30 (N2) sample (Figure 

6.9(e)), dark parts can be observed on the surface of Si alloy particles, supporting that the 

Si70(TiN)30 (N2) particles are surrounded by carbon. Based on Figure 6.9, it can be believed 

that the Si70(TiN)30 (N2) particles are generally carbon coated through the method described 

above without obvious crystallization or phase composition change during high 

temperature carbon coating. The average thickness of the carbon coating was determined 

by the carbon coating volume per unit C-Si70(TiN)30 (N2) volume/the volumetric surface 

area of Si70(TiN)30 (N2), where the carbon coating volume per unit C-Si70(TiN)30 (N2) 

volume was estimated based on the measured densities of Si70(TiN)30 (N2), C-

Si70(TiN)30 (N2), and assuming the density of the carbon coating was 1.6 g/mL. 

According to this calculation, the average carbon coating thickness was 2 nm. However, a 

uniform coating so thin should not be visible by the SEM measurements used. This 

indicates that the coating does not uniformly cover the alloy surface. This is consistent with 

the SEM images, where various shades of grey in the images correspond to varying 

thicknesses of carbon coating. Figures 6.10(a-e) illustrate the first four cycle dQ/dV curves, 

the percent active Si that forms Li15Si4 at full lithiation (f), volumetric capacity, normalized 

capacity (all the capacities were normalized to the 10th delithiation capacity), and CE for 

C-Si70(TiN)30 (N2 vs. lithium metal at 30 °C, respectively. The data from Si70(TiN)30 (N2) 
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(from Chapter 5) and Si70(TiN)30 (N2, 800 °C) are also shown in Figure 6.10(c) and (d). 

Based on Figures 6.10(a) and (b), it can be found that only 4%-7% cr-Li15Si4 formed during 

cycling for the C-Si70(TiN)30 (N2) sample, which suggests good cr-Li15Si4 suppression. C-

Si70(TiN)30 (N2) has a lower ICE (72.0%) compared to Si70(TiN)30 (N2) (80.3%) and 

Si70(TiN)30 (N2, 800 °C) (78.4%). This is presumably because C-Si70(TiN)30 (N2) has much 

higher surface area (138 m2/g, ~11 times larger than Si70(TiN)30 (N2) and Si70(TiN)30 (N2, 

800 °C)), probably resulting from high porosity generated during phenolic resin 

carbonization. The large surface area (138 m2/g) could lead to a large amount of SEI 

formation and low ICE. In addition, the C-Si70(TiN)30 (N2) sample has a lower reversible 

volumetric capacity (1490 Ah/L) than Si70(TiN)30 (N2) and Si70(TiN)30 (N2, 800 °C), which 

can be attributed to introduced a-C that typically has very low reversible capacity. The 50-

cycle capacity retention of C-Si70(TiN)30 (N2) is 94%, which is higher than those of 

Si70(TiN)30 (N2) (89%) and Si70(TiN)30 (N2, 800 °C) (85%). Also, compared with 

Si70(TiN)30 (N2) and Si70(TiN)30 (N2, 800 °C), C-Si70(TiN)30 (N2) shows comparable CEs 

(Figure 6.10 (e)) but displays better cycling stability (Figure 6.10(d)). A carbon coated 

Si70(TiN)30 (N2) sample with further improved cell performance can be expected if an 

optimized carbon coating method is applied. 
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Figure 6.10 (a) The first four cycle dQ/dV curves, (b) plot of the percent active Si that 

forms Li15Si4 at full lithiation (f) of C-Si70(TiN)30 (N2) vs. lithium metal at 30 °C, (c) 

volumetric capacity (discharge: solid circle; charge: hollow circle), (d) normalized capacity 

(For each sample, all the capacities were normalized to the 10th delithiation capacity. Solid 

circle for discharge and hollow circle for charge), and (e) CE of Si70(TiN)30 (N2), C-

Si70(TiN)30 (N2), and Si70(TiN)30 (N2, 800 °C) vs. lithium metal at 30 °C. 

 

(b)(a)

(d)(c)

(e)
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6.4 Conclusions 

  In this chapter, thermal stability of Si-TiN (N2 and Ar) alloys was investigated. 

The Si-TiN (N2 and Ar) alloys show no obvious phase composition change during heating, 

and the Si-TiN (N2 and Ar) alloys after heat treatment mainly consist of nanocrystalline Si 

and TiN. The Si-TiN (N2, 800 °C) samples display lower crystallization and finer 

microstructure than the Si-TiN (Ar, 800 °C) samples. Among Six(TiN)100-x (x = 85, 70, and 

60, N2, 800 °C), Si70(TiN)30 (N2, 800 °C) shows the lowest Si crystallization and the finest 

grain structure, probably due to an appropriate initial Ti content of this sample (higher 

ductile Ti content may hinder Si-Ti mixing during milling). Si70(TiN)30 (N2, 800 °C) shows 

good resistance to cr-Li15Si4 formation during cycling and insignificant morphology 

changes after cycling, presumably owing to its fine microstructure. Si70(TiN)30 (N2) was 

selected for high temperature carbon coating. The C-Si70(TiN)30 (N2) sample with a 

reversible volumetric capacity of 1490 Ah/L shows a higher 50-cycle capacity retention 

(94%) compared to Si70(TiN)30 (N2) (89%) and Si70(TiN)30 (N2, 800 °C) (85%). 

Unfortunately, the C-Si70(TiN)30 (N2) sample has a large specific surface area, generated 

during phenolic resin carbonization, probably leading to a large amount of SEI formation 

and low CEs. In a future work, a more proper carbon coating method will be explored for 

obtaining a carbon coated Si70(TiN)30 (N2) sample with further improved cell performance. 
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Chapter 7 Si-Ti-N-O Alloy Li-ion Battery Negative Electrode Materials 

Prepared by Air Milling 

 

7.1 Introduction  

  As discussed in Section 2.3.5, there are still some difficulties to fully 

commercialize silicon-based negative electrodes, such as huge volume changes and 

crystalline Li15Si4 (cr-Li15Si4) formation during cycling. In recent years, extensive research 

has has been carried out to improve Si-based negative electrode materials performance, 

mainly focusing on Si-M (M = transition metal) alloys,13,166,176 Si/C composites,108,177,178 

and SiOx (typically x ≤1).179–182 SiOx, an important silicon-based negative electrode 

material, has already been commercialized in lithium batteries. Silicon monoxide can be 

generated by simultaneous evaporation of silicon and silicon dioxide in vacuum at 

approximately 1400 °C, as shown below.183 

  Si(s) + SiO2(s) → 2SiO(g)             (7.1) 

Solid amorphous silicon monoxide (a-SiO) can be obtained by quenching. Up to now, the 

atomic structure of solid a-SiO has not been clarified clearly, and many models proposed 

for a-SiO microstructure are still controversial. These models mainly include a random 

bonding model (all intermediate compositions between Si and SiO2 can be formed, and the 

two atom species are blended on an atomic scale),184 a random mixture model 

(disproportionation into two separated phases Si and SiO2),185 and an interface clusters 
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mixture model.183 Figure 7.1 illustrates the interface clusters mixture model, in which Si 

and SiO2 nanoclusters are surrounded by a Si-suboxide matrix.183 Unfortunately, SiOx 

usually has a low initial coulombic efficiency (ICE), which is attributed to inactive Li4SiO4 

formation during the first lithiation of SiOx.181 Cao et al. prepared SiOx by simply ball 

milling Si powder in air, and a resulting sample (SiO0.37) showed some improvements 

compared to commercial SiO, such as a larger volumetric capacity (1800 Ah/L vs. 1400 

Ah/L) and a higher ICE (70% vs. 55%).186  

 

Figure 7.1 An interface clusters mixture model for a-SiO microstructure (black: silicon; 

light gray: silicon dioxide; and gray: silicon suboxide). Reprinted with permission from 

Reference 183. Copyright 2003 Elsevier. 
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  High thermal stability is a prerequisite when silicon-based negative electrode 

materials need to be further improved by high-temperature post-processing methods (e.g. 

high temperature carbon coating). However, the microstructure of silicon-based negative 

electrode materials can change during thermal treatment, which may affect their cell 

performance. The effect of heat treatment on SiOx microstructure has not been completely 

known. Park et al. indicated that Si nanocrystals were produced and uniformly dispersed in 

a SiOx matrix during heating SiOx.187 It has been shown that heat treatment is an efficient 

approach to improve cycling performance of SiOx.186,187 However, heat treatment could be 

detrimental for some other silicon-based negative electrode materials (e.g. Si-Mo alloys 

(Chapter 4) and Si-TiN (N2 and Ar) alloys (Chapters 5 and 6)). Worse cell performance 

could be gained after thermal treatment, which is not desirable.  

  Here, Si-Ti-N-O alloys were prepared by simply mechanical milling Si and Ti 

powders in air. Phase composition, sample morphology, electrochemical performance, and 

thermal stability of these Si-Ti-N-O alloys were studied in this chapter. 

 

7.2 Experimental  

  Si-Ti-N-O alloys were prepared by mechanical milling. The raw materials used 

were Si powder (Sigma-Aldrich, 325 mesh, 99%) and Ti powder (Alfa Aesar, 325 mesh, 

99%). SixTi100-x (70 ≤ x ≤ 85, ∆x = 5) samples were milled in air for 8 h or 16 h. Other 

details about sample preparation can be found in Section 3.1. To study the thermal stability 
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of Si-Ti-N-O alloys, samples were heated at 800 °C for 3 h, using the heating procedure 

described in Section 3.1. 

  Sample morphology and electrode cross sections were characterized using a 

Schottky field emission scanning electron microscope (SEM, TESCAN MIRA 3 LMU) 

with an accelerating voltage of 20 kV. An energy dispersive spectroscopy (EDS) system 

(Oxford instrument X-max 80mm2) was employed for semi-quantitative analysis of Si, Ti 

and Fe contents. O and N contents were determined by LECO analysis (NSL Analytical 

Services, Inc, Cleveland OH). X-ray diffraction (XRD) patterns were collected using a 

Rigaku Ultima IV diffractometer. Transmission electron microscopy (TEM) images were 

obtained with a Philips CM30 TEM operated at a voltage of 250 kV. EDS X-ray mappings 

were collected in a scanning TEM (STEM) mode, which was also operated at 250 kV. True 

sample densities were measured with a helium pycnometer (AccuPyc II 1340, 

Micrometrics). 

  Electrode preparation and half cell assembly were as described in Sections 3.8.1 

and 3.8.2, respectively. Cells were cycled at 30 ± 0.1 °C using a Neware battery testing 

system in a voltage window of 0.005V-0.9 V. Other cell cycling conditions were the same 

as described in Section 5.2.   
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7.3 Results and Discussion 

  XRD patterns of SixTi100-x (70 ≤ x ≤ 85, Δx = 5, 8 h and 16 h in air) are shown in 

Figure 7.2. For SixTi100-x (75 ≤ x ≤ 85, Δx = 5, 8 h in air), the XRD peaks are 

identified to be mainly from amorphous Si (a-Si), TiN, and C49 TiSi2. The samples with 

longer air milling time (SixTi100-x (70 ≤ x ≤ 85, Δx = 5, 16 h in air)) typically consist 

of a-Si and TiN. No obvious C49 TiSi2 XRD peaks can be observed for these samples, 

suggesting that C49 TiSi2 was consumed during air milling probably via a displacement 

reaction. Therefore, the formation of TiN follows a 2-step reaction: 

Step 1:  2Si + Ti → C49-TiSi2  

Step 2:  2C49 TiSi2 (s) + N2 (g) → 2TiN (s) + 4Si (s) 

This 2-step reaction has been observed previously for the reactive gas ball milling of Ti and 

Si in N2(g).163 The XRD results of the Si-Ti (8 h in air) alloys indicate that a higher Ti 

content contributes to a larger C49 TiSi2-N2 (g) reaction rate to produce TiN and Si. A 

small XRD peak at about 44° can be observed for some alloys shown in Figure 7.2, which 

could be attributed to Fe impurity introduced from the stainless steel balls and stainless 

steel vials during ball milling. SEM images of the SixTi100-x (x = 85 and 70, 8 h and 16 h in 

air) alloys are exhibited in Figure 7.3, suggesting these Si-Ti-N-O samples have similar 

sample morphology; that is irregularly shaped particles with an average particle size of ~1 

µm (based on 50 random particles for each sample shown in Figure 7.3) 
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Figure 7.2 XRD patterns of SixTi100-x (70 ≤ x ≤ 85, Δx = 5, 8 h and 16 h in air). 
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Figure 7.3 Sample morphology of some selected Si-Ti-N-O alloys. 

 

  Table 7.1 lists Si, Ti, Fe, N, and O contents for the SixTi100-x (70 ≤ x ≤ 85, Δx = 5, 

8 h and 16 h in air) alloys, as determined by SEM EDS and LECO analysis. The results 

show that Fe contamination is in the range of 0.7 at.%-3.1 at.%. Generally, it can be found 

that longer milling time and higher Ti content contribute to an increase in Fe impurity 

content, which could be detrimental to industrial manufacturing processes. In addition, the 

Si-Ti-N-O samples with longer air milling time and higher Ti content typically have larger 

N and O contents, as shown in Figure 7.4. For each Si-Ti-N-O sample listed in Table 7.1, 

a large amount of O exists in the sample and N content is higher than Ti content. This 
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indicates that in addition to the a-Si, TiN, and C49 TiSi2 phases observed in the XRD 

patterns shown in Figure 7.2, other phases (such as Si-O and Si-N compounds) are also 

likely to be present in the Si-Ti-N-O alloys. However, these possible phases cannot be 

detected in the XRD patterns, as they are likely X-ray amorphous.  

  Possible phase compositions of the Si-Ti-N-O samples are proposed here for the 

16 h samples, based on the XRD results, atomic composition analysis, and results of 

previous studies of reactive ball milling of Si in air186 and Ti with N2,163 according to the 

following model: 

1. Si and Ti react to make TiSi2, which then fully reacts with nitrogen to make TiN + 

Si. 

2. any remaining N reacts with Si to make Si3N4. 

3. O is assumed to react with the remaining Si to produce SiOx, which reacts with 

lithium to form Li4SiO4 after the first full lithiation/delithiation. 

In this model, the Fe is not assumed to take part in the reaction, but instead is assumed to 

remain as Fe metal (as observed by XRD). This is because it cannot be determined if the 

FeSi, FeSi2 phases or a combination of these are also present, since these phases may be 

amorphous and therefore difficult to detect by XRD. Since the Fe content is small, the 

assumption that Fe remains as elemental metal should not cause large error.  
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Table 7.1 Element contents of Si-Ti-N-O samples based on SEM EDS and LECO analysis 

(for each powder sample, the uncertainties of Si, Ti, and Fe contents were calculated based 

5 random regions, which are typically 0.5 at.%, 2.0 at.%, and 4.0 at.%, respectively; the 

uncertainties for N and O contents are shown in Section 3.6). 

Sample Composition (atomic %) 

Si Ti Fe N O 

Si85Ti15 (16 h in air) 49.7 9.1 1.6 20.8 18.8 

Si85Ti15 (8 h in air) 61.3 11.0 1.1 12.6 14.1 

Si80Ti20 (16 h in air) 41.9 10.7 2.7 26.4 18.3 

Si80Ti20 (8 h in air) 54.4 14.0 0.7 16.2 14.7 

Si75Ti25 (16 h in air) 36.0 14.8 3.1 27.2 18.9 

Si75Ti25 (8 h in air) 43.9 20.1 1.4 19.3 15.3 

Si70Ti30 (16 h in air) 30.7 12.6 2.8 33.7 20.3 

Si70Ti30 (8 h in air) 41.2 17.2 2.1 22.6 16.9 

 

 

Figure 7.4 (a) N and (b) O contents of Si-Ti-N-O alloys as a function of air milling time. 

(a) (b)
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  The predicted phase compositions from this analysis are listed in Table 7.2 and 

their theoretical reversible capacities are listed, based on Li insertion into any elemental Si 

present to form Li15Si4. The formation of Si-N phases (assumed here to be Si3N4) were the 

only way that the large nitrogen content in these samples could be accounted for. The 

formation of such phases is surprising, since Si-N compounds were not found to form 

during reactive gas milling of Ti and Si in pure N2(g), which only resulted in the formation 

of Si + TiN.163 Furthermore, no nitrogen compounds were observed to form during the 

reactive ball milling of pure Si in air.186 Therefore, the high nitrogen content of these 

samples can only be accounted for by some synergistic reaction between Si, O, N and Ti; 

perhaps indicating the formation of ternary Si-O-N or quaternary Si-Ti-O-N compounds. 

Similarly, according to table 7.1, the O/Si ratio of the 16 h samples increases from 0.38 to 

0.66 with increasing Ti content. This ratio is higher than for Si ball milled in air under the 

same conditions, which reaches a maximum value of 0.37.186 Again this may indicate 

synergistic behavior between these elements and the formation of ternary or quaternary 

species. 
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Table 7.2 Possible phase compositions (after the first full lithiation/delithiation cycle) and 

the corresponding reversible capacities for SixTi100-x (16 h in air) samples. 

Sample  Possible phase composition Capacity 

(mAh/g) 

Si85Ti15 (16 h in air) Si36.2(TiN)9.1(Si3N4)2.9(Li4SiO4)4.7Fe1.6 1449 

Si80Ti20 (16 h in air) Si25.6(TiN)10.7(Si3N4)3.9(Li4SiO4)4.6Fe2.4 1026 

Si75Ti25 (16 h in air) Si22.0(TiN)14.8(Si3N4)3.1(Li4SiO4)4.8Fe3.1 904 

Si70Ti30 (16 h in air)  Si9.8(TiN)12.6(Si3N4)5.3(Li4SiO4)5.1Fe2.8 407 

 

  Figures 7.5(a) and (b) show the first four cycle potential-capacity curves and the 

corresponding differential capacity (dQ/dV)-potential curves for half cells of Si-Ti-N-O 

alloys. As shown in Figure 7.5, the Si70Ti30 16 h air sample was almost inactive, presumably 

due to low the active Si content in this sample, as predicted in Table 7.2. During the first 

lithiation of all the other alloys, a plateau at about 0.45 V in the potential curve and a 

corresponding peak in the dQ/dV curve can be observe. A similar phenomenon has been 

observed during the first lithiation of SiOx, which is deemed to be associated with the 

irreversible reaction of Li with oxygen in the sample.186 During the following 

lithiation/delithiation, a pair of sloping plateaus in the potential curve and a corresponding 

pair of broad peaks in the dQ/dV curve can be observed for these Si-Ti-N-O alloys shown 

in Figure 7.5, which are characteristic of a-Si lithiation/delithiation without Li15Si4 

formation.16 ICEs of the Si-Ti-N-O alloys shown in Figure 7.5 are listed in Table 7.3. Most 
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of the Si-Ti-N-O samples listed in Table 7.3 typically show higher ICEs than commercial 

SiO (55%) and SiO0.37 prepared by air milling (70%),186 but lower than Si-TiN alloys 

prepared by N2 (g) milling (usually > 80%).18 The O/(active Si) ratios (active Si include 

free Si and Si in SiO before cycling) were calculated for SixTi100-x (70 ≤ x ≤ 85, Δx = 

5, 16 h in air) based on the proposed phase compositions listed in Table 7.2. For most of 

the Si-Ti-N-O (16 h in air) samples, the O/(active Si) ratio increases with more Ti present 

in the sample, which could lead to a lower ICE due to the irreversible reaction between Li 

and O in the sample. Si85Ti15 (16 h in air) has a lower ICE than expected, considering its 

low oxygen content. This may be due to mechanical failure in this electrode during the 

initial cycle owing to high Si content and its associated high volume expansion. 
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Figure 7.5 (a) The first four cycle potential curves and (b) the corresponding dQ/dV curves 

of Si-Ti-N-O alloy half cells. 

(a)

(b)
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Table 7.3 ICEs (for each sample, the uncertainty was calculated based on 3 duplicate cells) 

and O/(active Si) ratios of Si-Ti-N-O samples. The O/(active Si) ratios (active Si include 

free Si and Si in SiO before cycling) are only calculated for some Si-Ti-N-O samples with 

generally complete C49-TiSi2-N2 (g) reaction based on the phase compositions shown in 

Table 7.2. 

Sample ICE (%) O/(active Si) 

Si85Ti15 (16 in air) 62.8 ± 0.7 0.46 

Si85Ti15 (8 h in air,) 76.9 ± 2.2 - 

Si80Ti20 (16 in air) 77.8 ± 0.5 0.61 

Si80Ti20 (8 in air) 77.6 ± 0.5 - 

Si75Ti25 (16 in air) 70.9 ± 0.4 0.71 

Si75Ti25 (8 in air) 75.2 ± 0.4 - 

Si70Ti30 (16 in air) 29.8 ± 0.5 1.36 

Si70Ti30 (8 in air) 47.7 ± 0.3 - 

 

  Cr-Li15Si4 formation after full lithiation is most easily characterized by its 

associated ~0.45 V delithiation dQ/dV peak.16 In Figure 7.5(b), no obvious 0.45 V sharp 

peak during delithiation can be observed, suggesting almost no cr-Li15Si4 formation for all 

these samples during the first four cycles. The amount of active Si that forms Li15Si4 during 

cycling (f%) (the calculation method is as described in Section 4.3) and cycling 

performance in terms of volumetric capacity for the Si-Ti-N-O alloys shown in Figure 7.5 

are shown in Figure 7.6. The corresponding specific capacity is shown in Figure 7.7(a). 
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The f values of Si70Ti30 (16 h in air) are not shown, since this sample has low active Si 

content and its f values may be significantly affected by side relations. Based on Figures 

7.6 and 7.7(a), all these Si-Ti-N-O alloys studied here exhibit little cr-Li15Si4 formation 

(4~6%) during 100 cycles and relatively stable cycling performance. Figure 7.7(b) displays 

CEs of the Si-Ti-N-O samples studied here, showing that the SixTi100-x (75 ≤ x ≤ 85, Δx = 

5, 16 in air) and Si70Ti30 (8 h in air) alloys typically have higher CEs of about 99.6% than 

the other Si-Ti-N-O samples. Calculated reversible capacities based on the modelled 

compositions for the 16h alloys are listed in Table 7.2. These calculated reversible 

capacities and the measured 1st discharge and 1st charge capacities of the Si-Ti-N-O (16 h 

in air) samples are compared shown in Figure 7.8. The agreement is very good. This 

indicates that at least the amount of active Si predicted by the compositional model is close 

to what is observed. 
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Figure 7.6  Plots of the percent active Si that forms Li15Si4 at full lithiation (f) vs. cycle 

number (the left axis) and volumetric capacity vs. cycle number curves (the right axis) of 

Si-Ti-N-O alloys vs. lithium metal. 
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Figure 7.7 (a) Specific discharge capacity and (b) CE of Si-Ti-N-O alloys. 

 

 

Figure 7.8 Comparison between the calculated reversible capacities (Table 7.2) and the 

measured first cycle capacities for Si-Ti-N-O (16 h in air) alloys (for each sample, the error 

bars were calculated based on 3 duplicate cells). 

(a) (b)
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Figure 7.9 XRD patterns of Si-Ti-N-O samples after thermal treatment. 

 

  The XRD patterns of the SixTi100-x (70 ≤ x ≤ 85, Δx = 5, 8 h and 16 h in air) samples 

after heat treatment are shown in Figure 7.9. Si, C49 TiSi2, and TiN can be observed in the 

heated Si-Ti-N-O samples with a short air milling time (8 h), while Si and TiN are typically 
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present in the heated Si-Ti-N-O samples with a long air milling time (16 h). These observed 

phases are generally consistent with those of the Si-Ti-N-O samples before heat treatment 

shown in Figure 7.2. However, additional peaks can also be found in the XRD pattern of 

each heated Si-Ti-N-O sample studied here, probably resulting from unexpected side 

reactions during thermal treatment or crystallization of impurity phases produced during 

milling. Possible phases corresponding to these additional XRD peaks are Fe, FeSi2, TiSi, 

Ti, C54 TiSi2, and TiO2; which are identified in Figure 7.9. Si and C49 TiSi2 XRD peaks 

of SixTi100-x (x = 85 and 80, 8 h in air, 800 °C) are much sharper than those of the samples 

before heat treatment (Figure 7.2), indicating that significant crystallization of Si and C49 

TiSi2 occurred during heat treatment. In contrast, the Si-Ti-N-O alloys with more Ti or a 

longer air milling time (16 h) show much less crystallization during heating, which suggests 

that increased Ti content and longer air milling time contribute to higher thermal stability 

for these Si-Ti-N-O alloys. 
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Figure 7.10 Sample morphology of some selected Si-Ti-N-O alloys after thermal treatment. 

 

  Sample morphology of SixTi100-x (x = 85 and 70, 8 h and 16 h in air, 800 °C) is 

shown in Figure 7.10. The SixTi100-x (x = 85 and 70, 8 h and 16 h in air) alloys before and 

after heat treatment show no obvious sample morphology change, as shown in Figures 7.3 

and 7.10. The internal microstructure of Si85Ti15 (8 h in air, 800 °C) and Si75Ti25 (16 h in 

air, 800 °C) was observed by TEM, and the results are displayed in Figure 7.11 (bright field 

(BF) images (Figures 7.11(a) and (b)), selected area electron diffraction (SAED) patterns 

(Figures 7.11(c) and (d)), and high resolution electron microscopy (HREM) images 

(Figures 7.11(e) and (f)). In the SAED pattern of Si85Ti15 (8 h in air, 800 °C), spotty 

5 μm

5 μm

Si85Ti15 (16 h in air, 800  C)

5 μm

Si70Ti30 (16 h in air, 800  C)

5 μm

Si85Ti15 (8 h in air, 800  C)

Si70Ti30 (8 h in air, 800  C)
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diffraction rings are identified to be probably from polycrystalline Si, C49 TiSi2, and TiN, 

and some weak diffuse intensity may be associated with a-Si. In the SAED pattern of 

Si70Ti30 (16 h in air, 800 °C), diffuse diffraction rings, strong diffraction rings, and some 

extra bright spots correspond to a-Si, TiN nanocrystals, and a few large C49 TiSi2 grains, 

respectively. The phase compositions of Si85Ti15 (8 h in air, 800 °C) and Si70Ti30 (16 h in 

air, 800 °C) observed in the SAED patterns are consistent with those detected by XRD 

(Figure 7.9). In addition, for Si85Ti15 (8 h in air, 800 °C) or Si75Ti25 (16 h in air, 800 °C), 

crystalline phases present in the sample have an average grain/particle size of ~10 nm, and 

the grains/particles s are embedded in an a-Si matrix, based on the BF (50 random particles 

of each sample was used for the analysis) and HREM images (based on the lattice fringes). 

 

Figure 7.11 TEM images of Si85Ti15 (8 h in air, 800 °C) and Si75Ti25 (16 h in air, 800 °C): 

(a and b) BF images, (c and d) SAED patterns, and (e and f) HREM images. 

 

(a) Si85Ti15 (8 h in air, 800  C) (c) Si85Ti15 (8 h in air, 800  C) (e) Si85Ti15 (8 h in air, 800  C)

(b) Si75Ti25 (16 h in air, 800  C) (d) Si75Ti25 (16 h in air, 800  C) (f) Si75Ti25 (16 h in air, 800  C)

200 nm

200 nm

5 nm

5 nm
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Figure 7.12 (a and b) STEM images, (c and d) Si maps, (e and f) Ti maps, and (g and h) Si-

Ti substitution overlays (Si: red, Ti: green) of Si85Ti15 (8 h in air, 800 °C) and Si75Ti25 (16 

h in air, 800 °C). 

 

  Figure 7.12 shows STEM images (Figures 7.12(a) and (b)), Si maps (Figures 

7.12(c) and (d)), Ti maps (Figures 7.12(e) and (f)), and Si-Ti substitution overlays (Figures 

7.12(g) and (h)) for Si85Ti15 (8 h in air, 800 °C) and Si75Ti25 (16 h in air, 800 °C) samples. 

A substitution overlay shows a combination of Si and Ti elements, where only the element 

with the higher intensity at each pixel is displayed. The Si75Ti25 (16 h in air, 800 °C) alloy 

displays homogenous Si and Ti distributions and a fine grain structure within the instrument 

resolution. For the Si85Ti15 (8 h in air, 800 °C) alloy, Ti distribution is a little 

inhomogeneous as shown in Figure 7.12(e), presumably due to low Ti content and shorter 

milling time of this sample.  

 

 

 

200 nm

200 nm

(a) Si85Ti15 (8 h in air, 800  C) (c) Si85Ti15 (8 h in air, 800  C) (g) Si85Ti15 (8 h in air, 800  C)(e) Si85Ti15 (8 h in air, 800  C)

(b) Si75Ti25 (16 h in air, 800  C) (d) Si75Ti25 (16 h in air, 800  C) (h) Si75Ti25 (16 h in air, 800  C)(f) Si75Ti25 (16 h in air, 800  C)
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Figure 7.13 The first four cycle potential curves and (b) the corresponding dQ/dV curves 

of Si-Ti-N-O samples after thermal treatment vs. lithium metal. 

(a)

(b)
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Table 7.4 ICE and 200 cycle capacity retention of Si-Ti-N-O samples after thermal 

treatment vs. lithium metal (for each sample, the error bars were calculated based on 3 

duplicate cells). 

 . 

Sample ICE (%) Capacity retention (%) 

Si85Ti15 (8 in air, 800 °C) 75.4 ± 1.9 64.7 ± 2.1 

Si80Ti20 (8 h in air, 800 °C) 76.2 ± 3.2 61.8 ± 3.3 

Si75Ti25 (8 h in air, 800 °C) 75.1 ± 1.0 71.3 ± 2.2 

Si70Ti30 (8 h in air, 800 °C) 48.5 ± 4.8 80.8 ± 1.9 

Si85Ti15 (16 h in air, 800 °C) 62.3 ± 0.3 71.4 ± 2.7 

Si80Ti20 (16 h in air, 800 °C) 75.6 ± 0.7 69.8 ± 2.8 

Si75Ti25 (16 h in air, 800 °C) 65.9 ± 0.8 83.5 ± 0.1 

 

  The first four cycle potential profiles and the corresponding dQ/dV curves of 

SixTi100-x (70 ≤ x ≤ 85, Δx = 5, 8 h and 16 h in air, 800 °C) half cells are shown in Figures 

7.13(a) and (b), respectively. In Figure 7.5(a), a high potential initial lithiation plateau 

(typically ~0.45 V) is present for the Si-Ti-N-O alloys before heat treatment, which 

probably results from the irreversible reaction of Li with oxygen in the samples. This high 

potential initial plateau has previously been observed for ball milled SiOx.186 However, the 

high potential initial lithiation plateau cannot be found for the Si-Ti-N-O samples after heat 

treatment, as shown in Figure 7.13(a). This is also the case for ball milled SiOx samples, 

where the high potential initial lithiation plateau was deemed to be present only in SiOx 
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with defects, where free radical oxygen is easily available for reaction with lithium. After 

heating, such defects are eliminated, and their associated high potential plateau 

disappears.186 Similarly, for the Si-Ti-N-O alloys, defects were introduced during sample 

milling, but these defects were reduced during heat treatment. Therefore, the high potential 

initial lithiation plateau is only present in the Si-Ti-N-O alloys before heat treatment. ICEs 

of these heated Si-Ti-N-O samples studied here (expecting Si70Ti30 (16 h in air, 800 °C) 

with low active Si content) are listed in Table 7.4, which are typically similar with those of 

the samples before heat treatment (Table 7.3). The results support that the irreversible 

reaction between Li and oxygen in these heated Si-Ti-N-O samples still occurred during 

the initial lithiation. However, the potential for this irreversible reaction shifted negatively 

for the Si-Ti-N-O samples after heat treatment. During the following lithiation and 

delithiation displayed in Figure 7.13, the potential profiles and the corresponding dQ/dV 

curves of the heated Si-Ti-N-O alloys are generally identical to those of a-Si without Li15Si4 

formation.16 

  Figure 7.14 exhibits Li15Si4 formation fraction (f) during cycling and cycling 

performance in terms of volumetric capacity for the heated Si-Ti-N-O samples shown in 

Figure 7.13 (excepting Si70Ti30 (16 h in air, 800 °C) with low active Si content). The data 

in terms of specific capacity is shown in Figure 7.15(a). Significant Li15Si4 formed in 

Si85Ti15 (8 h in air, 800 °C) and Si80Ti20 (8 h in air, 800 °C) during cycling, which is 

accompanied with rapid capacity fade. Some active Si regions unbonded by inactive phases 
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are likely to be present in these two alloys, because of low Ti contents and relatively coarse 

microstructure (Figure 7.12), leading to the lack of Li15Si4 suppression. As mentioned in 

the previous chapters, cr-Li15Si4 formation could be a detrimental factor for Si-based 

negative electrodes and result in microstructure damage (like particle fracture). The Si85Ti15 

(8 h in air, 800 °C) electrode coating after cycling became much more fragile compared to 

the one before cycling as shown in Figure 7.16. This may be due to a combination of 

electrode mechanical failure because of the large volume expansion of this sample and 

particle fracture due to significant cr-Li15Si4 formation during cycling. The instability of 

the electrode structure may be the origin of rapid capacity fade of Si85Ti15 (8 h in air, 800 °C) 

and Si80Ti20 (8 h in air, 800 °C).  

  Li15Si4 formation fractions of Si85Ti15 (8 h in air, 800 °C) and Si80Ti20 (8 h in air, 

800 °C) grow rapidly during cycling reaching up to a maximum value of 31%, then become 

decreased with more cycles. This may be because Li15Si4 formation could contribute to 

particle fracture, resulting in more active Si unbonded by inactive phases and more Li15Si4 

formation during cycling. Capacity fade because of particle fracture additionally results in 

an effective “C-rate” increase, which negatively shifts the Si lithiation potential, resulting 

in Li15Si4 formation suppression (its equilibrium formation potential vs. lithium is ~50 mV 

for pure Si).16,97 In this way, the f of Si85Ti15 (8 h in air, 800 °C) and Si80Ti20 (8 h in air, 

800 °C) becomes decreased after 31 cycles and 24 cycles, respectively. The other Si-Ti-N-

O samples after heat treatment shown in Figure 7.14 display good cr-Li15Si4 suppression.  
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  As shown in Figures 7.14 and 7.15(a), the heated Si-Ti-N-O samples with more Ti 

or longer air milling time typically have better cycling stability, and the Si75Ti25 (16 h in 

air, 800 °C) sample with a reversible capacity of 1276 ± 4 Ah/L preforms the most stable 

cycling and the largest 200 cycle capacity retention of 83.5% ± 0.1% (Table 7.4) among 

the samples studied here. Furthermore, Si75Ti25 (16 h in air) after heat treatment has a higher 

capacity retention than the one before heat treatment (92.1% ± 1.3% vs. 82.4% ± 3.0% after 

100 cycles), suggesting cycling performance of this sample is improved via thermal 

treatment. Thermal treatment has also been found to improve cycling performance of 

SiOx.186  

  Figure 7.17 shows SEM secondary electron (SE) (Figures 7.17(a) and (b)) and 

backscattered electron (BSE) (Figures 7.17(c) and (d)) images of cross sections of Si75Ti25 

(16 h in air, 800 °C) before and after cycling. After 200 cycles, Si75Ti25 (16 h in air, 800 °C) 

generally keeps its pristine state and just slight surface erosion of Si-based particles can be 

observed. The microstructure of the Si75Ti25 (16 h in air, 800 °C) electrode is highly stable 

during cycling, which could be attributed to the fine grain structure (Figures 7.11 and 7.12) 

and good cr-Li15Si4 suppression (Figure 7.14) of this sample, leading to good cycling 

performance (Figures 7.14 and 7.15(a)). Figure 7.15(b) shows CEs of the heated Si-Ti-N-

O alloys studied here, which are generally 99.5%~99.7% and are comparable or even higher 

than those of the unheated Si-Ti-N-O samples. 
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Figure 7.14 Plots of the percent active Si that forms Li15Si4 at full lithiation (f) vs. cycle 

number (the left axis) and volumetric capacity vs. cycle number curves (the right axis) of 

Si-Ti-N-O alloys after thermal treatment vs. lithium metal. 
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Figure 7.15 (a) Specific capacity and (b) CE of Si-Ti-N-O samples after thermal treatment. 

 

 

Figure 7.16 SEM SE images of Si85Ti15 (8 h in air, 800 °C) electrode (a) before and (b) 

after 200 cycles. 

(a)

(b)

50 µm 50 µm

(a) Si85Ti15 (8 h in air, 800  C, 0 cycle) (b) Si85Ti15 (8 h in air, 800  C, 200 cycles)
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Figure 7.17 SEM (a and b) SE and (c and d) BSE images of cross section of Si75Ti25 (16 h 

in air, 800 °C) before and after 200 cycles. 

 

7.4 Conclusions 

  In this study, it was found that Si-Ti-N-O alloys can be prepared by simply ball 

milling Si and Ti powders in air. Longer air milling time and higher Ti content contribute 

to inducing increased oxygen and nitrogen during air milling. Generally, the Si-Ti-N-O 

alloys display good cr-Li15Si4 suppression during cycling and relatively stable cycling 

performance. The Si-Ti-N-O samples with long air milling time or high Ti content typically 

have good temperature tolerance, evidenced by low crystallization, Li15Si4 formation 
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suppression during cycling, and stable cell cycling after heat treatment. These alloys can 

be applied for high-temperature post-processing (e.g. high temperature carbon coating). 

Si75Ti25 (16 h in air, 800 °C) has a reversible capacity of 1276 ± 4 Ah/L and a 200 cycle 

capacity retention of 83.5% ± 0.1%, which is attractive from a manufacturing standpoint.  

  Compared to commercial SiO and SiO0.37 studied in Reference 186, most of the Si-

Ti-N-O samples studied here show higher ICEs (SiO vs. SiO0.37 vs. Si-Ti-N-O samples: 55% 

vs. 70% vs. 71%-78%). As shown in Chapters 5 and 7, the ICEs of these Si-Ti-N-O alloys 

are lower than those of Si-TiN alloys prepared by N2 (g) milling (ICEs: > 80%). However, 

these Si-Ti-N-O alloys typically show better temperature tolerance than Si-TiN (N2) 

samples (Chapter 6). Only one Si-TiN (N2) sample discussed in Chapter 6 (Si70(TiN)30 (N2)) 

shows low crystallization during heat treatment and good cr-Li15Si4 suppression during 

cycling after heat treatment, while most of the Si-Ti-N-O alloys studied here with different 

Si-Ti stoichiometric ratios display high thermal stability and good restriction to cr-Li15Si4 

formation during cycling after heat treatment. Moreover, some Si-Ti-N-O samples after 

heat treatment have larger capacity retentions than the heated Si-TiN (N2) samples (e.g. 

Si75Ti25 (16 h in air, 800 °C) vs. Si70(TiN)30 (N2, 800 °C): 92.1 ± 1.3% vs. 72.6 ± 3.1% after 

100 cycles). Therefore, Si-Ti-N-O alloys may represent a good compromise in obtaining 

high temperature tolerance, cycle life, while maintaining a high ICE; compared to SiOx and 

Si/TiN alloys. 
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Chapter 8 Preliminary Carbon Coating Results 

8.1 Introduction 

  As discussed in Section 2.3.5.3, making carbon coating is an effective way to 

improve cell performance of Si-based materials. Carbon contributes to increasing electrical 

conductivity of Si-based materials. Also, carbon coating as a protective layer of Si-based 

materials can avoid the exposure of Si-based particles to electrolyte and maintain a 

stable solid electrolyte interface (SEI) during cell cycling.111 Pyrolysis of carbon 

precursors and chemical vapour deposition (CVD) are two commonly used approaches to 

prepare carbon coating for Si-based materials.108,112  

  Some Si-TiN (N2 gas milling, Chapters 5 and 6) and Si-Ti-N-O (Chapter 7) 

samples show good thermal stability in a temperature range that would make them 

compatible high temperature carbon coating. In this chapter, pyrolysis or CVD was 

employed to make carbon coatings for the Si-TiN (N2 gas milling, Chapters 5 and 6) and 

Si-Ti-N-O (Chapter 7) alloys with high temperature tolerance. Preliminary results and 

issues with using these two methods to prepare carbon coating for these Si alloys, which 

will be discussed in this chapter. 

 

8.2 Experimental 

   A Si-TiN sample (Si70(TiN)30 (N2)) and a Si-Ti-N-O sample (Si85Ti15 (16h in 

air)) were prepared using the preparation methods described in sections 5.2 and 7.2, 
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respectively. Pyrolysis of a carbon precursor was used for preparing a carbon coating on 

the Si70(TiN)30 (N2) alloy powder particles. The Si70(TiN)30 (N2) alloy was added into a β-

lactose (≤30% α-anomer basis, ≥99% total lactose basis, Sigma-Aldrich)/isopropanol 

solution with an alloy/β-lactose volume ratio of 3:1. The suspension was mixed using 

planetary mill (Retsch PM200) with 3 tungsten carbide balls (d = 12.7 mm) at 100 rpm for 

30 min and was dried at 120 °C in air overnight. Then, the sample was collected and heated 

at 700 °C for 1 h. Other heating conditions can be found in Section 3.1. The resulting sample 

is referred to here as C- Si70(TiN)30 (N2). In addition, CVD was used to prepare a carbon 

coating on the Si85Ti15 (16h in air) alloy powder particles. C2H4 and Ar were used as a 

carbon source and a carrier gas, respectively. For this process, the sample was placed in a 

rotating fluidized bed in flowing Ar, and the temperature was increased from room 

temperature to 800 °C with a heating rate of 10 °C/min. The sample was heated at 800 °C 

in flowing C2H4/Ar for 3 h and then in Ar for 1.5 h. The sample was naturally cooled to 

room temperature under flowing Ar. The resulting sample is referred to here as CVD-

Si85Ti15 (16h in air). Sample cross section and sample morphology were characterized using 

a Schottky field emission scanning electron microscope (SEM, TESCAN MIRA 3 LMU), 

which was operated at an accelerating voltage of 5 kV. Sample specific surface area was 

measured with a surface area analyzer (Micromeritics FlowSorb II 2300).  
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8.3 Results and Discussion 

 

Figure 8.1 SEM SE images of (a) Si70(TiN)30, (b) C-Si70(TiN)30, and (c) cross section of C-

Si70(TiN)30. 

 

   Figures 8.1(a) and (b) illustrate sample morphology of Si70(TiN)30 (N2) before 

and after carbon coating. The sample morphology of C-Si70(TiN)30 (N2) is different from 

that of Si70(TiN)30 (N2). Compared to Si70(TiN)30 (N2), C-Si70(TiN)30 (N2) shows less 

distinct particle edges, suggesting that Si70(TiN)30 (N2) is successfully carbon coated 

through β-lactose carbonization. Unfortunately, aggregation and porosity was generated 

during carbon coating preparation, as illustrated in Figure 8.1(c), which resulted in an 
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increase in sample specific surface area (11.0 m2/g → 22.2 m2/g). As shown in Chapter 6, 

when using phenolic resin as a carbon source, specific surface area growth also occurred 

during high temperature carbonization. High surface area is detrimental to electrode 

materials, which can contribute to significant solid electrolyte interface (SEI) formation 

and low coulombic efficiency (CE) during cycling.   

 

Figure 8.2 (a) SEM SE image and (b) SEM BSE image of cross section of CVD-Si85Ti15 

(16h in air). 

 

  Sample morphology and cross section of CVD-Si85Ti15 (16 h in air) are shown in 

Figure 8.2. The results indicate that a large amount of carbon nanotubes not carbon coating 

formed on the surface of Si85Ti15 (16 h in air) during CVD. Similar phenomena were also 

observed when using CVD to make carbon coating for other Si-TiN (N2 gas milling, 

Chapter 5) and Si-Ti-N-O (Chapter 7) samples (not shown here). This is probably because 

the transition metal element (Ti) is a catalytically active component, leading to carbon 

nanotube generation during CVD. Significant carbon nanotubes can lead to large surface 

area, which is not good for electrode materials as mentioned above. In addition, the samples 

500 µm 5 µm

5 µm

(a) (b)
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are highly agglomerated and highly porous, which would result in volumetric low energy 

density. 

 

8.4 Conclusions 

  In this chapter, pyrolysis and CVD were tried for carbon coating preparation of 

some Si alloys studied in this thesis. Pyrolysis did result in the formation of a carbon coating. 

However, particle aggregation occurred and the porosity produced during carbonization 

resulted in high surface area. For Si alloys containing Ti, a carbon coating was not obtained 

using CVD. Significant carbon nanotube formation occurred instead. This also lead to high 

surface area, highly aggregated and highly porous particles, which is detrimental for Si-

based negative electrode materials. Improved carbon coating preparation methods should 

be studied in future work. 
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Chapter 9 Conclusions and Future Work 

9.1 Conclusions 

  This thesis is dedicated to developing new Si-based negative electrode materials 

for lithium batteries. As discussed in previous chapters, there are still challenges for using 

Si-based negative electrodes in commercial lithium batteries, such as huge volume 

expansion, Li15Si4 formation, and unstable solid electrolyte interface (SEI) during cycling. 

Making Si/inactive materials and Si/C composites (especially carbon coated Si-based 

materials) have been deemed to be two effective approaches to relieve these difficulties and 

to improve Si-based negative electrode materials. In this thesis, several new Si/inactive 

alloy negative electrode materials were prepared and studied. The sample preparation 

approach is typically mechanical milling in an inert or reactive atmosphere (e.g. N2(g) or 

air). Composition, morphology, and electrochemical performance of these Si/inactive 

alloys were investigated by characterization methods like X-ray diffraction (XRD), LECO 

analysis, scanning electron microscopy (SEM), energy dispersive spectroscopy (EDS), 

transmission electron microscopy (TEM), scanning TEM (STEM), and half cell cycling. 

High temperature carbon coating requires Si-based materials to have high thermal stability. 

Therefore, the thermal stability of these Si/inactive alloys was also studied by heating these 

alloys to high temperature and analyzing composition, morphology, and electrochemical 

performance of these alloys after heat treatment. 
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  Si-Mo alloys synthesized by milling Si and Mo powders in Ar were discussed in 

Chapter 4. Phase evolution during ball milling, electrochemical properties, and thermal 

stability were studied for these Si-Mo samples. The phase evolution of these samples during 

ball milling indicated that nanostructured amorphous Si (a-Si)/MoSi2 alloys can be obtained 

after only 4 h ball milling. Although MoSi2 has a high melting point (2030 °C), these Si-

Mo alloys did not display improvement in thermal stability compared to some other Si-

transition metal alloys (e.g. Si-Fe alloys), as evidenced by a-Si crystallization at about 

600 °C and MoSi2 crystallization below 600 °C. This crystallization leads to significant 

Li15Si4 formation during cycling. However, although the Si-Mo samples after heat 

treatment typically showed a high degree of Li15Si4 formation during cycling, they still 

provided good cycling performance. Therefore, these Si-Mo alloys still can be regarded as 

good candidates for being carbon coated at high temperature. 

  In Chapter 5, Si-TiN alloys were prepared using a novel approach, namely reactive 

N2 gas milling of Si and Ti powders. Compared to the conventional Si-TiN preparation 

method (ball milling Si and TiN powders in Ar), the reactive N2 gas milling approach 

without the use of TiN precursor is less costly. It was found that the Si-TiN alloys prepared 

by the novel and conventional methods have comparable phase compositions. However, 

the Si-TiN alloys prepared by N2 gas milling had finer grain structure, leading to better cell 

performance (such as better Li15Si4 suppression, reduced area surface impedance (ASI) 

increase, and higher cycling stability). Thermal stability of the Si-TiN alloys synthetized 
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by N2 gas milling and Ar milling was investigated in Chapter 6. After heat treatment at 

800 °C, the Si-TiN alloys prepared by N2 gas milling display lower crystallization, finer 

microstructure, and higher Li15Si4 suppression during cycling than the Si-TiN alloys 

prepared by Ar milling. A Si70(TiN)30 sample synthesized by N2 gas milling was selected 

for further improvement by high temperature carbon coating. The carbon coated Si70(TiN)30 

sample was synthesized by heating a Si70(TiN)30/phenolic resin mixture at 800 °C. The 

resulting sample has a reversible volumetric capacity of 1490 Ah/L and shows an 

improvement in capacity retention than the original Si70(TiN)30 sample (94% vs. 85% after 

50 cycles). However, the carbon coated Si70(TiN)30 sample has a huge surface area, which 

can lead to a large amount of SEI formation and low coulombic efficiency during cycling. 

If Si-TiN alloys prepared by N2 gas milling can be carbon coated with a more suitable 

method, better cell performance could be expected.  

  Si-Ti-N-O alloys prepared by simply ball milling Si and Ti powders in air were 

studied in Chapter 7. The Si-Ti-N-O alloys typically show good cr-Li15Si4 suppression 

during cycling and high cycling stability. The thermal stability study results suggest that 

after heat treatment the Si-Ti-N-O samples with long air milling time or high Ti content 

typically exhibit low crystallization and good cell performance (good resistance to Li15Si4 

formation and high cycling stability), suggesting high temperature tolerance of these 

samples. High thermal stability allows the Si-Ti-N-O alloys to be modified by high 

temperature carbon coating for further improvement. 
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9.2 Future Work 

  In this thesis, active gas (N2 and air) milling was discussed, and some reactions 

involved are as follows: 

1. Si + N2(g) → Si 

2. Si + Ti + N2(g) → Si + TiN 

   3. Si + air → SiOx (xmax=0.37)186 

4. Si + Ti + air → Si + TiN + Si-O-N + Si-Ti-O-N 

When pure Si or Si-Ti mixtures were ball milled under N2 gas, no Si-N compound was 

found to form during milling and only TiN was produced for the Si-Ti mixtures. During 

milling Si in air, only SiOx (xmax=0.37) was observed to form.186 However, when Si and Ti 

powders were ball milled in air, much more N (N/Ti >1) and O (O/Si > 0.37) contents were 

introduced into the samples as shown in Chapter 7. This perhaps indicates that synergistic 

behavior among Si, Ti, N, and O elements occurs and ternary or quaternary species (e.g. 

ternary Si-O-N or quaternary Si-Ti-O-N compounds) form. The strange phenomena during 

milling Si and Ti in air should be studied in a future work.  

  Pyrolysis of carbon precursors and CVD were used to make carbon coatings for 

some Si alloys studied in this thesis. Unfortunately, this resulted in major issues, as 

mentioned above.  

  As discussed in Chapters 6 and 8, carbon coated Si alloys prepared by high 

temperature carbonization of carbon precursors usually have high surface area. In future 

work, optimized parameters (like an appropriate carbon precursor, a proper carbon 
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precursor/Si alloy mass ratio, and suitable heating steps and temperatures) of the high 

temperature carbonization method should be found for obtaining carbon coated Si alloys 

with acceptable surface area. 

  As shown in Chapter 8, a huge amount of carbon nanotubes formed on the surface 

of Si alloys containing Ti during CVD, which can lead to high porosity and large surface 

area. Nevertheless, if an appropriate amount of carbon nanotubes is introduced to Si-based 

negative electrode materials, it is possible that this might result in an improvement in cell 

performance because carbon nanotubes could aid in maintaining electrical contact to the 

Si-based particles during cycling. Carbon nanotube/Si composites, which were synthesized 

using CVD with Ni-P alloys deposited on the surface of Si as catalysts, have been reported 

and have shown improved cell performance compared to Si.188 It is worth mentioning that 

no extra catalyst needs to be added to the Si-TiN (N2 gas milling, Chapter 5) or Si-Ti-N-O 

alloys (Chapter 7) for producing carbon nanotubes during CVD, which suggests simple 

preparation processes. In future work, CVD parameters (such as heating time and C2H4 

flow rate) should be optimized for obtaining the carbon nanotube/Si-TiN or carbon 

nanotube/Si-Ti-N-O samples with good cell performance. Embedding these alloys into 

graphite may be another way of avoiding carbon nanotube formation. 
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