
LEARNING STOCHASTIC WEIGHT MASKING TO RESIST
ADVERSARIAL ATTACKS

by

Yoshimasa Kubo

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy

at

Dalhousie University
Halifax, Nova Scotia

November 2019

c© Copyright by Yoshimasa Kubo, 2019



To my parents, who supported to pursue my dreams,

SAYOKO and KATSUTOSHI

To my brother, who always encourage me,

TOSHIHISA

To my great grand parents

ii



Table of Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

List of Abbreviations Used . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Focus of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Overview of adversarial methods . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Adversarial attacks . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Defending against adversarial examples . . . . . . . . . . . . . 6
1.3.3 Adversarial examples in the real world . . . . . . . . . . . . . 7
1.3.4 The cause of adversarial examples . . . . . . . . . . . . . . . . 8

1.4 Contributions of studying adversarial examples and this thesis . . . . 9

1.5 Stochastic-gated partially binarized network - A general overview . . 10

1.6 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Chapter 2 Basic concepts . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1 Supervised Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Feedfoward neural networks . . . . . . . . . . . . . . . . . . . 14
2.2.2 Neural networks in image classification . . . . . . . . . . . . . 15
2.2.3 Convolutional neural networks . . . . . . . . . . . . . . . . . . 17

2.3 Binarized neural networks and estimating gradients . . . . . . . . . . 21
2.3.1 Binarized neurons and gradient estimators . . . . . . . . . . . 21
2.3.2 Binary neural networks . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Stochastic activation pruning networks . . . . . . . . . . . . . 24

2.4 Adversarial examples and training . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Overview of crafting adversarial examples . . . . . . . . . . . 25

iii



2.4.2 Fast gradient sign method . . . . . . . . . . . . . . . . . . . . 25
2.4.3 Basic iterative method . . . . . . . . . . . . . . . . . . . . . . 26
2.4.4 Iterative least-likely class method . . . . . . . . . . . . . . . . 26
2.4.5 Adversarial training . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.6 Adversary distortion measurement . . . . . . . . . . . . . . . 28

Chapter 3 Mitigating Overfitting Using Regularization to Defend
Networks Against Adversarial Examples [60] . . . . . . 29

3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.1 Parameter setting . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.2 Results for changing dropout probability . . . . . . . . . . . . 33
3.2.3 Results for changing L1 and L2 λ parameters . . . . . . . . . 34
3.2.4 Results for binarized neural network . . . . . . . . . . . . . . 34

3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Chapter 4 Learning Adaptive Weight Masking Networks for Adver-
sarial Examples [61] . . . . . . . . . . . . . . . . . . . . . . 48

4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 Proposed model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.1 Stochastic-gated partially binarized network . . . . . . . . . . 50
4.2.2 Gate module . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.3 Experimental evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.1 Network parameters . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.5 Visualization of SGBN . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5.1 Visualization of activations of the gate module and main network 60
4.5.2 Visualization of adversarial examples and perturbation mea-

surement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.6 Gaining an understanding of SGBN and the gate module . . . . . . . 64
4.6.1 Stochastic binarized versus deterministic non-binarized gate mod-

ules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.6.2 Learning representation and attacking the gate modules . . . . 72
4.6.3 Double-sized filters for the gate module and the main network 77
4.6.4 Robustness on the black-box attack . . . . . . . . . . . . . . . 79
4.6.5 Toy experiment . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

iv



Chapter 5 Conclusions and Future Work . . . . . . . . . . . . . . . 93

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

Appendix A Confidence level . . . . . . . . . . . . . . . . . . . . . . . . 109

A.1 Confidence level on changing dropout probability . . . . . . . . . . . 110

A.2 Confidence level on changing L1 and L2 λ parameters . . . . . . . . 111
A.2.1 L1 weight decay . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2.2 L2 weight decay . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A.3 Confidence levels on binarized neural networks . . . . . . . . . . . . . 113
A.3.1 MLP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.3.2 1CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.3.3 2CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Appendix B The activations (σ(a)) of the gate module for the 2nd
layer before binarized (probabilities of masking) on the
testing dataset. . . . . . . . . . . . . . . . . . . . . . . . . . 116

Appendix C The differences in accuracy between the training and
testing MNIST datasets (clean datasets) for SGBN and
SGBN with relu activation . . . . . . . . . . . . . . . . . 117

Appendix D Adversarial examples crafted by the gate module and
accuracies of each model on the examples . . . . . . . . 118

Appendix E Notices of permission to use excerpts from author’s pub-
lications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

v



List of Tables

3.1 Architecture of multilayer perceptron . . . . . . . . . . . . . . 32

3.2 Architecture of adding one convolutional layer . . . . . . . . . . 32

3.3 Architecture of adding two convolutional layers . . . . . . . . . 33

3.4 Training and testing accuracies for each MLP . . . . . . . . . . 41

3.5 Training and testing accuracies for each 1CNN . . . . . . . . . 41

3.6 Training and testing accuracies for each 2CNN . . . . . . . . . 41

4.1 First gate module parameters on MNIST . . . . . . . . . . . . 55

4.2 Second gate module parameters on MNIST . . . . . . . . . . . 55

4.3 First gate module parameters on CIFAR . . . . . . . . . . . . . 55

4.4 Second gate module parameters on CIFAR . . . . . . . . . . . 56

4.5 Training a dense layer setting for the first gate module . . . . . 72

4.6 Training a dense layer setting for the second gate module . . . 72

4.7 1-layer-SGBN parameters . . . . . . . . . . . . . . . . . . . . . 73

4.8 The accuracies of the black-box attacks on FGSM with ε = 0.3. 80

4.9 Network parameters and variables for the main network on the
toy experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.10 Gate module variables for the second layer on the toy experiment 84

4.11 Summary of each accuracy for each model and each dataset on
FGSM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

4.12 Network parameters and variables for the additional parameters
experiments on MNIST . . . . . . . . . . . . . . . . . . . . . . 92

4.13 Network parameters and variables for the additional parameters
experiments on CIFAR . . . . . . . . . . . . . . . . . . . . . . 92

vi



List of Figures

1.1 Adversarial examples crafted by evolutionary algorithms. Fig-
ure from [79]. Deep learning model classified these images as
king penguin, starfish, baseball, and electric guitar. . . . . . . 2

1.2 An example of adversarial examples. One layer convolutional
neural network classifies this original image (a) as 3 with 100%
confidence. However, after adding the well-crafted perturba-
tion (the fast gradient sign method) to the image, the network
classifies the perturbed image (c) as 5 with 100% confidence. . 4

1.3 A general view of a stochastic-gated partially binarized network
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Examples of underfitting, generalized well, and overfitting. The
figure is from [89]. Bias means the error on the training dataset,
and variance means the error on the testing dataset. . . . . . 16

2.3 Examples of shifted images on MNIST and predictions of MLP
in bottom of the images. Left: centered image (Original), mid-
dle: shifted to right, right: shifted to the top-left. MLP cannot
classify the shifted images anymore. Figures from [3] . . . . . 17

2.4 An example of convolutional neural network architecture, Lenet.
Figure from [64]. In this case, there are two convolutional lay-
ers, two max-pooling layers after each convolutional layers, and
one fully connected layer. . . . . . . . . . . . . . . . . . . . . . 18

3.1 An example of the overfitting decision boundary. The overfitted
decision boundary can easily create adversarial examples since
examples are very close to the boundary. . . . . . . . . . . . . 30

3.2 Results of the dropout experiments Left: The accuracies for the
network with dropout on the perturbed testing dataset. Right:
The errors for the networks with dropout and without dropout
(w/o DO) on the training and testing dataset after the training
for checking the overfitting levels on each model. . . . . . . . . 35

vii



3.3 Proportion (0 to 1) vs confidence level (0-100) for target classes
of adversarial examples on changing dropout probability exper-
iments (10 and 90 % probabilities). ε means the perturbation
level (in this case, 0.01, 0.13, and 0.25). Dropout probability of
90 % gradually changes confidence level from high to low while
increasing the perturbation level. However, obviously, the con-
fidence level for the probability of 10 % changes from high to
low compared with the confidence level for probability 90 %. . 36

3.4 Results of the L1 weight decay experiments: The accuracies
for the network with L1 weight decay on the perturbed testing
dataset. L1 weight decay - strong λ is helpful to defend the
networks against adversarial example, but excessive λ cannot
be helpful. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 Results of the L2 weight decay experiments: The accuracies
for the network with L2 weight decay on the perturbed testing
dataset. L2 weight decay - strong λ is helpful to defend the
networks against adversarial example. . . . . . . . . . . . . . . 38

3.6 Proportion (0 to 1) vs confidence level (0-100) for target classes
of adversarial examples on changing L1 λ experiments (λ =
1e-5 and 1e-1). At ε = 0.13, most of the confidence levels the
network with λ = 1e-5 are zeros. On the other hand, confidence
levels for λ = 1e-1 gradually change from high to low. . . . . . 39

3.7 Proportion (0 to 1) vs confidence level (0-100) for target classes
of adversarial examples on changing L2 λ experiments (λ =
1e-5 and 1e-1). At ε = 0.13, most of the confidence levels the
network with λ = 1e-5 are zeros. On the other hand, confidence
levels for λ = 1e-1 gradually change from high to low. . . . . . 40

3.8 Stochastic and deterministic binarized MLP accuracies (top)
and the differences in accuracy (bottom) between the training
and testing datasets (clean datasets) . . . . . . . . . . . . . . 42

3.9 Stochastic and deterministic binarized 1CNN accuracies (top)
and the differences in accuracy (bottom) between the training
and testing datasets (clean datasets) . . . . . . . . . . . . . . 43

3.10 Stochastic and deterministic binarized 2CNN accuracies (top)
and the differences in accuracy (bottom) between the training
and testing datasets (clean datasets) . . . . . . . . . . . . . . 44

viii



3.11 Proportion (0 to 1) vs confidence level (0-100) for target classes
on stochastic binarized and deterministic experiments for 1CNN.
DBN and STE 1CNN have very similar behaviors. Most of the
confidence levels at a lower ε are 100 %. while increasing ε, the
proportions for DBN and STE are divided into two, close to 0 or
100%, even at ε = 0.25. The proportions of the middle of confi-
dence levels are less. On the other hand, REINFORCE-1CNN
are most robust among all of the models. The proportions of
high confidence levels for REINFORCE gradually decrease but
not too much. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.12 Comparison of FGSM for CNN without any regularizations (up-
per) and CNN with L1 weight decay (λ = 1e-2) (lower). The
perturbations for CNN without any regularizations are well
spread on images. In contrast, the perturbations for CNN with
L1 are centered. . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.13 Comparison of FGSM (ε = 0.9) for CNN without any regural-
izations (upper) and with L1 weight decay (λ = 1e-2) (lower).
Left: The figure is 1. Center: The figure is 0. Right: The figure
is 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.1 Two architecture: CNN-BIN (a) and SGBN (b). . . . . . . . . 51

4.2 This illustrates the relationship between a gate module and a
convolutional layer. The activations of the gate module h are
converted stochastically into binary masks h (using the stochas-
tic binarized activation (1 or 0)). For this stochasticity, the hard
STE is used for calculating the gradient. These masks, in turn,
are multiplied pointwise with the weights w of a convolutional
layer f in the main network to produce new, masked filters w′.
The convolutional layer f then use w′ to convolve the image (or
incoming feature maps) to output o. . . . . . . . . . . . . . . . 52

4.3 The accuracies of six models on FGSM for MNIST. Also, the
best accuracies of BNN with PGD [34] are plotted on the pertur-
bation level ε = 0.1, 0.2, 0.3. Another model, BNN, is the 2 con-
volutional layer version of BNN (scaled, the first layer is a full
precision, and the second layer is binarized) and binarized dense
layers without PGD. The other model, SAP, is 2 layer convo-
lutional with stochastic activation pruning (SAP) and dense
layers (with stochastic binarized activation) [21] without any
adversarial training. . . . . . . . . . . . . . . . . . . . . . . . 57

ix



4.4 (a): The accuracies of SGBN, CNN-BIN, BNNs (determinis-
tic (DT) and stochastic (ST)), and SAP on the basic iterative
method (BIM) for MNIST. (b): The accuracies of SGBN, CNN-
BIN, BNN (DT and ST), and SAP on the iterative least-likely
class method (ILL) for the MNIST. Stochasticity (in weights,
activation, or both) seems to be particularly helpful against the
ILL-based examples. . . . . . . . . . . . . . . . . . . . . . . . 58

4.5 The accuracies of four models on FGSM for the CIFAR-10.
Note that some approaches, such as SAP, for example, were
originally applied on much larger networks than the ones used
for testing in this experiment. The accuracies here are 1.7±0.4,
2.3±0.3, 13.6±1.2, and 17.3 % at the highest perturbation level
for CNN, SAP, BNN, and SGBN, respectively.) . . . . . . . . 59

4.6 The accuracies of FGSM (ε = 0.3) transferred between models. 60

4.7 Examples of activations of the gate modules on the 1st layer of
SGBN. In the first column, there are images for inputs for the
networks. The 2nd through 7th column are outputs from the
gate modules on the clean MNIST (zeros are in black, and ones
are in white). The rest of the columns are activations of the 1st
layer of the SGBN. Upper: We picked random 5 filters, in this
case, filter number 7 to 12 of 32 filters. Bottom: We also picked
the same filters as the previous one. In this case, we feed the
same target but different examples to the model. Some of the
activations are similar to the previous ones, but the rest of the
activations have completely changed. . . . . . . . . . . . . . . 61

4.8 Examples of probabilities of activations (σ(a)) from the gate
module (1st layer) before they are binarized (scale is 0 to 1,
and the colors are blue to red). Examples are 1 and 9 from
upper panels of figure 4.7. . . . . . . . . . . . . . . . . . . . . 63

4.9 Histogram of probabilities of activations (σ(a)) from the gate
module (1st layer) before they are binarized (scale is 0 to 1).
Around 60% of the activations are close to 1, and around 40 %
are close to 0. . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.10 Examples of clean examples, perturbation, and perturbed ex-
amples on FGSM (ε = 0.3) for SGBN, BNN with PGD, SAP,
CNN-BIN, and CNN. . . . . . . . . . . . . . . . . . . . . . . . 65

4.11 `1 distance between the clean and perturbed images on each
perturbation level for each model. . . . . . . . . . . . . . . . . 66

x



4.12 Comparing two t-SNE results: clean dataset (a), adversarial
examples crafted by SGBN (b) and BNN with PGD (c). We
can see that adversarial examples crafted by BNN with PGD
changed a lot compared to adversarial examples crafted by SGBN. 67

4.13 The accuracies of SGBN (ST), the deterministic non-binarized
version of SGBN (DT), and CNN-BIN on the white-box attack. 68

4.14 The differences in accuracy between the training and testing
datasets (clean datasets) for SGBN (ST), the deterministic ver-
sion of SGBN (DT), and CNN-BIN. . . . . . . . . . . . . . . . 69

4.15 The accuracies of each model on FGSM attack crafted by SGBN
(ST) and SGBN (DT). When target and source models are the
same, it is the white-box attack. . . . . . . . . . . . . . . . . 70

4.16 The gradient variance for SGBN (a) are larger than SGBN (DT)
(b) and CNN-BIN (c). . . . . . . . . . . . . . . . . . . . . . . 71

4.17 Left: Training the dense layer which is added on the first gate
module. Right: Training the dense layer which is added on the
second gate module. . . . . . . . . . . . . . . . . . . . . . . . 73

4.18 The accuracies of the first and second gate modules, 2 layer
binarized synapses of SGBN, and 1 binarized synapse of SGBN. 74

4.19 The accuracies of CNN on FGSM crafted by SGBN (red), first
(blue), and second gate modules (green). . . . . . . . . . . . . 75

4.20 The gradient variances for SGBN (a) and 2nd-GM (c) are sim-
ilar and larger than 1st-GM (b). . . . . . . . . . . . . . . . . . 76

4.21 Each accuracy for SGBN with the stochastic binarized acti-
vation (red) vs SGBN with the rectified linear unit activation
(blue) on FGSM. . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.22 The accuracies of the original model (2W-SGBN) and SGBN
with the shared weights (1W-SGBN) on FGSM.) . . . . . . . 78

4.23 The accuracies of each model, 2 layer of SGBN (2W-SGBN), 2
layer of SGBN with the shared weights (1W-SGBN), the second
gate module (2W-2nd-GM), the second gate module with the
shared weights (1W-2nd-GM), the first gate module (2W-1st-
GM), and the first gate module with the shared weights (1W-
1st-GM). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.24 The activations of the gate modules are saved and randomly
shuffled for testing the model on the black-box attacks. . . . . 81

xi



4.25 Plotting the training and testing targets on the toy experiment. 83

4.26 The original SGBN. A gate module learns which specific weights
on the filter should be turned on or off by the image and weights.
The weights from the convolutional layer will be used as input
for the gate module. The weight inputs will be concatenated
on the original input. . . . . . . . . . . . . . . . . . . . . . . 85

4.27 Experimental results on testing data for MLP (WOWGM), SGBN
With the weight input for stochastic binarized and determinis-
tic non-binarized activations (GM ST and GM DT), and SGBN
without the weight input for stochastic binarized and determin-
istic non-binarized activations (GMWOW ST and GMWOW DT)).
These results are the best results among 30 training from scratch.
Blue dots are predictions of each model, and red dots are targets. 86

4.28 The learning curves for each model, MLP without gate mod-
ule (WOGM), stochastic binarized activation gate module with
the weight inputs (GM ST), deterministic non-binarized acti-
vation gate module with the weight inputs (GM DT), stochas-
tic binarized activation gate module without the weight in-
puts (GMWOW ST), and deterministic non-binarized activa-
tion gate module without the weight inputs (GMWOW DT)
on the toy experiment. These results are averaged over 30 runs
for the models trained from scratch. . . . . . . . . . . . . . . 86

4.29 Comparison of the logistic activation function values for GM ST
and GMWOW ST. The first row is the histograms for 0 itera-
tion, the second row is the histograms for 1000 iterations, the
third is the histograms for 3000 iterations, and the last one is
the histograms for 5000 iterations. . . . . . . . . . . . . . . . . 88

4.30 Results with the output of the stochastic binarized gate modules
with and without the weight inputs. These results are corre-
sponding to GM ST and GMWOW ST) on figure 4.27. Blue
and red dots describe one of the weights for hidden to output
layer will be used, and grey dots describe both weights for hid-
den to output layer are used. . . . . . . . . . . . . . . . . . . . 89

4.31 Results for the output of the deterministic non-binarized gate
modules with and without the weight inputs. These results are
corresponding to GM DT and GMWOW DT on figure 4.27. p1
is outputs of the logistic function on the gate module for one
of the two weights, p2 is for the other one. Both deterministic
gate modules are very dynamic to the inputs. . . . . . . . . . 89

xii



A.1 Proportion (0 to 1) vs confidence level (0-100) for target classes
of adversarial examples on changing dropout probability exper-
iments (without any regularizations, 10, 50, and 90 % probabil-
ities). ε means perturbation level (0.01 to 0.25). Proportion 0
means none of the examples, and 1 means all of the examples.
Also, Confidence level 0 means 0 % confidence for the target
class, and 100 means 100 % confidence for the target class. . . 110

A.2 Proportion (0 to 1) vs confidence level (0-100) for target classes
of adversarial examples on changing L1 λ experiments (without
any regularizations, λ = 1e− 5, 1e− 2, 1e− 1). The confidence
levels for W/O any regularizations and λ = 1e− 5 change very
similarly. At ε = 0.15, most of both confidence levels are zeros.
On the other hand, confidence levels for λ = 1e − 2, 1e − 1
gradually change from high to low. . . . . . . . . . . . . . . . 111

A.3 Proportion (0 to 1) vs confidence level (0-100) for target classes
of adversarial examples on changing L2 λ experiments (without
any regularizations, λ = 1e − 5, 1e − 2, 1e − 1). These results
are similar to L1. The high λ gradually change the confidence
levels from high to lower, but the lower change the confidence
levels rapidly. . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

A.4 Proportion (0 to 1) vs confidence level (0-100) for target classes
on stochastic and deterministic binarized neuron experiments
for MLP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

A.5 Proportion (0 to 1) vs confidence level (0-100) for target classes
on stochastic and deterministic binarized neuron experiments
for 1CNN. DBN and ST 1CNNs have very similar behaviors.
Most of the confidence levels at a lower ε are 100 %. while
increasing ε, the proportions for DBN and ST are divided into
two, close to 0 or 100%, even at ε = 0.25. The proportions
of the middle of confidence levels are less. On the other hand,
REINFORCE-1CNN are most robust among the models. The
proportions of high confidence levels for REINFORCE gradu-
ally decrease but not too much. . . . . . . . . . . . . . . . . . 114

A.6 Proportion (0 to 1) vs confidence level (0-100) for target classes
on stochastic and deterministic binarized neuron experiments
for 2CNN. Similar to 1CNN result, DBN and ST 2CNNs are
very similar behaviors. The proportions for REINFORCE at
high confidence levels are more robust than the others in this
experiment too. . . . . . . . . . . . . . . . . . . . . . . . . . . 115

xiii



B.1 Histogram of probabilities of activations (σ(a)) from the gate
module (2nd layer) before they are binarized (scale is 0 to 1).
Around 50% of the activations are close to 1, and around 50 %
are close to 0. . . . . . . . . . . . . . . . . . . . . . . . . . . 116

C.1 The differences in accuracy between the training and testing
MNIST datasets (clean datasets) for SGBN and SGBN with
relu activation . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

D.1 An adversarial example crafted by the first gate module. . . . 118

D.2 An adversarial example crafted by the second gate module. . . 118

D.3 The accuracies of CNN-BIN on FGSM crafted by SGBN (red),
the first (blue), and the second gate modules (green). . . . . . 119

D.4 The accuracies of SAP on FGSM crafted by SGBN (red), the
first (blue), and the second gate modules (green). . . . . . . . 119

D.5 The accuracies of BNN with PGD on FGSM crafted by SGBN
(red), the first (blue), and the second gate modules (green). . . 120

xiv



Abstract

Adding small perturbations to test images can drastically change the classification

accuracy of machine learning models. These perturbed examples are called adversarial

examples [108]. Studying these examples may shed light on the learned structure in

the network, as well as on the potential security threat that they pose for practical

machine learning applications [63]. Furthermore, since human observers can be fooled

by adversarial examples [25], this study may aid in preventing the manipulation of

human observers’ reactions.

In this thesis, at first, we focus on gaining an understanding of the cause of ad-

versarial examples. We argue, adding to the view of Galloway et al., that overfitting

is a factor of adversarial examples, while the other researchers found the cause of

adversarial examples is not related to overfitting. To make this argument, we include

two directions in our study, the first is to evaluate several standard regularization

techniques with adversarial attacks, and the second is to evaluate stochastic bina-

rized neural networks on adversarial examples. We report that strong regularizations

including stochastic binarized neural networks do not only improve overfitting but

also help the networks in fighting against adversarial attacks.

Furthermore, we introduce a model called the Stochastic-Gated Partially Binarized

Network (SGBN), which incorporates binarization and input-dependent stochastic-

ity. In particular, a gate module learns the probability that individual weights in

corresponding convolutional filters should be masked (turned on or off). The gate

module itself consists of a shallow convolutional neural network, and its sigmoid out-

puts are stochastically binarized and pointwise multiplied with corresponding filters

in the convolutional layer of the main network. We test and compare our model with

several related approaches on both white- and black-box attacks, and to try to gain

an understanding of our model, we visualize activations of some of the gating network

outputs and their corresponding filters. Moreover, we apply a simple version of SGBN

to a toy experiment to gain an understanding of how changeable the activations of

the gate modules may be.
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Chapter 1

Introduction

1.1 Overview

Machine learning was defined by Arthur L. Samuel [97] as a “field of study that gives

computers the ability to learn without being explicitly programmed.” More formally,

Tom M. Mitchell [72] defined machine learning as “a computer program is said to learn

from experience E with respect to some class of tasks T and performance measure P,

if its performance at tasks in T, as measured by P, improves with experience E.”

A machine learning model learns from training examples to improve predictions on

unseen examples without hard-coded solutions.

Machine Learning algorithms tend to be divided into three categories: Supervised

learning, unsupervised learning, and reinforcement learning. In supervised learning,

there are inputs and labels of the inputs. The supervised machine learning model takes

the inputs and makes predictions. The errors calculated between the predictions and

the labels are used to train the model. The goal of supervised learning is to learn a

function that maps inputs to the desired outputs (labels). In unsupervised learning,

there is input data, but no accompanying labels. An unsupervised learning model

learns the patterns of the inputs or structure within the inputs. In reinforcement

learning, an agent learns how to take an action to maximize the cumulative rewards

in the environment.

There have been many successful attempts to apply supervised learning models,

especially neural networks, to problems such as camera relocalization [55, 54, 17],

object detection [91, 92], video classification [53, 112, 122, 71], language translation

[106, 8], and speech recognition [45, 38]. One well-studied and advanced application of

supervised learning is image processing with neural networks [59, 101, 107, 41, 42]. For

instance, VGG [101] and GoogleNet [107], which represent very deep neural networks,

have been applied to solve image classification problems. These models successfully

improved the classification accuracies on large image datasets such as ImageNet [20].
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Figure 1.1: Adversarial examples crafted by evolutionary algorithms. Figure from
[79]. Deep learning model classified these images as king penguin, starfish, baseball,
and electric guitar.

However, these successful models for the image classification problem are limited

when small perturbations are added to the images. In 2014, Szegedy et al. [108]

and Biggio et al. [10] found that adding small, well-crafted perturbations to images,

creating what they call adversarial examples, cause the images to be misclassified

by machine learning classifiers. Adversarial examples are mostly imperceptible to

humans, but they are significantly harmful to machine learning classifiers [121]. In

addition, Nguyen et al. [79] proposed adversarial attacks that craft adversarial exam-

ples by using evolutionary algorithms, which humans cannot recognize (figure 1.1).

These examples fool deep neural networks with a high confidence level. Even though

well-trained deep neural networks achieve high levels of accuracy on testing datasets,

it is still difficult for the models to defend against adversarial examples. Recently,

researchers found that the adversarial attack is not only a problem for image clas-

sification, but also for object detection [118], voice recognition [12, 102, 123], and

question answering [52]. Furthermore, this problem is not limited to machines - it

can also negatively impact human behaviour. Recently, Elsayed et al. [25] showed

that time-limited human observers can be fooled by adversarial examples.

The cause of this problem has been debated, and several hypotheses have been

suggested. A well-known explanation for adversarial examples is the linear hypothesis

[37]. According to this hypothesis, the reason for adversarial examples in neural

networks, even deep neural networks, is that the models are “too linear” (a small

perturbation can grow linearly with the dimension of the parameter size) including

activation units that are piecewise linear such as rectifier units or sigmoidal units.
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Another hypothesis is that the cause of adversarial examples is related to over-

fitting. Overfitting is defined as a model that learns a function which is too closely

fit to a training dataset causing the model to possibly fail to classify unseen or test

data correctly. Although some studies show that the detrimental effect of adversarial

examples is not related to overfitting [108, 37], Galloway et al. [35] have shown re-

cently that limiting overfitting does increase the accuracy of machine learning models

presented with adversarial examples. Thus, it is not clear that overfitting is unrelated

to the cause of adversarial examples.

Another hint that overfitting might indeed be an important element of successful

adversarial attacks is that binarized neural networks improve their accuracies in the

face of adversarial examples as well. Binarized neurons are well studied as a form

of regularization [44, 9, 18]. Galloway et al. [34] demonstrated the effectiveness of

binary neural networks (BNN), whose weights and activations are constrained to

1 or -1, against adversarial examples. BNN improve the robustness against some

adversarial examples when using the projected gradient descent (PGD) technique of

Madry et al. [70].

Moreover, Dhillon et al. [21] recently showed that activation nodes can be dropped

out using stochastic masking at each layer of the network during forward propagation

to improve accuracy against adversarial examples. Stochastic masking of activations

is another form of regularization that can help achieve some robustness against ad-

versarial examples [114].

1.2 Focus of thesis

Adversarial attacks are categorized into two classes, white-box attacks and black-box

attacks. White-box attacks [108, 37, 86, 78, 13, 77] use a model’s own gradient to

craft adversarial examples. This means that the attacker needs to know information

about the model. On the other hand, black-box attacks [84, 85, 14, 23, 105] are

attacker models that can only access the inputs and outputs of a defender model, but

the attacker models do not know the architecture of the defender model.

In this dissertation, the focus of our study is on defending neural networks against

both white-box and black-box attacks, and we introduce a learning model to increase

the robustness of the neural networks. Previous studies [34, 21] show that binarization
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(a) Original image (b) Perturbation (c) Perturbed image

Figure 1.2: An example of adversarial examples. One layer convolutional neural
network classifies this original image (a) as 3 with 100% confidence. However, after
adding the well-crafted perturbation (the fast gradient sign method) to the image,
the network classifies the perturbed image (c) as 5 with 100% confidence.

and stochasticity help to defend the networks against adversarial examples. We com-

bine the strength of binarization and stochasticity to our model to create an extremely

robust mechanism against white-box attacks. In addition, we check our model’s ro-

bustness against black-box attacks and find that our model is more resilient than the

other binarized models and stochastic models. Our model is called Stochastic-Gated

Partially Binarized Network (SGBN). SGBN model has one or more gate modules

learn which weights of the main network should be turned on or off. This turning

on and off of the weights depends on the input and can be considered a regularizer.

We visualize the gate module activations that turn the weights of the main networks

on and off in order to gain an understanding of our model. Furthermore, we discuss

what the gate module learns. Besides comparing our model to the other binarized

and stochastic models in standard datasets, we apply a simple version of SGBN to a

toy experiment to gain a basic understanding of the mechanism. In this experiment,

we compare a conventional SGBN without the weight inputs and one that has the

weight inputs for the gate modules. The model with the weight inputs is the original

model of SGBN. The result of this experiment shows that the performances of SGBN

with and without the weight inputs are very similar, but SGBN without the weight

learns the targets faster than SGBN with the weight inputs.
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1.3 Overview of adversarial methods

There are many studies on adversarial attacks with different methods. Here, we

discuss, several areas of methods to outline. First, we discuss different adversarial

attacks and defense methods. Then, we briefly review relations with the physical

world and the cause of adversarial examples.

1.3.1 Adversarial attacks

The first study showing adversarial examples is that of Szegedy et al., published

in 2014 [108]. The authors generate small perturbations to images for an image

classification task, and the classifiers are fooled by the perturbed images with high

probability. One of the attacks in the study, L-BFGS, is found by minimizing its `2

norm distortion. L-BFGS aims to find the perturbation r that minimize:

c|r|+ loss(x + r, t) subject to x + r ∈ [0, 1]m, (1.1)

where c is a minimum constant and t is a target class. Linear search is used to find

the minimum constant c where c > 0 until an adversary is found. This method is

time-consuming and impractical. Instead of this method, subsequent research uses

the fast gradient sign method (FGSM) [37] as a baseline. This method uses the sign

of the gradient of the loss with respect to an input to craft a perturbation, and this

perturbation is added to the input with a small step size. This method is a step

away (with the small step size) from the direction of the gradient which classifies

the input x as a target y. This method is straightforward to compute, and strong

perturbation levels are possible. Papernot et al. [86] also implement an adversarial

attack called Jacobian-based saliency map attack (JSMA). L-BFGS and FGSM that

are methods to add perturbations to a whole input, but the goal of JSMA attack is

to modify a few pixels in an input for a model to misclassify the input. With JSMA,

it is computationally expensive to calculate a saliency map that gives an indication

of which features have more effects on misclassification if perturbed [93].

The above-mentioned attacks are single gradient-step attacks. The single gradient-

step attacks might not be strong enough to fool machine learning models. Instead

of adding small perturbations to an image in a single step, iterative methods add
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perturbations to an image over a loop. These methods can craft stronger attacks

than the single-step attacks. One iterative method, the basic iterative method (BIM)

[63], iteratively applies FGSM multiple times with a smaller step size to an image.

Another method is to iteratively apply FGSM multiple times with a smaller step size

to an image, but using the least-likely class predicted by the network as a target class.

This is called the iterative least-likely class method (ILL) [63]. This method iteratively

adds small perturbations to an image, and the perturbed images are classified as the

class which is the lowest confidence level in a prediction of a model on the clean

image. All of the above methods are also used for black-box attacks. One model crafts

adversarial examples using any of these methods, and these adversarial examples often

fool other models [108, 111].

1.3.2 Defending against adversarial examples

There have been studies on how to defend neural networks against adversarial ex-

amples. One of the early studies on defending against adversarial examples is on

adversarial training [37, 62]. Adversarial training is a method to train a model on a

training dataset with adversarial examples. One of the popular adversarial training

methods is the projected gradient method (PGD) introduced by Madry et al. [70].

The PGD uses an iterative method to craft adversarial examples to train a model,

and the authors show that PGD is robust against both white- and black-box attacks.

Tramer et al. [111] introduce another type of adversarial training called the ensemble

adversarial training. The idea is to train a pre-trained model on not only adversarial

examples crafted by the pre-trained model, but also adversarial examples crafted by

other models, which are pre-trained separately from the main network in order to

avoid overfitting to the main network’s specific perturbations. This training improves

the network performances on both white- and black-box attacks.

Another approach of defending methods is defensive distillation [87, 82, 83]. Dis-

tillation is originally studied for reducing a size of neural networks by transferring the

knowledge from a large network to a small network [46]. Defensive distillation reduces

a model’s sensitivity against small adversarial perturbations, making it difficult for

attackers to craft effective adversarial perturbations.
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Binarized neurons improve the resilience of neural networks against adversarial ex-

amples. For example, Galloway et al. [34] show that binary neural networks (weights

and activations are constrained to -1 or 1) with PGD are very robust against adver-

sarial examples. These defensive distillation and binary neural networks are known

as gradient masking models [85]. The gradient masking models do not have useful

gradients to craft gradient-based adversarial attacks. For example, binary neural

networks constrain weights and activations to +1 or -1 stochastically or determinis-

tically. These binarized functions are not differentiable, and the gradients of these

functions are estimated by the gradient estimator [9]. Thus, they do not provide use-

ful gradients for crafting adversarial examples. Another example of gradient masking

is applying dropout [104] during training and testing time [114]. When crafting ad-

versarial examples, the gradient of the dropout model will be returned, but some of

the nodes are stochastically dropped out.

Athalye et al. [6] define obfuscated gradients as a special case of gradient masking.

There are three types of obfuscated gradients. One is shattered gradients that do not

exist or are incorrect because models use defenses which are non-differentiable or

cause gradients to be non-existing or incorrect such as the input transformation [40].

Another type of obfuscated gradients is stochastic gradients depending on testing

time randomness [21] and randomization layers [117]. One of the stochastic gradient

methods, stochastic activation pruning (SAP) [21], prunes a subset of the activations

stochastically. This stochasticity improves an accuracy on adversarial examples. The

third type is vanishing/exploding gradients that are often caused by defenses that

consist of multiple iterations of neural network evaluation. For example, a classifier

f(g(x)) where g(·) is a optimization loop to transform a input x to a new input x̂.

Differentiation through this optimization loop yields exploding or vanishing gradients.

This happens in very deep computation such as Defense-GAN [96].

1.3.3 Adversarial examples in the real world

Adversarial examples can be applied to the physical world [121]. For most of the

studies of adversarial examples, adversarial examples are directly fed into models to

misclassify them. However, in the real world, we often use cameras or sensors to
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collect the data, as opposed to directly feeding the images to the models. Kurakin

et al. [63] study whether adversarial images, obtained from a cell phone, could fool a

neural network. They find that adversarial examples are misclassified by the neural

network. In addition, a study by Evtimov et al. shows that perturbed traffic sign

images such as a stop sign can fool neural networks [27].

1.3.4 The cause of adversarial examples

The cause of adversarial examples has been debated. Szegedy et al. [108] show that

adversarial examples crafted by one model are misclassified by other models trained

from scratch with different hyper-parameters, and the other models trained from

scratch on a disjoint training dataset. From these observations, the authors suggest

that adversarial sensitivity is not a problem of overfitting. Instead, Goodfellow et

al. [37] introduce the linear hypothesis as the cause of adversarial examples. Their

explanations is, even a linear model, does not overfit, misclassify adversarial examples.

Instead of overfitting, the linear hypothesis is explained by the dot product of a weight

vector and adversarial example:

wT x̃ = wTx+ wTγ, (1.2)

x̃ = x+ γ, (1.3)

where γ is an adversarial perturbation, and x̃ is an adversarial example. This

perturbation γ is increased linearly by wTγ. When x and γ are very high dimensional,

the summation of small changes of the γ will lead to a huge change of the input.

The other hypothesis should be seen when the network is poorly generalized or

overfitting [109, 35, 98, 33]. Tanay et al. [109] point out that the linear hypothesis is

not sufficient to explain the cause of adversarial examples. The authors explain that

the ratio of the perturbation respective to the input does not change even though

the dimension of the input increases. The authors introduce a new hypothesis that

is related to tilting a classification boundary. When a model learns a classification

boundary which lies close to a sub-manifold of a class and is tilted with respect to the

manifold, adversarial examples are obtained by adding perturbations to the manifold

until the perturbed data crosses the boundary. Moreover, when the classification
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boundary is slightly tilted, the distance between the data and the boundary is very

close, and this can lead to strong adversarial examples that are almost not perceptible

by humans because the data point is very close to the original data point. The

authors argue that this occurs along directions of low variance in the data, and this

can be considered an effect of overfitting which is mitigated by varying regularization

methods. Galloway et al. [35] find that mitigating overfitting of neural networks

improves the robustness on adversarial examples. Another study by Galloway et

al. [33] applied two neural networks, one with adversarial training on FGSM, while

the other was with L2 weight decay, to FGSM and non-FGSM attacks on a logistic

regression task. The authors find that the adversarially trained network on FGSM is

robust against FGSM but not the non-FGSM attack. On the other hand, the network

with L2 weight decay is reasonably robust against both of the attacks. Galloway et

al. show that overfitting to one type of perturbation might lead the network to be

weak against other attacks, while the weight decay has a beneficial effect in defending

against both of FGSM and the non-FGSM attacks. Schmidt et al. [98] find that a

classification model must generalize, and the number of samples is needed to achieve

the robustness against adversarial examples. Furthermore, Elsayed et al. [24] propose

a regularization technique, specifically, a new form of the loss function, to enforce a

large margin that is a large distance from the decision boundary. The authors discuss

that benefits of the large margin classifiers are better generalization and robustness

to input perturbations. This means that even if small perturbations are added to

the inputs, these perturbations cannot easily flip the predicted labels of the models.

Applying the proposal of Elsayed et al. of regularization to deep neural networks

improves the robustness of the networks against both white- and black-box attacks

compared with the standard cross-entropy loss.

1.4 Contributions of studying adversarial examples and this thesis

Adversarial examples crafted by one machine learning model often mimic other mod-

els. However, a recent study by Elsayed et al. [25] shows that time-limited human

observers can be deceived by adversarial examples crafted by machine learning mod-

els. Studying adversarial examples may shed light on the learned structure in the

network, as well as on the potential security threats that they pose for practical
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machine learning applications [63]. Since human observers can be fooled by these

examples, the study of adversarial examples is also important for avoiding the ma-

nipulation of a human observer’s reactions to, for example, a picture of a politician,

which could be manipulated by machine learning models in an untrustworthy way

[25].

In this thesis, our contribution is twofold. First, motivated by the study of Gal-

loway et al. [35] into whether or not the cause of adversarial examples is related to

overfitting, we investigate the use of regularization methods such as dropout, weight

decay, and binarized neurons to mitigate overfitting for each neural network and to

see how the regularization changes network performance against adversarial examples.

We find that regularizations, especially strong ones, drastically improve accuracies on

adversarial examples.

The second contribution we make is to introduce a new gradient masking ap-

proach that is more robust against both white- and black-box attacks compared with

the other gradient masking approaches. This is based on combining two forms of

regularization, binarization and stochasticity. We argue that robustness is due to two

reasons: The first reason for robustness against white-box attacks is that our model’s

gradient masking approach creates weak perturbations that are easily classified by

even an undefended model. The second reason is that the stochasticity introduced

by turning the weights on and off results in the ability to ignore some perturbations

on the weight level, and this helps to defend our model against black-box attacks.

This specific form of turning the weights on and off is not purely random but instead

learned. Note that our model does not use adversarial training to improve robustness.

1.5 Stochastic-gated partially binarized network - A general overview

We investigate a partially binarized neural network whose weights are stochastically

masked depending on each input. This model’s weights are masked using the gate

module. A general view of this model is depicted in figure 1.3. In this figure, the model

without the gate module(s) is a conventional neural network with a hidden layer(s).

What the gate module does is to mask the weights of the main network depending

on the input. This gate module’s activations are stochastically binarized, and the

activations are used to mask the weights of the main network. The gate module is



11

Figure 1.3: A general view of a stochastic-gated partially binarized network model.

jointly trained with the main network on a training dataset. The stochastic part of the

gate module is not differentiable. For this reason, one type of gradient estimators, the

straight-through estimator (STE) [9], is used for calculating the gradient. Since the

stochastic part of the gate module is non-differentiable, SGBN is one type of gradient

masking approaches. One of the benefits for SGBN is that it does not greatly reduce

the performance on a clean testing dataset.

The difference between our model and the other binarized neural networks is the

types of binarization. For instance, the weights and or or activations for binary neural

networks such as [18, 19, 50, 90, 124, 110, 5] are binarized to +1 and -1. On the other

hand, for our model, SGBN, the activations of the gate module are binarized to 1 to

0 to mask the main network’s weights which are constrained to real values and zeros.

In our model, each input for the gate module changes the activations of the gate

module. This means the weight of the main network will be changed by each of the

inputs. This weight level masking or gating is analogous to activity in the human

brain. Synapses on a single neuron often display widely varying neurotransmitter

release probabilities [43, 94, 48, 22, 26].
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1.6 Thesis outline

In this work, we aim to introduce a model of what we have applied to various types

of adversarial attacks. First, we will discuss some basic concepts very briefly in three

sections: Neural Networks, Binarized Neural Networks and Estimating Gradients,

and Adversarial Examples and Training. In the section on binarized neural networks

and estimating gradients, we explain binarized neurons with the straight-through es-

timations. In the section on adversarial examples and training, three adversarial at-

tacks, two adversary distortion measurements, and adversarial training are explained.

Thereafter, in Chapter 3, we applied basic regularizations to shallow networks to mit-

igate the overfitting. This study connects to the next chapter (Chapter 4) to propose

a new model, stochastic-gated partially binarized network for adversarial examples.

In this chapter, we report the performance of SGBN compared with the other gra-

dient masking approaches on the FGSM, two iterative methods on the MNIST, and

the FGSM on CIFAR-10. The black-box attack (FGSM) on MNIST are also exam-

ined. The parameter setting and environment of experiments will be explained in the

chapter. Finally, we conclude with an outlook to future works in Chapter 5.



Chapter 2

Basic concepts

In this chapter, we first talk about the basic concept of supervised learning. Then

neural networks, binarized neural networks with gradient estimators, adversarial ex-

amples and adversarial training, and two adversary distortion measurements will be

discussed.

2.1 Supervised Learning

The goal of supervised learning is to learn a function that maps an input to a desired

output. After training, a supervised learning model is used to predict the output of

unseen data. There are two tasks in supervised learning. One is classification, and the

other one is regression. The classification task is to learn the output of a discrete label.

For the regression task, the model learns the output, which is a numerical continuous

value. One method to train supervised learning models is to use gradient descent

to minimize a loss function. To minimize the loss function, the partial derivative of

the loss function with respect to each parameter or weight will be calculated. This

derivative is used for updating each weight w as follows:

wn = wn − α
∂Loss

∂wn
, (2.1)

where α is a step size or learning rate, and n is an index for the weights.

2.2 Neural networks

A neural network (NN) is a biologically inspired algorithm [120] used to solve many

problems. There are several types of NNs, including feedforward neural networks and

convolutional neural networks. We will discuss here feedforward neural networks and

convolutional neural networks briefly.

13
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2.2.1 Feedfoward neural networks

A feedforward neural network (FNN) is frequently used to solve various problems. We

discuss two of the simplest models: The perceptron and the multilayer perceptron.

(a) A perceptron: An example of Feedforward Neural networks. Multiplication of inputs
and weights will be the output of the network.

(b) A multilayer perceptron: An example of Feedforward Neural networks. Between the
input and output layers, there is a hidden layer(s) to learn a more complicated (non-linear)
function than a simple (linear) function.

The simplest FNN is a perceptron network, as pictured in figure 2.1a. In this case,

the sum of the products of the weights and inputs is directly calculated to produce

the output, and the information moves from the input layer to the output layer.

The weights and output node model the synapse and neurons in a biological brain,

and these weights establish the strength of the connection between nodes. This is

described with a weight wi and an input xi by

y =
∑
i

xiwi, (2.2)
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where y is the output of the perceptron. The perceptron can learn only a linear

function (y = ax + b). This means the network cannot learn a non-linear function

(such as y = ax+cx2+b) to solve more complicated functions than the linear function.

A multilayer perceptron (MLP) (figure 2.1b) can solve this problem, that consists

of at least two layers; one or more hidden layers and an output layer. Similar to a

perceptron, the information in the network moves forward to the output layer through

the hidden layer from the input. This hidden layer is helpful to learn the non-linear

function to solve the problem which the perceptron has. The outputs in each layer are

also produced by equation 2.2 and applied to an activation function which transforms

the input to the non-linear output. An activation function can be sigmoid, tanh,

rectified linear unit, or others.

There are several proposals for how to train the FNN. One of them is the gradient

descent algorithm. To compute the gradient of the network outputs with respect to

all weights in the network, there is a method called backpropagation (BP) [95]. A

loss function, for example, mean square error or cross-entropy, is used to calculate

the error between the desired output and the output of the network. Then, this error

back-propagates through the networks to update the weights using BP.

Training NNs on a small dataset may cause overfitting [100]. Overfitting is de-

fined as a model which is too closely fit to training dataset. There are reasons why

overfitting happens to the model. First one is the training dataset that does not have

enough examples. Second one is a model has many parameters. The last one is a

model is too complex. The model is only good on the training dataset but not on an

unseen or a testing dataset. Also, underfitting may happen when a model is too sim-

ple and not well-suited to both the training dataset and the testing dataset. These

are depicted in Figure 2.2. A good model performs well not only on the training

dataset but also on the testing dataset.

2.2.2 Neural networks in image classification

One well-studied and advanced application of neural networks is image classification.

Image classification is the processing of taking an image input and predicting the

target class of the image [1]. Recently, most of applications for image classification is

with the convolutional neural network (CNN), so why is CNN more often applied to
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Figure 2.2: Examples of underfitting, generalized well, and overfitting. The figure is
from [89]. Bias means the error on the training dataset, and variance means the error
on the testing dataset.

image classification than a multilayer perceptron (MLP)?

MLP is very useful for tabular datasets such as CSV and spreed sheet files with

fixed features in specific cells of a table. However, there are two problems for ap-

plying MLP to image classification. One of the problems of MLP is weight sizes are

depending on dimensionality of images. For example, if an image of MNIST dataset

[65] is 28 × 28 × 1 (greyscale) = 784 pixels, and there are 10 nodes in a hidden layer,

total number of weights from an input to a hidden layer will be 7840. This is still

manageable. However, if an image higher dimensions than MNIST such as 128 × 128

× 3 (RGB) = 49152 pixels, and there are 10 nodes in a hidden layer, total number of

weights from an input to a hidden layer will be 491520. This means a huge number of

weights are required for training neural networks. The other problem of MLP is not

translation-invariant. MLP reacts differently to images when the images are shifted.

For instance, after we train a simple MLP on MNIST and shift an image of number

to the top-left (Figures in 2.3), the MLP misclassifies the image.

CNN solves these problems inherent in MLPs. CNN has an ability to extract in-

ternal representations of two-dimensional images using smaller weight sizes (or kernel

sizes) [4]. The size of the weights for CNN is M × N squares, and these M and N are

smaller than the images. These weights are shared by all nodes in a feature map. This

is called weight sharing. Furthermore, CNN is translation-invariant through a sliding

kernel that builds in shift-invariance of higher-level features such as edges anywhere

in images.

In our study, we implemented our proposed model based on CNN for image clas-

sification, specifically adversarial examples. However, our model might be also useful

to natural language processing and tabular datasets since our model use stochastic
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Figure 2.3: Examples of shifted images on MNIST and predictions of MLP in bottom
of the images. Left: centered image (Original), middle: shifted to right, right: shifted
to the top-left. MLP cannot classify the shifted images anymore. Figures from [3]

masking for the weights. This stochastic masking might ignore some unrelated fea-

tures of inputs to improve the performance for models. We will discuss this stochastic

masking that ignores some perturbations on adversarial examples, and it helps our

model’s robustness.

In the next subsection, we will discuss convolutional neural networks in detail.

2.2.3 Convolutional neural networks

One variant of a FNN is the convolutional neural network (CNN) [64, 59, 2]. The

traditional FNN receives inputs and transforms them through a series of hidden layers.

These hidden layers are sets of neurons, where each neuron is fully connected to all

of the neurons in the previous layer. However, these connections in each layer are

not shared. A convolutional layer replaces the dense to sparse interactions (or sparse

connectivity of weights) using smaller filters than inputs. The shared filters look at

only a small region in the inputs and move from the left and right spatially in the

inputs. Usually, these filters are M × N squares, and these M and N are smaller than

the inputs’ width and height. These small filters are used to detect specific features

or patterns of inputs such as edges and are used to convolve across the widths and

heights of the inputs and compute dot products between the filters and inputs at any

positions. This could be described as follows:
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Figure 2.4: An example of convolutional neural network architecture, Lenet. Figure
from [64]. In this case, there are two convolutional layers, two max-pooling layers
after each convolutional layers, and one fully connected layer.

yi,m,n = f(
∑
j

∑
q

∑
r

xj,m+q,n+rwi,j,q,r + bi), (2.3)

where i and j are indices for the channels of the outputs and inputs, respectively.

Also, m and n are the locations of images in 2-dimensional coordinate, and q and

r are indices for the locations for the filters in 2-dimensional coordinate. These

filters can be much smaller than the inputs, which reduces the number of parameters

compared with an MLP. The convolutional layer produces 2-dimensional activation

maps, which are passed to a next layer in CNN. A CNN is usually comprised of one or

more convolutional layers and followed by one or more fully connected layers. Also,

there are filters in each convolutional layer to extract many kinds of features at spatial

locations. These architectures help CNN to detect local features and global features

of objects. For the local features, the filters detect many local features in positions

with a large variety of poses. For the global features, many layers achieve high-level

representation using each layer that detects the local features.

Pooling

Another key feature of a CNN which is used to help the detection of features is

pooling. Pooling operators subsample the representation. Pooling layers are usually

added after each convolutional layer. These pooling layers replace the outputs of the

convolutional layers at certain locations with a summary of the nearby outputs. For

example, max-pooling layers take maximum values of certain locations of convolved

images. This means the images are subsampled by only considering the maximum

feature represented by the filters in the locations. The locations span outputs of the
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convolutional layers, and in the simplest case are non-overlapping. The most common

pooling layers are max-pooling with filters of size 2 × 2 applied with a stride of 2

downsamples. This reduces the widths and heights of the inputs to the half. This

reduction is crucial for object recognition, especially large image recognition. The

reduction reduces the parameter sizes and computation time.

Batch normalization

One of the techniques used to accelerate training a CNN is batch normalization [51].

The normalization layer is usually inserted after an activation function to make each

dimension of activation outputs unit Gaussian [66]. To apply batch normalization to

each layer, mini-batch mean µB and variance σB are calculated as follows:

µB ←
1

m

m∑
i=1

xi, (2.4)

σ2
B ←

1

m

m∑
i=1

(xi − µB), (2.5)

where m is a mini-batch size and i is an index for the mini-batch. These µB

and σB are used to normalize the input of this normalization layer and to make each

dimension of the input unit Gaussian:

x̂i ←
xi − µB√
σ2
B + ε

, (2.6)

where ε is a small float number to avoid dividing by zero. There are learnable pa-

rameters γ and β of batch normalization. These parameters are used to scale and

shift the input if the network does not want zero-mean and unit-variance, and allows

the network to recover the raw input or the identity mapping if the raw input scale

is useful. These γ and β are used as follows:

yi ← γx̂i + β, (2.7)

where y is an output in the batch normalization layer. Usually, a higher learning rate

causes exploding or vanishing the gradients. The gradients for outlier activations with

the higher learning rate may explode or vanish. Since batch normalization reduces

these outlier activations, the higher learning rate can be used for faster convergence.
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Dropout

When there is not enough training data for a model, overfitting might happen. To

avoid this problem, dropout [104] is often used for models, especially dense layers for

deep convolutional neural networks. This technique drops out nodes on each layer

with uniform probability, and this is mostly applied to the networks during training

but not testing.

Dropout probability is most often set to a constant, but this dropout probability

can be learned and changed depending on inputs, which has some relevance with

respect to our work. Ba et al. [7] propose this learnable and changeable dropout

called adaptive dropout. This adaptive dropout jointly trains a neural network with

a binary belief network that learns the probability. This learnable probability is

described as:

P (mj = 1|ai : i < j) = f(
∑
i:i<j

wj,iai), (2.8)

where a is an input for a layer, m is a binary variable to be used for dropping out

or not, and w is weights for the layer. In this case, i and j are layer indices. For

the standard dropout, this m is set to 0.5. This probability is used for Bernoulli dis-

tribution to dropout the activations stochastically, or for multiplying the activations

by this probability similar to a gaussian dropout [103], however, as mentioned, this

probability is learnable with sampling.

L1 and L2 weight decay

L1 and L2 weight decays are regularizers for the networks in the form of weight decay.

They can be derived from adding a penalty term to the loss function that represents a

prior. A common choice is to encourage small weights with a Gaussian or Laplacian

prior around zero. The corresponding L1 and L2 weight decays are described by

adding the penalty to the loss function Loss(w; x, y) as follows:

L̃oss(w;x, y) = Loss(w; x, y) + λ||w||n, (2.9)

where n is the norm size, λ is the regularization parameter that determines the

regularization strength, and w are the weights of the networks.
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2.3 Binarized neural networks and estimating gradients

A binarized neural network is a neural network with binarized activations, weights,

or both. These binarizations are implemented in various ways. We will introduce

several ways to implement the binarized neural networks here.

2.3.1 Binarized neurons and gradient estimators

Neural networks used in deep learning often have real-valued activation functions.

However, binarized neural networks use binarized neurons where each activation h

has a value of 0 or 1. These values are chosen probabilistically depending on the

neuron’s net activation, as follows:

p(h = 1|a;w) = σ(a;w), (2.10)

where a is the neuron’s input vector, and σ is the logistic activation function com-

puted with weights w. This can be implemented by simply comparing the activation

probability with a uniform random variable d:

h = 1d<σ(a;w), (2.11)

where 1d is the indicator function, which compares the samples p with the uniform

distribution d ∼ U [0, 1], and returns 1 or 0 .

This equation is not differentiable, thus preventing classic backpropagation. To

overcome this problem, there have been proposals for how to estimate and propagate

gradients through stochastic neurons [44, 9]. These methods are called straight-

through estimators (STEs). One suggestion [9] which we call hard STE, is to back-

propagate through the hard threshold function by using a gradient value of 1 even if

the argument is positive or negative. Another approach [9], which we call soft STE, is

to use the gradient of the sigmoid for the backpropagation, and the soft STE can be

further enhanced with a slope-annealing trick [15] that gradually increases the slope

of the logistic function. This slope-annealing reduces the discrepancy between the two

threshold function and the sigmoidal approximation during the forward and backward

pass. This means that for the forward pass, the activations will be constrained to

1 or 0 stochastically (equation 2.12). If the gradient of the logistic function is used

for the backpropagation, there is a gap between the forward and backward passes.
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To bridge the gap, the slope-annealing trick can be used. The slope-annealing trick

modifies h by multiplying the input a by the slope m as follows:

h = 1d<σ(ma;w). (2.12)

The slope is gradually increased during training, and computation of the gradient of

the output with respect to the input will be:

∂h

∂a
=
∂σ(ma)

∂a
. (2.13)

The other suggestion of estimation of the gradient, introduced by [9]. The algo-

rithm estimates the expectation of the gradient of a loss function with respect to the

inputs with a baseline as

E[
∂Loss(w; x, y)

∂a
] = E[(h− σ(a))(Loss(w; x, y)− Loss(w; x, y))], (2.14)

where Loss(w;x, y) is a baseline as:

Loss(w;x, y) =
E[(h− σ(a))2Loss(w; x, y)]

E[(h− σ(a))2]
. (2.15)

This baseline is used to minimize the variance of the estimation. For this estimator,

the estimator requires broadcasting Loss(w; x, y) throughout the networks [9]. This

estimator is a special case of the REINFORCE algorithm [116] which uses a sampling

technique to train a neural network in reinforcement learning without any target

labels. In the study of [116], the author shows that when the stochastic action h is

sampled with probability pw(h) and yields a reward R then,

Eh
[
∂logpw(h)

∂w
(R− b)

]
, (2.16)

where b is a baseline. The REINFORCE estimator computes the differentiation be-

tween the binarized activation h and the probability σ(a) to backpropagate it with

the loss. Bengio et al. consider that this is equivalent to the original REINFORCE al-

gorithm, which backpropagates the derivative of the log probability of h with respect

to the weight with the reward.
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2.3.2 Binary neural networks

Courbariaux et al. [18] introduce the first study of binary neural networks (BNN)

whose weights are binarized. The authors consider that most of the network consists of

real-valued weights, and these real values make the computation time higher because

of matrix-multiplications of these values. Also, large amounts of memory are needed

for these parameters. The authors propose binary neural networks to eliminate the

need for these multiplications by forcing the weights to binarize (+1 or -1). There

are two ways to binarize the weights. The first is a deterministic way to binarize the

weights based on the sign function as follows:

wb =

+1, if w ≥ 0,

−1, otherwise,
(2.17)

where wb is the binarized weight, and w is the real-valued weight. The second is a

stochastic way to binarize the weights:

wb =

+1, with probability p = σ(w),

−1, with probability 1- p,
(2.18)

where σ is the hard sigmoid function:

σ = clip(
x + 1

2
, 0, 1) = max(0,min(1,

x + 1

2
)). (2.19)

These binarizations make the weights smaller than precision weights. These bina-

rizations are known as strong regularizers [18]. The authors discuss that they only

binarize the weights during the forward and backward propagations, and not during

the parameter update, in order to keep good precision weights which are necessary for

stochastic gradient descent to work at all during the update. However, the derivative

of the sign function is zero almost everywhere since the gradient of the cost with

respect to the sign function quantization before discretization is zero, and this prob-

lem does not update the weights at all [19]. To solve this problem, another study by

Courbariaux et al. [19] apply the straight-through estimators [44, 9] to BNN. In that

study, the authors consider the sign function quantization q :

q = sign(r), (2.20)
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where r can be weights, and sign is the sign function. To obtain the gradient of the

cost function with respect to r, STE is used:

gr = gq · 1|r|≤1, (2.21)

where gq is the estimator of the gradient ∂Loss
∂q

, and gr is the estimator of the gradient

∂Loss
∂r

. The derivative |r| ≤ 1 can be seen as propagating through the hard tanh htanh

as follows:

htanh(x) = clip(x,−1, 1). (2.22)

Courbariaux et al. [19] use these methods for activations to binarized to +1 or -1 in

order to more greatly reduce the computation time and memory usage.

BNN are one of the successful models against adversarial examples with one of

adversarial training, the projected gradient descent (PGD)[70]. Galloway et al. [34]

apply BNN with PGD to both white- and black-box attacks, and BNN are very

robust against these attacks because of combining PGD and binarization, which is

one of the gradient masking approaches. In this study, BNN weights and activa-

tions are quantized to +1 and -1 stochastically or deterministically using Bernoulli

samples (the authors show that implementation in TensorFlow in the paper like

Bernoulli(probs=tf.clip by value((x + 1.)/ 2., 0., 1.))).sample() -1) and the sign func-

tion, respectively. They find that the stochastic quantization for BNN is helpful to

defend against an iterative attack.

2.3.3 Stochastic activation pruning networks

Stochastic activation pruning (SAP) applies randomness to a neural network to defend

against adversarial examples [21]. SAP stochastically masks the activation in each

layer. The probability of masking activations, p is defined as

pij =
|hij|∑ai

k=1 |hik|
, (2.23)

where h is the activation output for each layer. i, j, a are the indices of the layer,

individual activation, and the total number of activations, respectively. These prob-

abilities are used to drop out the activations using the reweighting factor,

qij =
1(hij)

1− (1− pij)r
i
p
, (2.24)
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where r is the number of outputs sampled, 1 is the indicator function that returns 1

if hij is sampled at least once and 0 otherwise. This q will be used;

Mp(h
i) = hi � qij, (2.25)

where Mp(h
i) is a new activation with dropping out the activations. The authors

apply the SAP technique to a pre-trained deep network (ResNet [42]). Applying SAP

to the networks reduces the performance of classification on a clean dataset slightly,

but increases the robustness against adversarial examples [6]. The SAP model is very

similar to dropout [104]. The difference between SAP and dropout is that SAP is

likely to sample activations with weighted probabilities in absolute values which are

changeable depending on inputs, whereas dropout sample probabilities are always

constant.

2.4 Adversarial examples and training

In this section, at first, we will give an overview of crafting adversarial examples, and

discuss three white-box adversarial attacks. One is the fast gradient method (FGSM),

another one is an iterative method, the basic iterative method (BIM), and the last

one is an iterative and targeted, the iterative least-likely class method (ILL).

2.4.1 Overview of crafting adversarial examples

For crafting an adversarial example, the purpose is to maximize Loss(w; x + γ, y) for

each clean example x, where w are the weights of a model, and y is the target, and γ

is an adversarial perturbation. This x+ γ is replaced by x̃ as an adversarial example.

The x̃ should be similar to the clean image x or perceptible by humans, and the

prediction ỹpred of the model for x̃ and y should be ỹpred 6= y.

2.4.2 Fast gradient sign method

The fast gradient sign method is a common method for crafting adversarial examples

[37]. After training a model on a training dataset, the model parameters are frozen.

The derivative of the cost function with respect to the inputs, Loss(w; x, y), is used
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to calculate adversarial examples x̃ with a sign function as:

x̃ = x+ ε · sign(∇xLoss(w; x, y)), (2.26)

where x is the input, y is the target, and ε is the hyperparameter to change the

perturbation level or magnitude. Intuitively, this method attempts to increase the

cost function by adding the calculated perturbation to the inputs.

2.4.3 Basic iterative method

The basic iterative method (BIM) [62] iteratively applies the FGSM to images with

a small step size. In this method, the pixel values are clipped after each step. The

equation for crafting perturbed images using this method is given by

xt = xt−1 + ε · sign(∇xt−1Loss(w; xt−1, y)), (2.27)

where t = 1, ..., T describes the number of iterations, x0 is the original image, and

x̃ = xT is the perturbed image after the iterations.

2.4.4 Iterative least-likely class method

The iterative least-likely class method also applies perturbations to images iteratively

with a small step [62]. However, this method crafts a perturbation which moves

the image toward the class with the lowest confidence probability in the original

prediction. The equation of this method is given by

xt = xt−1 − ε · sign(∇xt−1Loss(w; xt−1, yllc)), (2.28)

where t = 1, ..., T is the number of iterations, x0 is the original image, x̃ = xT is the

perturbed image after the iterations, and yllc is the least-likely class for a machine

learning classifier.

2.4.5 Adversarial training

Overview of adversarial training

The first study of adversarial training was conducted by Goodfellow et al. [37]. This

study shows that training a model on a training dataset and adversarial examples
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simultaneously improve accuracy on an adversarial attack. Most of the studies replace

half of mini-batch with adversarial examples to train the models. For adversarial

training, a loss is described in [37] as:

L̂oss(w; x, y) = τLoss(w; x, y) + (1− τ)Loss(w; x + γ, y), (2.29)

where τ is the constant weight for the loss (when τ is 1, the adversarial loss (Loss(w; x+

γ, y)) will completely be ignored, and the conventional loss (Loss(w; x, y)) will be

used). τ = 0.5 is used for replacing the half of mini-batch with adversarial examples

to train the models. However, one of the studies for adversarial training replaced

the entire mini-batch with adversarial examples [49], and their method improves the

robustness of neural networks against adversarial examples. Kurakin et al. [62] men-

tion that adversarial training acts as a regularizer. Also, Kurakin et al. find that

a deeper model benefits more than a shallower model from adversarial training, and

does not reduce accuracy much on clean examples compared with the shallower model.

However, Galloway et al. [33] point out that adversarial training can be the cause of

overfitting to specific perturbations. The authors show that an adversarially trained

network on FGSM is strong against FGSM but are weak against an unseen attack.

Projected gradient descent

Projected gradient descent (PGD) is introduced by Madry et al. [70]. Their defense

uses the basic iterative method to train a model. It consists of min-max optimization

to defend the model against adversarial examples as follows:

argmin
θ

[
E(x,y)∼D

[
maxγ∈GLoss(w; x + γ, y)

]]
, (2.30)

where D is a data distribution, and G is a set of allowed perturbations. Equation

2.30 describes that the inner maximization aims to find the adversarial perturbation

for x that reaches a high loss. The outer minimization finds model parameters that

minimize the “adversarial loss”. Madry et al. point out that PGD is equivalent

to BIM. This means that when applying PGD to a network, adversarial examples

crafted by BIM are used for adversarial training. PGD is well used for defending

models against both white- and black-box attacks, but Carlini et al. [11] question
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whether these strong attacks will increase the robustness against all of the attacks or

not similar to the discussion put forth by Galloway et al. [33].

2.4.6 Adversary distortion measurement

In our study, we check the adversary distortion between perturbed and clean images

using a method, `1. We briefly discuss them in this subsection.

`1 and `∞ measurement

There is a commonly used method to measure the closeness between perturbed and

clean images [121]. `m measures the magnitude of perturbation by m-norm distance:

||x||m =

(
n∑
i

||xi||m
) 1

m

. (2.31)

`1 measure the mean absolute distance between the perturbed and clean images; `∞

denote the maximum absolute change for all pixels in adversarial examples. If these

distortion measurements or distances are very small, the perturbed and clean images

are very similar. In our experiment, `1 will be used to measure the distortion.



Chapter 3

Mitigating Overfitting Using Regularization to Defend

Networks Against Adversarial Examples [60]

3.1 Motivation

The cause of adversarial examples is still debated. Goodfellow et al. [37] argued that

adversarial examples generated by one model are often also misclassified by other

models which consist of different architectures or are trained on disjoint training

datasets. Because of these behaviors, the authors argue that overfitting is not related

to the cause of adversarial examples. Instead of overfitting, their explanation for the

cause of adversarial examples in neural networks, even deep neural networks, is that

they are “too linear” (a small perturbation can grow linearly with the dimension of

parameter size) including the activation units that are piecewise linear functions such

as rectified linear units or sigmoid. Moreover, in their paper, the authors applied a

modest L1 weight decay to the first layer of a maxout network that did not resolve

the sensitivity to adversarial examples. They concluded that smaller weight decay

permitted successful training, but conferred no regularization benefit. Furthermore,

Papernot et al. [87] mention that L1 and L2 weight decay will cause underfitting and

therefore should be discarded as a solution to avoid decreasing classification accuracy

on a clean dataset.

On the other hand, Galloway et al. [35] address how researchers have falsely con-

cluded that overfitting is not related to the cause of adversarial examples. The authors

show that pruning overfitting using strong L2 weight decay could be a way to im-

prove the network accuracy on adversarial examples. In their paper, the authors

suggest that starting with smaller models that can handle strong weight decay is

worth exploring as a natural defense against adversarial examples.

However, the legitimacy of the argument presented by Goodfellow et al. [37] is

still unclear. Even if the models are trained with different architectures or on the

29
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Figure 3.1: An example of the overfitting decision boundary. The overfitted decision
boundary can easily create adversarial examples since examples are very close to the
boundary.

disjoint datasets, these models might learn similar decision boundaries because these

datasets are not completely different.

In this chapter, we add to these arguments that overfitting contributes at least

somewhat to adversarial sensitivity. If overfitting is not problematic, the accuracy

performances of well-generalized networks and overfitted networks on adversarial ex-

amples would not be considerably changed. We consider that harmful adversarial

examples would be hard to create if a decision boundary is well-generalized, but an

overfitting decision boundary would easily flip an example to another class by adding

perturbations. An example of overfitting decision boundary is shown in figure 3.1.

Hence, we study the performances of neural networks with various forms of regu-

larization on adversarial attacks compared with a neural network without any regu-

larizations. In addition to fairly standard methods of regularization such as dropout

and weight decay, stochastic binarized neurons are also regularizers [44]. We there-

fore also study the performance of stochastic binarized neural networks on adversarial

examples.

More specifically, in this chapter, we apply dropout [104] to a shallow convolutional

neural network (CNN) with low to high dropout probabilities. In [37], the authors

applied dropout to a maxout network, but they did not check whether or not changing

the strength regularization affected the network performance on adversarial examples.
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We check the relationship between the overfitting rates and accuracies by changing

the dropout probability on adversarial examples. Similar to Wang et al. [114], we

study dropout as a regularizer with adversarial examples. However, unlike Wang et

al., we do not use dropout during testing. Rather, we specifically check if overfitting

is a problem. Furthermore, we apply L1 and L2 weight decay to the shallow CNN.

Although Galloway et al. [35] have already shown that L2 weight decay improves the

network performance on adversarial examples, here we add a wider range of λ from

weak to strong in response to Papernot et al. [87], and we show that accuracy is

improved when λ is well-tuned.

Finally, we apply stochastic binarized neural networks to adversarial examples.

Galloway et al. [34] have already shown that the binary neural networks (-1 or 1

on weights and activation) with the straight-through estimator (STE, in this case,

soft STE with the slope-annealing trick) [9] improved robustness against adversarial

examples. In our study, we investigate a stochastic neural network with a special

case of the REINFORCE estimator [9] and compare it with STE and a deterministic

binarized neural network. In our case, our binarizations are only for activations

constrained to 0 or 1. We conduct these experiments on the perturbed MNIST dataset

[65].

To generate adversarial examples, we use a white-box attack with the fast gradient

sign method (FGSM) [37]. This method is fast and straightforward to compute,

and strong perturbation levels are possible. Furthermore, we do not use adversarial

training, but we train the networks on a clean dataset with the regularizations.

These results have been published and presented at the Canadian Conference on

Artificial Intelligence (CanAI 2019).

3.2 Experiments

3.2.1 Parameter setting

We start by applying a shallow convolutional neural network (CNN) with changing

dropout probabilities to the MNIST dataset. This network consists of one convolu-

tional layer with 32 filters whose size is 5×5 and stride is 2. This is followed by a

100-node dense layer and a 10-node softmax output layer. The activations for the
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convolutional and dense layers are the rectified linear unit except for the output layer.

We use dropout after the first dense layer with the dropout probability 10, 30, 50,

70, 90%, and also compare this to CNN without any regularizations.

The second experiment is the same as the first, but we use L1 and L2 weight

decay instead of dropout. These regularizers are added to each layer including the

convolutional layer(s). The network condition is the same as the first one. The

hyperparameter λ are 1e-5, 1e-4, 1e-3, 1e-2, and 1e-1. As before, we compare the

results to CNN without any regularizations as a baseline for this experiment too.

Finally, we apply three versions of a binarized MLP, one with the soft STE and

the slope-annealing trick [15] (STE-MLP), one based on the REINFORCE estimator

(REINFORCE-MLP), and one deterministic binarized MLP (DBN-MLP). The details

of architectures are given in table 3.1. In addition, we add one or two convolutional

layers to the MLPs to examine if the convolutional layer(s) improve the robustness

against adversarial examples. The details of the architectures for one convolutional

(1CNN) and two convolutional layers (2CNN) with binarized activations are given in

tables 3.2 and 3.3. For the slope techniques in the soft STE, we increased the slope m

with the following schedule m = min(5, 1 + 0.04 ∗Nepoch) where Nepoch is the number

of epochs. For the binarized dense layer of DBN, we round the output of logistic

activation function for the output h = round(σ(a)).

Table 3.1: Architecture of multilayer perceptron

Layer Size stride activation

dense 100 stochastic binarized activation
dense 10 softmax

Table 3.2: Architecture of adding one convolutional layer

Layer Size stride activation

conv 32×5×5 2 relu
dense 100 stochastic binarized activation
dense 10 softmax

The networks are trained on the softmax cross-entropy loss function, and we use

Adam optimizer [56] and Xavier initialization [36] for all of the networks. The learning

rate for the two first experiments is 1e-4. For the binarized neuron experiment, the
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Table 3.3: Architecture of adding two convolutional layers

Layer Size stride activation

conv 32×5×5 2 relu
conv 64×5×5 2 relu
dense 100 stochastic binarized activation
dense 10 softmax

learning rates for MLPs, 1CNNs, and 2CNNs are 1e-2, 1e-3, and 1e-3, respectively.

The training epoch sizes for the 1st and 2nd experiments are 20 epochs, and for the

stochastic neuron experiments, the epoch sizes are 20, 30, and 30 for MLPs, 1CNNs,

and 2CNNs, respectively. All of the accuracies are averaged over 10 runs for the

models trained from scratch. Experiments are conducted on the MNIST dataset [65]

with the regular 60000 28×28 grayscale images as the training dataset and 10000 for

the testing dataset.

3.2.2 Results for changing dropout probability

The network without dropout was the least accurate at classifying adversarial ex-

amples in this experiment (Figure 3.2). This type of network is more vulnerable to

adversarial examples even at small perturbation levels compared with the networks

with dropout. When using a dropout technique, it is common to use a dropout

probability of 50%, but in this study, a dropout probability of 90% was optimal for

the network to mediate adversarial examples. Compared with the network without

dropout, the network with a dropout probability of 90% is more robust, especially

at the medium perturbation level (at ε = 0.1, the difference is around 40%). Fur-

thermore, after training the models, we observed the errors, error = (100-accuracy),

for each model on the clean training and testing datasets to check if overfitting had

occurred for each model. In addition, we checked the confidence levels of the target

classes (the softmax probability only for target classes) on FGSM when we changed

the perturbation level (in this case, ε = 0.01, 0.13, and 0.25 for the dropout proba-

bilities of 10 and 90 %) as seen in figure 3.3. In this figure, at ε = 0.13, it is clear

that most of the target confidence levels for the network with a dropout probability

of 10 % are already zero compared with the confidence levels for the network with a

dropout probability of 90% that gradually changes from high to low. High dropout
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probabilities suppress rapid changes from high to low confidence. Additional confi-

dence levels for the networks with and without dropout are available in Appendix

A.1.

3.2.3 Results for changing L1 and L2 λ parameters

As seen in figure 3.4, strong L1 weight decay helps the networks to defend against

adversarial examples. The network with the strongest λ underfits the clean dataset.

However, interestingly, this underfitted network was better than the overfitted net-

works at classifying adversarial examples. The overfitted networks are more vulner-

able to adversarial examples even at small perturbation levels. Furthermore, as seen

in figure 3.5, the results for the networks with L2 weight decay were similar to the L1

results. The accuracies of the networks with λ < 1e-2 were not affected by the weight

decay at any perturbation level, but the networks with λ ≥ 1e-2 were more accurate

than the networks with λ < 1e-2 at medium to higher perturbation levels. We also

found that pruning overfitting increases the accuracies of the networks on adversarial

examples in this experiment.

The confidence levels of the target classes on adversarial examples were also

checked for L1 and L2 as seen in figures 3.6 and 3.7. When both weight decays

are overly strong, they might cause the networks to underfit the datasets, reducing

the accuracies of the networks. However, if the λ is well-tuned, it helps the networks

to improve accuracy on adversarial examples.

Additional confidence levels for the networks both with and without L1 and L2

weight decay are available in Appendix A.2.

3.2.4 Results for binarized neural network

The previous experiments have already demonstrated that strong regularizations help

the networks to defend against adversarial examples. We conducted similar experi-

ments with stochastic binarized networks (STE and REINFORCE) and deterministic

binarized networks (DBN). Figures 3.8, 3.9, and 3.10 show the accuracies on adver-

sarial examples for MLP, 1CNN, and 2CNN with both stochastic and deterministic

binarized neural networks. The figures show that both STE and REINFORCE always

perform better than DBN. The graphs at the bottom show the differences in accuracy
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Figure 3.2: Results of the dropout experiments Left: The accuracies for the network
with dropout on the perturbed testing dataset. Right: The errors for the networks
with dropout and without dropout (w/o DO) on the training and testing dataset
after the training for checking the overfitting levels on each model.
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Figure 3.3: Proportion (0 to 1) vs confidence level (0-100) for target classes of adver-
sarial examples on changing dropout probability experiments (10 and 90 % probabil-
ities). ε means the perturbation level (in this case, 0.01, 0.13, and 0.25). Dropout
probability of 90 % gradually changes confidence level from high to low while increas-
ing the perturbation level. However, obviously, the confidence level for the probability
of 10 % changes from high to low compared with the confidence level for probability
90 %.
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Figure 3.4: Results of the L1 weight decay experiments: The accuracies for the
network with L1 weight decay on the perturbed testing dataset. L1 weight decay -
strong λ is helpful to defend the networks against adversarial example, but excessive
λ cannot be helpful.

between the training and testing datasets to check the overfitting levels for each net-

work. Furthermore, we checked the accuracies for all of the networks on the training

and testing datasets as seen in tables 3.4 (MLP), 3.5 (1CNN), and 3.6 (2CNN). Even

though the accuracies of REINFORCE networks on the training and testing were not
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Figure 3.5: Results of the L2 weight decay experiments: The accuracies for the
network with L2 weight decay on the perturbed testing dataset. L2 weight decay -
strong λ is helpful to defend the networks against adversarial example.
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Figure 3.6: Proportion (0 to 1) vs confidence level (0-100) for target classes of ad-
versarial examples on changing L1 λ experiments (λ = 1e-5 and 1e-1). At ε = 0.13,
most of the confidence levels the network with λ = 1e-5 are zeros. On the other hand,
confidence levels for λ = 1e-1 gradually change from high to low.

better than the others, REINFORCE networks always generalized well and were more

robust at higher perturbation levels than the others. REINFORCE-1CNN achieved

an accuracy of 78.2±2.4% at ε = 0.25. STE and DBN had very similar differences

in accuracy between the training and testing datasets, but STE was slightly more

accurate than DBN against adversarial examples over all types of networks.
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Figure 3.7: Proportion (0 to 1) vs confidence level (0-100) for target classes of ad-
versarial examples on changing L2 λ experiments (λ = 1e-5 and 1e-1). At ε = 0.13,
most of the confidence levels the network with λ = 1e-5 are zeros. On the other hand,
confidence levels for λ = 1e-1 gradually change from high to low.

The confidence levels of the target classes on FGSM for all types of 1CNN were

checked in figure 3.11. REINFORCE-1CNN had more robust confidence levels than

the other networks on the confidence levels as well. Even at the highest perturbation

level, 0.25, most of the confidence levels for the target classes were quite high.

Additional confidence levels for the binarized neural networks are available in
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Appendix A.3.

Table 3.4: Training and testing accuracies for each MLP

Data type DBN-MLP STE-MLP REINFORCE-MLP

Training 98.7±0.2% 98.7±0.1% 91.7±0.04%
Testing 96.7±0.1% 96.9±0.1% 91.7±0.05%

Table 3.5: Training and testing accuracies for each 1CNN

Data type DBN-1CNN STE-1CNN REINFORCE-1CNN

Training 99.9±0.02% 99.9±0.1% 96.9±1.5%
Testing 98.7±0.08% 98.7±0.1% 96.7±1.4%

Table 3.6: Training and testing accuracies for each 2CNN

Data type DBN-2CNN STE-2CNN REINFORCE-2CNN

Training 99.9±0.02% 99.9±0.01% 95.6±0.4%
Testing 98.9±0.07% 99.0±0.07% 95.9±0.5%

3.3 Discussion

Regularizations drastically improved the network accuracies on adversarial examples.

We have shown the performances here with several regularization techniques, includ-

ing dropout, weight decay, and binarized neurons. These clearly demonstrated that

overfitting contributes to the cause of adversarial sensitivity. Such regularization tech-

niques usually help to smooth decisions, thereby moving them further from training

examples.

Regularizers could not completely defend against adversarial examples with strong

perturbation levels. The deterioration in accuracy of the recognition networks should,

therefore, be evaluated in light of some criteria of picture integrity, such as whether

a human would perceive the examples as problematic. Another possible way to catch

adversarial examples with strong perturbations is to include an adversarial class in

the training dataset and hence learn the characteristics of such attacks.

We checked how different the perturbations between CNN without any regulariza-

tions and CNN with L1 weight decay (λ=1e-2) were. These are shown in figure 3.12.
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Figure 3.8: Stochastic and deterministic binarized MLP accuracies (top) and the
differences in accuracy (bottom) between the training and testing datasets (clean
datasets)
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Figure 3.9: Stochastic and deterministic binarized 1CNN accuracies (top) and the
differences in accuracy (bottom) between the training and testing datasets (clean
datasets)
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Figure 3.10: Stochastic and deterministic binarized 2CNN accuracies (top) and the
differences in accuracy (bottom) between the training and testing datasets (clean
datasets)
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Figure 3.11: Proportion (0 to 1) vs confidence level (0-100) for target classes on
stochastic binarized and deterministic experiments for 1CNN. DBN and STE 1CNN
have very similar behaviors. Most of the confidence levels at a lower ε are 100 %.
while increasing ε, the proportions for DBN and STE are divided into two, close to 0
or 100%, even at ε = 0.25. The proportions of the middle of confidence levels are less.
On the other hand, REINFORCE-1CNN are most robust among all of the models.
The proportions of high confidence levels for REINFORCE gradually decrease but
not too much.
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(a) ε = 0.01 (b) ε = 0.13 (c) ε = 0.25

Figure 3.12: Comparison of FGSM for CNN without any regularizations (upper) and
CNN with L1 weight decay (λ = 1e-2) (lower). The perturbations for CNN without
any regularizations are well spread on images. In contrast, the perturbations for CNN
with L1 are centered.

Even though the upper parts of figures for both with and without L1 are slightly

different, humans can see that the perturbations with L1 weight decay and without

any regularizations are very similar. Furthermore, we checked if humans can still

classify adversarial examples crafted by these CNNs when the perturbation level is

extremely high. Figure 3.13 shows adversarial examples (FGSM of ε = 0.9) crafted

by the models. The perturbed images crafted by both CNN with L1 weight decay

and without any regularizations are hard for even humans to recognize the targets as

1, 0, and 4.

Overly strong regularizations could be the cause of underfitting such as L1 weight

decay. However, we have seen that in our L1 weight decay experiment, the accuracy

with overfitting on adversarial examples was worse than it was with underfitting. This

is another indication that overfitting is related to the cause of adversarial examples.

While weight decay and dropout helped with protecting against adversarial attacks,

we would suggest using stochastic binarized neural networks for such protection be-

cause of their high performances and confidence levels for the correct classes even at

high perturbation levels. This would especially be the case with the REINFORCE

training of binarized neurons.

A recent study using binary representations of weights and activations with values

-1 or 1 showed the robust results on some adversarial examples [34]. This is another
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(a) Without any reguralizations

(b) L1 weight decay ((λ = 1e-2))

Figure 3.13: Comparison of FGSM (ε = 0.9) for CNN without any reguralizations
(upper) and with L1 weight decay (λ = 1e-2) (lower). Left: The figure is 1. Center:
The figure is 0. Right: The figure is 4.

example of a regularizer based on binarized neurons [18]. This result also supports

the assertion that overfitting is related to the cause of adversarial examples.

Although the network with these regularizations could not protect themselves at

high perturbation levels, this study reported that the improvement of accuracies at

medium perturbation levels on adversarial examples could be evidence of the relation

to the cause of adversarial examples.



Chapter 4

Learning Adaptive Weight Masking Networks for

Adversarial Examples [61]

4.1 Motivation

In the previous chapter, we have shown that regularizers are helpful in defending

the neural networks against the adversarial examples, especially stochastic binarized

neurons. Also, we have seen that stochastic masking approaches are helpful to defend

the networks [114, 21], which are also forms of regularization.

We consider here combining these two forms of regularization, i.e. binarization

and stochasticity. We thus investigate a partially binarized neural network whose

weights are stochastically masking dependence of each input. We call this model a

stochastic-gated partially binarized network (SGBN). Our model is a type of gradient

masking approach since it estimates the gradient of a non-differentiable function (a

binarized activation) using the hard STE [9]. Also, we consider a stochastic synapse

as a regularizer and implement it with a gate module. The gate module consists of a

shallow convolutional neural network, and it learns the probability with which certain

weights in the main network should be masked. This is similar to DropConnect [113],

but our model tries to learn which connections should be dropped depending on

the current input. This means that training the network with the module in some

senses involves learning to guess the best sub-network for each input and using such

guesses during the testing time. This is related to other examples where the dropout

probability is learned, such as adaptive dropout [7], variational dropout [57], and

excitation dropout [125]. For example, adaptive dropout [7] jointly trains a neural

network with a binary belief network that learns the probability, which depends on the

input of masking the activation nodes of the neural network. Here, we also jointly

train a main network together with a single or multiple gate modules, but in this

case, we learn the probability for masking weights of the main network rather than

48



49

activations, where the probability varies as a function of the input. To gain some

understanding of our model, we visualize the activations of the gate module and the

probabilities of the masking weights.

Wen et al. [115] discuss that stochastic weight methods such as DropConnect [113]

have a serious drawback compared with the stochastic activation methods. Networks

typically have more weights than units, and these stochastic weight methods are done

typically with a single sample per mini-batch because of computational expenses. In

our study, all samples per mini-batch are used to learn the probability of dropping

the connection.

Our models are similar in parts to gated recurrent units (GRU) [16] and long

short-term memory cells (LSTM) [47]. GRUs and LSTMs use gating to determine

how much of the past information stored in the previous state should be preserved,

and how much can be overwritten by the current input. These gates are implemented

at the unit/node level. In our case, the gate module is used to learn the probability

with which weights should be used (turned on or off) to classify a given example.

The binarized neural networks for adversarial examples show significant improve-

ment compared with conventional neural networks. Our model, stochastic-gated

partially binarized network (SGBN) will show that improvement and robustness

against some adversarial examples, compared with other binarized neural networks:

A stochastic binarized neural network, a stochastic activation pruning network, and

a binary neural network. We set up five experiments; the first three experiments,

FGSM, BIM, and ILL are on MNIST, the fourth one is FGSM on CIFAR-10. The

last one is a black-box attack with FGSM on MNIST.

Materials and parts of results for these experiments have been published and

presented at the International Joint Conference on Neural Networks (IJCNN 2019).

4.2 Proposed model

In this section, we introduce our network. We give an outline of the network before

discussing the individual models in more detail.
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4.2.1 Stochastic-gated partially binarized network

We use binarization in different parts of our network. The base network that we call

CNN-BIN is shown in figure 4.1a. In this network, we use two convolutional layers

followed by a dense layer and a softmax output layer. While our convolutional layers

use conventional real-valued filters and ReLU activations, the following dense layer

uses binarized neurons and is trained with the soft STE with the slope-annealing trick

as described in Chapter 2, “Basic concepts”.

While binarizing the dense layer potentially improves resilience against adversarial

attacks, we hope to further improve robustness by incorporating stochasticity in the

preceding convolutional layers. We do this by adding a gating network modules

alongside each convolutional layer, as shown in figure 4.1b. The same features that are

input to the convolutional layer are also passed to the gate module. The output of the

gate module, however, is used to modulate the stochastic activity of the convolutional

filters, as described next.

4.2.2 Gate module

Figure 4.2 depicts the relationship between a gate module and its associated convolu-

tional layer in more detail. The gate module is itself a shallow CNN, with a sigmoid

output layer. These output values are then stochastically binarized (this stochastic

part of the gate module is not differentiable. Thus, the hard STE is used for cal-

culating the gradient. We found our system worked best when using soft STE with

slope-annealing for the dense layer, while using hard STE for the output of the gate

modules) and multiplied element-wise with the convolutional layer’s weights. Thus,

the gate module looks at the image and uses this information to determine which

filter weights should be active when classifying that particular input. That is:

h = g(x),

w′ = w � h,
(4.1)

where g is a gate module, and x is the input (both to the shallow CNN of the gate

module and to its associated convolutional layer). The output of the gate module

has the same shape as the filter weights of its associated convolutional layer in the
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(a) The architecture of a 2 layer CNN-BIN. This dense layer uses stochastic binarized
activations. The output is a softmax layer.

(b) A 2 layer SGBN framework. An image is used as input both for the convolutional layer
and for the gate module on the first layer. The output from the gate module is used to
modulate the stochastic activity of the convolutional layer’s weights, as described in more
detail in figure 4.2.

Figure 4.1: Two architecture: CNN-BIN (a) and SGBN (b).

main network, so the stochastically masked synapses are computed by the pointwise

product of w and h. The masked weights w′ are then convolved with the inputs of

that layer:

o = f(x;w′), (4.2)

where f is the convolutional layer and o is its output.

The stochastic synapses can be thought of as a learnable version of DropConnect,

where the stochasticity is applied during both training and testing. There are other

architectures that use gates, such as Wavenet [80], which is a network for generating

raw audio wave and Sparsenet [103], which uses gate variables to learn the sparsity for
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Figure 4.2: This illustrates the relationship between a gate module and a convolu-
tional layer. The activations of the gate module h are converted stochastically into
binary masks h (using the stochastic binarized activation (1 or 0)). For this stochas-
ticity, the hard STE is used for calculating the gradient. These masks, in turn, are
multiplied pointwise with the weights w of a convolutional layer f in the main net-
work to produce new, masked filters w′. The convolutional layer f then use w′ to
convolve the image (or incoming feature maps) to output o.

the weights on each layer. However, they are unit/node-based gating (e.g. Wavenet),

or the gating is not adaptable for each input (e.g. Sparsenet).

4.3 Experimental evaluation

We conduct five experiments to compare the performance of several different stochas-

tic and/or binary models. In the first three, we use the MNIST dataset and apply

three different techniques to generate the adversarial examples: FGSM, BIM, and

ILL. In the fourth experiment, we use the CIFAR-10 dataset and test the networks

against an FGSM-based adversarial attack. In the last experiment, we use the MNIST
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dataset and FGSM to check if adversarial examples transfer between models.

4.3.1 Network parameters

For the first three experiments (FGSM, BIM, ILL on MNIST) our model’s overall

architecture is comprised of two parts: the main network, and the gate modules:

(1) The main network consists of two convolutional layers, one dense layer, and soft-

max output layer. The two convolutional layers have 32 and 64 filters, respectively,

with rectified linear unit activation. All filter sizes are 5×5. After the convolutional

layers, there are a 100-node dense layer and a 10-node softmax output layer.

(2) Each of the gate modules consists of a shallow CNN. Each shallow CNN consists

of one convolutional layer and three dense layers. The details of the two gate modules

are given in tables 4.1 and 4.2.

We compared the SGBN’s performance against 4 models. The first one consists

of two conventional convolutional layers followed by one dense layer with the rectified

linear unit activation and a softmax output layer. In the second one, we changed

the dense layer’s activation to the stochastic binarized activation (1 or 0) (CNN-BIN,

figure 4.1a). In the third one, we applied stochastic activation pruning method [21]

to the convolutional layers of the CNN-BIN model (SAP). Finally, the fourth model

consists of one conventional convolutional layer and one convolutional layer with

binarized weight (1 or -1) followed by a dense layer with binarized (1 or -1) weight

and the softmax output layer (BNN) with PGD.

All of the networks for the three experiments are configured the same as SGBN

(32 and 64 filters whose size is 5×5 for the 1st and 2nd layer respectively, and 100

hidden nodes and finally a 10-node softmax output layer). For the slope-annealing

techniques, we increased the slope m with the schedule m = min(5, 1 + 0.04 ∗Nepoch)

where Nepoch means the number of epochs. As our model contains more parameters

than the other models because of the gate module, in the discussion section (Section

4.7) we also describe results when re-training the other models with a comparable

number of total parameters.

For PGD (only for BNN), the iteration size is set to 40, and the constant weight τ

is 0.5. The mini-batch and epoch sizes for all of the models are 50 and 25 with early

stopping to avoid overfitting, respectively. These three experiments are conducted on
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the MNIST dataset [65].

For FGSM, we checked the results on a perturbation level ε from 0.01 to 0.3,

and for each model, the accuracies are calculated using the entire perturbed testing

dataset of 10,000 samples. For BIM and ILL, the number of iterations (T) in our case

is 10. We tested the small step size (perturbation level ε) from 0.01 to 0.1. After 10

iterations, we clipped the color channel values on perturbed images between 0 and 1.

For the fourth experiment (FGSM on CIFAR-10), we changed the parameters of

the networks to accommodate the more complex nature of the images. SGBN consists

of 64, 128, and 128 filters whose sizes are 8×8, 6×6, and 5×5 for the 1st, 2nd, and 3rd

layers, respectively (the same filter sizes are used for each CNN on the gate modules,

with other parameters and activation functions for the gate modules the same as

for the other three experiments, except the hidden layer node sizes of dense layers

in the gate modules are 512, 512, and each filter size of 2nd and 3rd convolutional

layers of the main network), and followed by one dense layer 1. Also, BNN, SAP, and

conventional CNN consist of the same filter and dense layer sizes as SGBN’s main

network. In this experiment, the 1st layers of all the models are full precision. For

PGD (only for BNN), the iteration size is set to 20, and the constant weight τ is 0.5.

Furthermore, the mini-batch and epoch sizes for all of the models are 128 and 40

with early stopping to avoid overfitting, respectively. This experiment is conducted

on the CIFAR-10 dataset [58]. It consists of 60000 32×32 RGB natural images for 10

classes, with 6000 images per class. These are separated into 50000 for training and

10000 for testing dataset. The pixel values of the images are also normalized to real

numbers in the range [0,1] for each color channel in our experiment.

For the last experiment (black-box attack on FGSM), we used the same param-

eters as the MNIST experiment. We computed adversarial examples on one model

and transferred these examples to the other models. This is tested on the highest

perturbation level of ε = 0.3.

For all of our experiments, we use the Adam optimizer [56] and batch normal-

ization [51] for the convolutional layers (including those in the gate module). The

learning rates for all of the models are 1e-3. PGD for BNN is applied for the last 5

epochs. All of the accuracies are averaged over 10 runs for the models trained from

1This architecture comes from [34]
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scratch. All of the source code for the adversarial attacks are based on Cleverhans

[81]. For BNN with PGD implementation, we used the author’s source code on [32].

Table 4.1: First gate module parameters on MNIST

Layer Size activation Note

conv 32×5×5 relu
dense 512 relu + batch normalization
dense 512 asinh
dense 800 binarized reshaped to 5×5×32×1

Table 4.2: Second gate module parameters on MNIST

Layer Size activation Note

conv 64×5×5 relu
dense 512 relu + batch normalization
dense 512 tanh
dense 51200 binarized reshaped to 5×5×64×32

Table 4.3: First gate module parameters on CIFAR

Layer Size activation Note

conv 128×6×6 relu
dense 512 relu + batch normalization
dense 512 asinh
dense 6912 binarized reshaped to 6×6×128×64

4.4 Results

Figure 4.3 shows the results for FGSM on the MNIST testing dataset. We can see

that the accuracy gets better when binarizations are added to the network. Note

that even for these relatively small networks, adding binarization (i.e. from CNN to

CNN-BIN) improves robustness, and adding stochastic activation pruning on top of

that adds further robustness. In these particular experiments, weight and activation

binarizations for both convolutional and dense layers (i.e. BNNs) helped get results

comparable to SAP. Adding stochastic masking (i.e. from CNN-BIN to SGBN) ap-

pears to further help robustness against this white-box attacks on this dataset. In
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Table 4.4: Second gate module parameters on CIFAR

Layer Size activation Note

conv 128×5×5 relu
dense 512 relu + batch normalization
dense 512 tanh
dense 409600 binarized reshaped to 5×5×128×128

particular, SGBN achieves an accuracy of 93.1±1.2% at ε = 0.3 and shows clear

improvements over other models.

Figures 4.4a and 4.4b show the accuracies of each network on BIM and ILL. In

these methods, for BNN, stochastic and deterministic quantized weights at the 2nd

layer are applied during testing since Galloway et al. [34] suggest that the stochastic

layers improve the performance at test time and can be a possible defense against

iterative attacks. This stochastic binarization is explained in [34]. The accuracy of

this small CNN at ε = 0.02 is already close to 0 on BIM. Compared with the CNN,

both deterministic and stochastic BNNs and CNN-BIN accuracies are better, but at

a moderate perturbation level of 0.06, the accuracies are less than 10%: 6.3±1.8,

4.6±0.7, and 7.9±1.0% for deterministic BNN, stochastic BNN, and CNN-BIN re-

spectively. SAP applied to the CNN-BIN is resistant at the lower perturbation level

but not at higher perturbation levels. SGBN seems relatively robust against strong

iterative attacks on this dataset even at the highest perturbation level (77.7±5.5%

at ε = 0.1). On both ILL and BIM, the performances for the stochastic binarization

networks are better than those of deterministic networks.

Results for FGSM on CIFAR-10 are in figure 4.5. Our relatively small CNN is

naturally most vulnerable to these examples. Even though SAP helps robustness

on MNIST, it still leaves this particular network vulnerable on CIFAR-10. SGBN

achieves 17.3±0.8% on the highest perturbation level. BNN with PGD achieves the

accuracy of 13.6±1.2%. These experiments need to be interpreted with caution be-

cause it is not clear how these results scale as the networks become larger. For

example, when SAP is applied to a deep ResNet architecture as shown in Dhillon et

al [21], it achieved an accuracy of 80% at a perturbation level of roughly 0.015.

Black-box results for FGSM on MNIST are in figure 4.6. The white-box attacks

are also shown when the sources and targets are the same. Among the models, SGBN
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Figure 4.3: The accuracies of six models on FGSM for MNIST. Also, the best ac-
curacies of BNN with PGD [34] are plotted on the perturbation level ε = 0.1, 0.2,
0.3. Another model, BNN, is the 2 convolutional layer version of BNN (scaled, the
first layer is a full precision, and the second layer is binarized) and binarized dense
layers without PGD. The other model, SAP, is 2 layer convolutional with stochastic
activation pruning (SAP) and dense layers (with stochastic binarized activation) [21]
without any adversarial training.
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(a) The accuracies on BIM.

(b) The accuracies on ILL.

Figure 4.4: (a): The accuracies of SGBN, CNN-BIN, BNNs (deterministic (DT) and
stochastic (ST)), and SAP on the basic iterative method (BIM) for MNIST. (b):
The accuracies of SGBN, CNN-BIN, BNN (DT and ST), and SAP on the iterative
least-likely class method (ILL) for the MNIST. Stochasticity (in weights, activation,
or both) seems to be particularly helpful against the ILL-based examples.
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Figure 4.5: The accuracies of four models on FGSM for the CIFAR-10. Note that
some approaches, such as SAP, for example, were originally applied on much larger
networks than the ones used for testing in this experiment. The accuracies here are
1.7±0.4, 2.3±0.3, 13.6±1.2, and 17.3 % at the highest perturbation level for CNN,
SAP, BNN, and SGBN, respectively.)



60

Figure 4.6: The accuracies of FGSM (ε = 0.3) transferred between models.

is the most resilient with the accuracies from 63.9% to 93.1%, while CNN is the most

vulnerable to the attacks with the accuracies from 15.3% to 77.8%. Furthermore,

SGBN creates the weakest perturbations among the models. The perturbations of

SGBN are easy to classify not only for SGBN but also for the other models even the

undefended model of CNN (average of the accuracies over all of the targets for SGBN

is 77.0% compared with 76.7%, 66.2%, 62.7%, and 54.0% for SAP, BNN, BIN, CNN,

respectively).

4.5 Visualization of SGBN

4.5.1 Visualization of activations of the gate module and main network

How does the masking of a binarized synapse layer change as the input changes? In

this section, we visualize activations of the gate module and associated synapse layer

using the clean MNIST dataset. Figure 4.7 shows activations of the 1st layer’s gate

module along with the corresponding input image after gated CNN filters have been

applied. The gate module turned on or off the specific weights of the main network.
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Example Activations of GM Activations of 1st SGBN layer

The same target but the different examples:
Example Activations of GM Activations of 1st SGBN layer

Figure 4.7: Examples of activations of the gate modules on the 1st layer of SGBN. In
the first column, there are images for inputs for the networks. The 2nd through 7th
column are outputs from the gate modules on the clean MNIST (zeros are in black,
and ones are in white). The rest of the columns are activations of the 1st layer of the
SGBN. Upper: We picked random 5 filters, in this case, filter number 7 to 12 of 32
filters. Bottom: We also picked the same filters as the previous one. In this case, we
feed the same target but different examples to the model. Some of the activations are
similar to the previous ones, but the rest of the activations have completely changed.
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Thus, this gating clearly depends on the input image. The activations of the gate

module are indeed adaptive and change in response to changes in the input image.

We also visualize the activation of the same target, but different examples to check if

the activation does or does not change on the examples. The bottom panels of figure

4.7 show the results. When the examples for the same target is fed into the model,

it changes the activation of the gate module to mask the main network.

Furthermore, figure 4.8 visualizes the activations (σ(a)) of the gate module (the

1st layer) before binarized (probabilities of masking) on the testing dataset. The gate

module masks specific weight depending on images. Around 60 % of the weights in

the filter are turned on, and around 40 % of the weights are turned off (figure 4.9).

In addition, we plot the histogram of probabilities of activations (σ(a)) from the gate

module for the second layer before they are binarized in Appendix B. Even though the

gate module uses the stochastic binarized activation function, the activations change

depending on each image in a nearly deterministic way.

The changing of the weights depending on each input may contribute to the ability

of these models to resist adversarial examples in addition to the gradient masking,

even at the high perturbation levels.

4.5.2 Visualization of adversarial examples and perturbation

measurement

We visualize and measure distance metrics of adversarial examples for each model

on a testing dataset of MNIST to check how perturbations are added to images. We

measure the distance, `1 between clean and perturbed images which are crafted by

each model. The measurements of the distance metrics are averaged over 10 runs

for each model trained from scratch. We also use one of the dimension reduction

algorithms, t-SNE [69] to compare the clean and perturbed images of SGBN on the

data representations.

First, we chose a clean image, perturbation, and perturbed image on FGSM (ε =

0.3) for each model as seen in figure 4.10. The perturbations for CNN and CNN-BIN

are spread over the entire image except for the right and bottom sides. Compared

with these models, the perturbations for BNN with PGD and SAP are very unique.

The shapes of these perturbations are similar to the shape of the target, 4. For
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Probabilities for masking on the weights:
Example 1:

Example 9:

Figure 4.8: Examples of probabilities of activations (σ(a)) from the gate module (1st
layer) before they are binarized (scale is 0 to 1, and the colors are blue to red).
Examples are 1 and 9 from upper panels of figure 4.7.

Figure 4.9: Histogram of probabilities of activations (σ(a)) from the gate module (1st
layer) before they are binarized (scale is 0 to 1). Around 60% of the activations are
close to 1, and around 40 % are close to 0.

SGBN, the perturbations are spread over the entire image. We can see this difference

between clean and perturbed images on the `1 distortion measure in figure 4.11.

In figure 4.11, all of the models had lower `1 distances at lower perturbation

levels, but SGBN, CNN, and CNN-BIN `1 distances kept increasing steadily. On the

other hand, SAP and BNN `1 distances did not increase as steadily for these models.
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Finally, at ε=0.3, the distortion for SGBN was the highest among the models. On

the other hand, the distortions for SAP and BNN with PGD were very stable even as

the perturbation level increased. There was not a significant difference between CNN

and CNN-BIN on the `1, although the accuracies of these models on the FGSM were

very different.

Figure 4.12b shows the representations of the perturbed dataset using t-SNE for

SGBN. The representations tell us that the digits were still clustered well even though

the distortion was very high for the perturbed images at ε = 0.3 compared with the

representations of the clean dataset (Figure 4.12a). Furthermore, even though the

distortion for BNN with PGD was the lowest, the digits were not clustered well.

4.6 Gaining an understanding of SGBN and the gate module

In this section, to gain an understanding of SGBN and the gate module, we conduct

several experiments. We start by comparing a conventional SGBN and one has a

deterministic non-binarized activation function in the gate modules to discover how

much stochasticity and binarization of the gate modules affect the results of white-

box attacks. After that, we retrain the gate module on the clean MNIST to check

if the gate module learns the proper representations to classify the images. We then

check whether or not SGBN needs double-sized filters, and why SGBN is more ro-

bust against black-box attacks than the other gradient masking models. Finally, we

conduct a simple toy experiment to gain an understanding of how changeable the

gate module activations are. All of the experiments are conducted on the MNIST.

All of the parameter and iteration sizes are the same as in the previous experiment

on white-box attacks for FGSM on MNIST. When we set additional parameters, we

will specifically mention them in each subsection.

4.6.1 Stochastic binarized versus deterministic non-binarized gate

modules

We have already seen that SGBN is robust against adversarial examples. Here, we

would like to check how much stochasticity and binarization of the gate modules af-

fect its performance on a white-box attack. The stochasticity and binarization are

gradient masking approaches. Since gradient masking models do not have useful
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Example 4 on SGBN :

Example 4 on BNN with PGD:

Example 4 on SAP:

Example 4 on CNN-BIN:

Example 4 on CNN:

Figure 4.10: Examples of clean examples, perturbation, and perturbed examples on
FGSM (ε = 0.3) for SGBN, BNN with PGD, SAP, CNN-BIN, and CNN.



66

Figure 4.11: `1 distance between the clean and perturbed images on each perturbation
level for each model.

gradients to craft adversarial attacks, we hypothesize that these gradient masking

approaches create weak perturbations which can be classified easily even by an un-

defended model. To explain the weakness of these perturbations, we conduct two

experiments. First, we compare the performances of SGBN (SGBN (ST)) and SGBN

with a deterministic non-binarized activation in the gate modules (SGBN (DT)) on a

white-box attack. Second, we compare the performances of other models than SGBNs

on adversarial examples crafted by SGBN (DT) compared with SGBN (ST) to see

if the other models can easily classify the adversarial examples. Additionally, we

check the overfitting rates for SGBN (ST), SGBN (DT), and CNN-BIN to see if both

stochastic binarized and deterministic non-binarized versions of the gate module can

be regularizers. Furthermore, we check the gradients of the cost function with respect

to inputs (∇xLoss(w; x, y)) for each model to see if both binarized and deterministic

non-binarized versions of the gate module affect the gradients.

For SGBN (DT), we replaced the stochastic binarized activation function for the

gate modules with the logistic function. In this case, the synapses w′ were computed

from the pointwise product of w and h, which were the outputs of the logistic function



67

(a) The clean 10000 images of the MNIST testing dataset are reduced to two dimensions
by t-SNE.

(b) The perturbed 10000 images (FGSM with ε = 0.3) of the MNIST testing dataset for
SGBN reduced to two dimensions by t-SNE.

(c) The perturbed 10000 images (FGSM with ε = 0.3) of the MNIST testing dataset for
BNN with PGD reduced to two dimensions by t-SNE.

Figure 4.12: Comparing two t-SNE results: clean dataset (a), adversarial examples
crafted by SGBN (b) and BNN with PGD (c). We can see that adversarial examples
crafted by BNN with PGD changed a lot compared to adversarial examples crafted
by SGBN.
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Figure 4.13: The accuracies of SGBN (ST), the deterministic non-binarized version
of SGBN (DT), and CNN-BIN on the white-box attack.

for the gate module (without stochastic binarization). The model was trained on the

MNIST from scratch.

First, we checked the accuracies of the stochastic binarized and deterministic non-

binarized version of SGBN on a white-box attack. Figure 4.13 shows the accuracies

of SGBN (ST), SGBN (DT), and CNN-BIN as a baseline on the white-box attack of

FGSM. Although there is not much difference between CNN-BIN and SGBN (DT)

on at ε = 0.0, 0.1, and 0.2, SGBN (DT) achieves an accuracy 61.5±3.7% at ε = 0.3

compared with CNN-BIN (44.6 ±2.7%), but SGBN (ST) is more robust against

FGSM than SGBN (DT). On the clean dataset, we cannot see much difference among

the models. Furthermore, figure 4.14 shows the differences in accuracy between the

training and testing datasets to check the overfitting levels for each network. The

difference in accuracy for SGBN (ST) is smaller than SGBN (DT) and CNN-BIN,

and SGBN (ST) shows better generalization behaviors than SGBN (DT) and CNN-

BIN. Even though the architectures of SGBN (ST) and SGBN (DT) are very similar,

SGBN (DT) is weaker against the white-box attack than SGBN (ST). Of course,

the gate modules in SGBN (DT) are differentiable, so they do not have a gradient
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Figure 4.14: The differences in accuracy between the training and testing datasets
(clean datasets) for SGBN (ST), the deterministic version of SGBN (DT), and CNN-
BIN.

masking approach.

We also checked how easy it was to classify adversarial examples crafted by SGBN

(ST) compared with SGBN (DT). We applied the examples to SAP, BNN, CNN-BIN,

and CNN.

The accuracies for each model against adversarial examples crafted by SGBN (ST)

and SGBN (DT) are shown in figure 4.15. Obviously, adversarial examples crafted by

SGBN (ST) are easier than the examples crafted by SGBN (DT). Specifically, SGBN

(ST)’s examples are at least 8% easier than SGBN (DT) (stochastic binarized: 62.8%

and deterministic non-binarized: 54.1% on CNN).

We plot histograms for the gradients of the cost function with respect to inputs

as seen in figures 4.16. The gradient variance for SGBN (ST) is larger than SGBN

(DT) and CNN-BIN. This means even if the perturbation level ε is 0.3 (the highest),

the level might not be high enough to flip an example to another class. For the larger

variances of the gradients, larger changes in an input are needed to flip the input

to another class. This may be one of the reasons why SGBN (ST) cannot create

strong perturbations. Furthermore, the reason why the gradient variance for SGBN
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Figure 4.15: The accuracies of each model on FGSM attack crafted by SGBN (ST)
and SGBN (DT). When target and source models are the same, it is the white-box
attack.

(ST) is larger is the gate module uses hard STE, which returns 1 for the gradients

of the stochastic binarized activations in the gate module. This gradient of 1 might

make the gradients larger than the other models. Wang et al. [114] also discuss that

the larger variances of the gradients are more difficult for the attacker to generate

effective adversarial examples.

Both the stochastic binarized and deterministic non-binarized gate modules, espe-

cially the stochastic binarized gate modules help not only to improve generalization

of the networks but also to protect the networks against adversarial examples. The

stochastic binarized model is more robust against the white-box attack, but the de-

terministic non-binarized model might be useful for more sensitive tasks such as a

toy experiment as in subsection 4.6.5. The stochasticity and binarization do help the

robustness of SGBN against the white-box attack.



71

(a) Histogram of the gradients of the cost function with respect to inputs for SGBN (ST).

(b) Histogram of the gradients of the cost function with respect to inputs for SGBN (DT).

(c) Histogram of the gradients of the cost function with respect to inputs for CNN-BIN.

Figure 4.16: The gradient variance for SGBN (a) are larger than SGBN (DT) (b) and
CNN-BIN (c).
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Table 4.5: Training a dense layer setting for the first gate module

Parameters dense layer
learning rate 0.001
Iteration size 5000
Optimization function Adam optimizer

Table 4.6: Training a dense layer setting for the second gate module

Parameters dense layer
learning rate 0.0001
Iteration size 5000
Optimization function Adam optimizer

4.6.2 Learning representation and attacking the gate modules

The higher accuracy of SGBN during white- and black-box attacks compared with

the other models is almost certainly caused by adding the gate module(s) to the

convolutional layer(s). We have already seen that the stochasticity and binarization

of the gate module help to defend SGBN during attacks. However, we have not

discovered yet what the gate module has learned. We hypothesize that the gate

module learns the proper representations to classify the images, and it decides which

weights should be turned on or off to improve the SGBN accuracy even on adversarial

attacks. Furthermore, we would like to examine if each gate module is still resilient

to a white-box attack. To test these hypotheses, we designed a simple experiment.

In this experiment, we added one dense output layer to each of the gate modules.

The dense layers were trained on the MNIST dataset with all of the parameters

other than the dense layers were frozen. Figure 4.17 illustrates which part of the

SGBN parameters were trained and frozen (the first gate module with the dense

layer: 1st-GM, and the second gate module with the dense layer: 2nd-GM). After

training the dense layers, the accuracies of each model on a clean dataset and FGSM

were examined. FGSM was crafted by each gate module with the dense layer. The

parameter settings for this experiment are in tables 4.5, 4.6, and 4.7.

The results of this experiment are shown in figure 4.18. In this figure, we also add

the accuracies of the original (2-layer) version of SGBN (2-layer-SGBN) and a 1 layer

version of SGBN (one convolutional layer with one gate module, 1-layer-SGBN) to

the results in order to check how these SGBN performances are related to the gate
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Table 4.7: 1-layer-SGBN parameters

Layer Size activation

conv 32×5×5 relu
dense 100 the stochastic binarized activation
dense 10 softmax

Figure 4.17: Left: Training the dense layer which is added on the first gate module.
Right: Training the dense layer which is added on the second gate module.

modules’ performances. The figure shows that the curve pattern of 2-layer-SGBN was

very similar to 2nd-GM while the curve pattern of 1-layer-SGBN was similar to 1st-

GM. Furthermore, 1st-GM and 2nd-GM performances on the clean testing dataset

were 84.2% and 95.8%, respectively. These results clearly illustrate that both the

gate modules learned how to classify the images. Moreover, the models with the two

gate modules are more consistently accurate than the ones with the one gate module.

Adversarial examples crafted by the gate modules

The gate modules create weak perturbations because stochasticity and binarization

are gradient masking approaches. We visualize the perturbations crafted by 1st-GM

and 2nd-GM in Appendix D. These are very similar to the perturbations crafted

by SGBN. Because of these similarities, we test whether these examples can still be

easily classified by an undefended model, conventional CNN. If CNN can achieve a

similar accuracy to SGBN during adversarial attacks crafted by the gate modules, this

might show correlations between the perturbations from the gate modules and those
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Figure 4.18: The accuracies of the first and second gate modules, 2 layer binarized
synapses of SGBN, and 1 binarized synapse of SGBN.

from SGBN. Additionally, we check the gradients of the cost function with respect

to inputs (∇xLoss(w; x, y)) for the gate modules to see if the gradients from the gate

modules and those from SGBN are correlated.

The results are shown in figure 4.19 along with the accuracies of SGBN. These

results show that adversarial examples crafted by SGBN and 2nd-GM were correlated

since their accuracies are very similar. Furthermore, we applied the other models,

CNN-BIN, SAP, BNN with PGD to the examples (Please see Appendix D). The

results also showed the correlation of adversarial examples were crafted by SGBN

and 2nd-GM.

We plot histograms for the gradients of the cost function with respect to inputs

are plotted as seen in figures 4.20. The gradient variances of SGBN are very similar

to the gradient of 2nd-GM, and these are larger than the variance of 1st-GM. The

results also showed the correlation of the gradients of SGBN and 2nd-GM.

Necessity of the binarized dense layer

From these results, we hypothesize that the two gate modules might be enough to

defend SGBN against white-box attacks. SGBN might not need to have a stochastic

binarized dense layer, which is also one of the gradient masking approaches. If SGBN
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Figure 4.19: The accuracies of CNN on FGSM crafted by SGBN (red), first (blue),
and second gate modules (green).

does not need the stochastic binarized dense layer, we might be able to seek a better

activation function to improve the performances of a clean testing dataset and against

adversarial attacks. To test this hypothesis, we trained SGBN without the stochastic

binarized activation but with the rectified linear unit activation for the dense layer

on the MNIST, and we tested these models on FGSM. This result is shown in figure

4.21. The figure shows that even though we changed the activation, SGBN achieved

an accuracy of 91.1±1.1% at the highest perturbation level (ε = 0.3). SGBN with

a stochastic binarized activation function is slightly better, but we cannot see much

difference between these models. For this experiment, the stochastic binarized activa-

tions for the dense layer are not needed for significant improvement on the white-box

attack. For the first consideration, based on the regularization perspective, we still

recommend using the stochastic binarized activation function for the dense layer when

applying SGBN to the other adversarial attacks (The differences in accuracy between

the training and testing MNIST datasets for SGBN and SGBN with relu are avail-

able in Appendix C). Then, the other activation functions should be tested to find the

best activation function for classifying a clean dataset and defending a model against

attacks.

These results provide strong evidence that the two gate modules are the main
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(a) Histogram of the gradients of the cost function with respect to inputs for SGBN (ST).

(b) Histogram of the gradients of the cost function with respect to inputs for the first gate
module.

(c) Histogram of the gradients of the cost function with respect to inputs for the second
gate module.

Figure 4.20: The gradient variances for SGBN (a) and 2nd-GM (c) are similar and
larger than 1st-GM (b).
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Figure 4.21: Each accuracy for SGBN with the stochastic binarized activation (red)
vs SGBN with the rectified linear unit activation (blue) on FGSM.

causes of creating the weak perturbations for SGBN.

4.6.3 Double-sized filters for the gate module and the main network

Since the gate module learns the proper representation to classify the inputs, we

arrive at another question: “Does SGBN need double-sized filters, filters for the gate

module of the convolutional layer and filters for the main network of the convolutional

layer, to protect itself against adversarial examples?” If SGBN does not need to have

double-sized filters, we can reduce the parameter size, and this might help to make

our model converge more quickly.

To answer this question, we compared the accuracies of a conventional SGBN on

FGSM and one has shared weights. In this case, the shared weights mean convolu-

tional filters in the main network are reused or shared with the gate modules.

The result is shown in figure 4.22. The accuracies of SGBN with shared weights

(1W-SGBN) are very similar to the original model (2W-SGBN). Even though 2W-

SGBN are slightly more accurate than 1W-SGBN at lower perturbation levels, and

1W-SGBN are slightly more accurate than 2W-SGBN at the perturbation levels

higher than ε = 0.23, there is not much difference between these models. Shar-

ing the weights is very similar to adaptive dropout as described in [7]. In this study,
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Figure 4.22: The accuracies of the original model (2W-SGBN) and SGBN with the
shared weights (1W-SGBN) on FGSM.)

Figure 4.23: The accuracies of each model, 2 layer of SGBN (2W-SGBN), 2 layer of
SGBN with the shared weights (1W-SGBN), the second gate module (2W-2nd-GM),
the second gate module with the shared weights (1W-2nd-GM), the first gate module
(2W-1st-GM), and the first gate module with the shared weights (1W-1st-GM).
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the authors at first jointly trained a neural network with a binary belief network

that learned the probability to drop out the activation, but later the authors also

shared the weights of the main network and the belief network and trained them

together. Because the convolutional layers in the gate modules and the main network

learned similar features, the weights of the main network could be shared with the

gate modules.

Classifying images by the gate modules with shared weights

We have already discussed how the two SGBN gate modules learn how to classify

images. To confirm that the of 1W-SGBN gate modules learn how to classify images

too, the first and second gate modules were trained by adding one dense output layer

to the top of the gate modules similar to the last section. This is shown in figure 4.23.

In this figure, we compare the gate modules with shared weights (1W-1st-GM and

1W-2nd-GM for the first and second gate module, respectively) and the gate modules

for the original model (2W-1st-GM and 2W-2nd-GM for the first and second gate

module, respectively). The results of 1W-1st-GM and 2W-1st-GM are very similar.

The results of 1W-2nd-GM and 2W-2nd-GM are also similar even though 2W-2nd-

GM is slightly more accurate at the highest perturbation level than 1W-2nd-GM. We

have not seen much difference between the original model and shared weights version,

especially at the lower perturbation levels. Furthermore, 1W-2nd-GM is less accurate

on the clean dataset than 1W-SGBN even though 1W-2nd-GM uses shared weights.

4.6.4 Robustness on the black-box attack

So far, we have discussed our model’s robustness against white-box attacks. In this

section, we will also discuss the robustness of SGBN against black-box attacks com-

pared with other gradient masking approaches.

We hypothesize that the robustness is caused by binarization constrained to real

values or 0 (turned on or off) on the weights of the convolutional layers because it

makes SGBN possible to ignore some perturbations.

To check this hypothesis, we replaced the stochastic 1 or 0 binarization with the

stochastic +1 or -1 binarization activations (the same stochastic binarization imple-

mentation as Galloway et al. [34] ) in the gate modules for SGBN. Furthermore, we
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Table 4.8: The accuracies of the black-box attacks on FGSM with ε = 0.3.

aaaaaaaaaaaa

Target
Models

Source
Models SGBN SAP BNN CNN-BIN CNN

CNN-BIN 74.0±6.7% 73.5±4.2% 57.9±4.8% 44.6±2.7% 55.8±3.9%
SGBN with +1 or -1 74.9±0.9% 78.9±1.2% 44.0±2.0% 66.2±1.1% 64.7±1.4%
DropConnect 88.3±2.4% 81.6±2.1% 54.8±3.9% 74.7±3.0% 70.2±2.0%
Random Masking 88.7±3.1% 82.7±2.9% 55.6±4.4% 75.4±3.9% 71.6±3.8%
SGBN with randomly shuffled activations 89.9±1.6% 84.8±2.1% 58.3±3.7% 77.5±2.5% 73.0±3.1%
SGBN 93.1±1.2% 89.2±1.9% 63.9±3.9% 81.9±2.8% 75.6±3.0%

applied DropConnect [113] to the convolutional layers with the dropconnect probabil-

ities set to 40 % for the first layer and 50 % for the second layer during both training

and testing time. This is because around 40 % of the weights of SGBN for the first

layer and 50 % of the weights for the second layer are turned off. Also, we replaced

the gate modules with random masking using a Bernoulli distribution (p-value = 0.6

for the first layer and 0.5 for the second layer). We trained these models from scratch

10 times. This is to examine if random masking and dropconnect help the robust-

ness against black-box attacks by allowing the models to ignore random pixels. The

applications of random masking and dropconnect can also help us to understand if

the gate modules learn useful masks or just random ones. Additionally, we applied

one more model in this experiment. This model was based on SGBN, but when we

applied SGBN to adversarial examples after training, we saved the activations of the

gate modules. Then, we reused the activations to mask the weights, but the activa-

tions were randomly shuffled. This is depicted in figure 4.24. For instance, in the

figure, one of the adversarial examples, in this case, an image of 0 with perturbations,

is fed into SGBN, and the activations of the gate modules are saved. However, the

activations of the gate modules for the image are not used for masking the weights.

Rather, other activations (e.g. activations of the gate module for 1, 2, or another

0) are used2. We added this model in this experiment to check whether or not the

performance changes when the activations of the gate modules are not proper for each

input. We tested these models on FGSM of the MNIST for black-box attacks, which

were crafted by SGBN, SAP, BNN with PGD, CNN-BIN, and CNN.

In table 4.8, we also show the performances of CNN-BIN and SGBN. We included

2More specifically, for example, in figure 4.7, the activation of GM for example ”1” might be used
for examples ”9” to mask the weights.
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Figure 4.24: The activations of the gate modules are saved and randomly shuffled for
testing the model on the black-box attacks.
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CNN-BIN as a baseline for this experiment since we added some masking techniques

(random masking and dropconnect) or gate modules with binarized activation (-1

or 1 and 0 or 1) to the convolutional layers of CNN-BIN. Random masking and

dropconnect models significantly improve the robustness more than SGBN with +1

or -1 activations, especially against adversarial examples crafted by SGBN and SAP.

However, we cannot see any improvements for these models against BNN. SGBN with

shuffled activations diminish the performances compared with SGBN. The shuffled

model performance is very similar to the performances of the random masking and

dropconnect models.

The performance improvements gained by applying the random masking and drop-

connect models to the black-box attacks might show us why our model is robust

against these attacks. One of the reasons might be our hypothesis, the turning off the

weights can make the model possible to ignore some perturbations. The other rea-

son why SGBN improves the robustness against the attack is the gate module learns

non-random masking since we have seen that the random masking, dropconnect,

and the randomly shuffled activations models are not competitive with SGBN. This

non-random masking the weights helps SGBN to defend itself against the black-box

attacks.

4.6.5 Toy experiment

In previous subsections, some experiments were examined to gain a deeper under-

standing of the gate module and SGBN. However, we still do not know how the gate

module affects the weights. We hypothesize that the activations of the gate module

change to fit the circumstances. For example, if the output values of a layer need

to be small, then the gate module will turn off many of the weights. To gain an

understanding of this dynamics, we conduct a small experiment with SGBN. In this

experiment, we also apply our original model that is implemented with weight inputs.

We compare SGBN with one has the weight inputs to check how different these are.

Experiment setting

The experiment is a very simple regression task. Inputs are real values of [-1,1], and

targets are absolute values of the inputs. We created 300 inputs using the numpy
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Figure 4.25: Plotting the training and testing targets on the toy experiment.

linspace function (linspace(-1.0, 1.0, 300)) and randomly separated them into a train-

ing dataset with 210 and a testing dataset with 90. Figure 4.25 is plotted for the

training and testing targets.

The parameter settings for this experiment are as follows: The main network of

SGBN consists of 2 nodes in a hidden layer and 1 node in an output layer. The gate

module of SGBN has a perceptron to mask the weights between the hidden layer

and the output layer in the main network. The activation function for the hidden

layer is the tanh activation function. We also apply the original model of SGBN with

weight inputs. This model uses the weights of the main network as inputs to the gate

module. This is depicted in figure 4.26. For example, if there are 2 weights between

the hidden layer and the output layer in the main network, then these 2 weights are

used as inputs for the perceptron in the gate module along with other inputs. We

expect that looking at the weights and input at the same time will accelerate the

network convergence. In this experiment, we do not use convolutional layers for the

gate module and the main network, and the output of the main network is without

any activation function. All of the parameter settings are summarized in tables 4.9
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Table 4.9: Network parameters and variables for the main network on the toy exper-
iment

Parameters all models
learning rate 0.001
Weights for the input to hidden 1×2
Activation func. in the hidden layer tanh
Weights for the hidden to output 2×1

Table 4.10: Gate module variables for the second layer on the toy experiment

Parameters Gate module
Weights for the gate module with the weight input 4×2
Weights for the gate module without the weight input 2×2
Activation func. in the output of both of the gate module binarized

and 4.10.

MLP is applied as a baseline in this task. MLP and the main network of SGBN

architecture are the same. Furthermore, the deterministic non-binarized versions of

SGBN, with and without the weight inputs, are applied in this task. To create the

deterministic non-binarized version of SGBN, we replaced the stochastic binarized

activation function for the gate modules with the logistic function.

For this experiment, we use the Adam optimizer, and the learning rates for all of

the models are 1e-3. The iterations of this experiment are 5000. We use batch, not

mini-batch, for this experiment.

Result

Each result is shown in figure 4.27. Figure 4.28 shows the learning curves for each

model in this experiment. First of all, conventional MLP (WOGM) could not solve

this task properly. Because the tanh activation function does not have a sharp corner,

the input values close to 0 are really hard to output the targets for WOGM. Compared

with WOGM, deterministic non-binarized SGBN both with and without the weight

inputs (GM DT and GMWOW DT, respectively) are better. The activations of the

deterministic non-binarized gate modules are very dynamic compared with stochastic

binarized models because the deterministic non-binarized gate modules use logistic

activation values. On the other hand, stochastic binarized models (with the weight

inputs: GM ST, without the weight input:GMWOW ST) might not be suitable for
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Figure 4.26: The original SGBN. A gate module learns which specific weights on the
filter should be turned on or off by the image and weights. The weights from the
convolutional layer will be used as input for the gate module. The weight inputs will
be concatenated on the original input.
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Figure 4.27: Experimental results on testing data for MLP (WOWGM), SGBN With
the weight input for stochastic binarized and deterministic non-binarized activations
(GM ST and GM DT), and SGBN without the weight input for stochastic binarized
and deterministic non-binarized activations (GMWOW ST and GMWOW DT)).
These results are the best results among 30 training from scratch. Blue dots are
predictions of each model, and red dots are targets.

Figure 4.28: The learning curves for each model, MLP without gate module
(WOGM), stochastic binarized activation gate module with the weight inputs
(GM ST), deterministic non-binarized activation gate module with the weight inputs
(GM DT), stochastic binarized activation gate module without the weight inputs
(GMWOW ST), and deterministic non-binarized activation gate module without the
weight inputs (GMWOW DT) on the toy experiment. These results are averaged
over 30 runs for the models trained from scratch.
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this problem because 1 or 0 masking does not change outputs dynamically. However,

around the sharp curve (around input=0.0), the outputs of GM ST and GMWOW ST

are very close to the targets.

We also checked the activations of the gate modules with and without the weight

inputs for this experiment in figures 4.30 and 4.31. All of SGBNs change the activa-

tion of the gate module depending on the input. For the stochastic binarized models,

we have not seen much difference between GM ST and GMWOW ST. Both of the

models change the activations at some points. For example, GMWOW ST change

activations around under -0.3 or over 0.5. Compared with these stochastic binarized

models, GM DT and GMWOW DT are more dynamic to change the activations.

Even though GM DT and GMWOW DT are better in this experiment, against ad-

versarial examples, we need stochasticity and more 0 activations of the gate module

(turning off) to protect SGBN against both of the white- and black-box attack.

In the learning curve, our models without the weight inputs (both stochastic and

deterministic) converged faster than with the weight inputs. The parameter sizes and

the bias of the weight inputs might cause these results.

Furthermore, we plot histograms in which the vertical axis represents the fre-

quency and the horizontal axis represents the logistic activation values of the gate

modules in both GM ST and GMWOW ST (before the activations are binarized) for

0, 1000, 3000, and 5000 iterations during the training. These are found in figure 4.29.

We can see that the activations for the gate modules in both stochastic binarized

models gradually become nearly deterministic as the number of iteration increased.

4.7 Discussion

In this chapter’s “Motivation” section, we discussed learning the probability for

Dropout, and that it is very similar to SGBN. To see if learning dropout probability

is also helpful to defend a neural network against adversarial examples, we replace the

gate module with the adaptive dropout [7] on 2 layer CNN with the binarized dense

layer on the MNIST dataset (The dropout is applied to the convolutional layers).

We tested the network in deterministic non-binarized and stochastic binarized ways.

These are also tested on ε = 0.3 of FGSM for the MNIST testing dataset, and the

results are
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0 iteration

1000 iterations

3000 iterations

5000 iterations

(a) GM ST (b) GMWOW ST

Figure 4.29: Comparison of the logistic activation function values for GM ST and
GMWOW ST. The first row is the histograms for 0 iteration, the second row is the
histograms for 1000 iterations, the third is the histograms for 3000 iterations, and the
last one is the histograms for 5000 iterations.
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Figure 4.30: Results with the output of the stochastic binarized gate modules with
and without the weight inputs. These results are corresponding to GM ST and
GMWOW ST) on figure 4.27. Blue and red dots describe one of the weights for
hidden to output layer will be used, and grey dots describe both weights for hidden
to output layer are used.

Figure 4.31: Results for the output of the deterministic non-binarized gate modules
with and without the weight inputs. These results are corresponding to GM DT and
GMWOW DT on figure 4.27. p1 is outputs of the logistic function on the gate module
for one of the two weights, p2 is for the other one. Both deterministic gate modules
are very dynamic to the inputs.
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• Adaptive dropout (deterministic): 54.8±4.7%

• Adaptive dropout (stochastic): 62.7±1.6%

These accuracies are again worse than SGBN, but this adaptive dropout does improve

the accuracy (without this dropout, again, CNN-BIN, 44.6±2.7%), especially stochas-

tic one. We find that the stochastic dropout method drops out mostly non-centered

nodes. The reason why this might occur with this method is that the MNIST dataset

is a centered-image dataset. Dropping out the non-centered nodes with perturba-

tions might help to defend against the attack, but is not robust enough compared

with SGBN.

We mentioned SGBN contains more parameters than the other binarized models in

the network parameter section. To test whether or not the additional parameters are

the main reason for our improvement, we trained conventional CNN, CNN-BIN, SAP,

and BNN with the additional parameters (the same or similar size as SGBN’s total

parameter size) on the MNIST and CIFAR-10 testing dataset (parameter settings

are in tables 4.12 and 4.13), and tested them on ε = 0.3 of FGSM (percentages in

parentheses are without the additional parameters):

• MNIST

– CNN: 7.2±0.9% (15.3±2.2%)

– BNN with PGD: 70.3±2.9% (76.8±1.1%)

– CNN-BIN: 61.7% (44.6±2.7%)

– SAP: 63.7±11.9% (73.5±3.1%)

• CIFAR-10

– CNN: 4.3±0.5% (1.7±0.4%)

– BNN with PGD: 14.0±1.1% (13.6±1.2%)

– SAP: 6.3±0.4% (2.3±0.3%)

On MNIST, most of the models are worse than without the additional parameters ex-

cept for CNN-BIN. Even though CNN-BIN improves the accuracy with the additional

parameters, it does not achieve a comparable accuracy with SGBN (93.1±1.2%). On
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Table 4.11: Summary of each accuracy for each model and each dataset on FGSM

Network Dataset ε = 0.0 ε = 0.1 ε = 0.2 ε = 0.3

SGBN
MNIST 98.3±0.1% 98.0±0.1% 96.8±0.2% 93.1±1.2%

CIFAR10 61.6±1.1% 32.3±1.5% 22.1±0.7% 17.3±0.8%
1W-SGBN MNIST 98.1±0.1% 97.9±0.1% 97.1±0.1% 93.8±0.3%
SGBN (DT) MNIST 98.3±0.1% 93.0±0.5% 80.8±2.3% 61.5±3.7%

BNN with PGD
MNIST [34] 98.9±0.03% 96.8±0.3% 93.4±0.3% 85.6±0.6%

MNIST 95.4±0.4% 92.6±0.5% 86.2±1.0% 76.8±1.1%
CIFAR10 50.4±2.9% 26.5±1.3% 16±1.3% 13.6±1.2%

BNN with PGD (add params)
MNIST 98.1±0.2% 91.6±2.0% 83.4±2.7% 70.3±2.9%

CIFAR10 46.0±3.5% 29.8±1.7% 20.1±1.7% 14.0±1.1%

SAP
MNIST 96±0.3% 95.4±0.4% 93.0±1.6% 73.5±3.1%

CIFAR10 58.2±1.1% 1.6±0.3% 1.6±0.3% 2.3±0.3%

SAP (add params)
MNIST 89.1±2.9% 84.7±5.9% 76.7±7.3% 63.7±6.8%

CIFAR10 57.6±0.6% 6.6±0.5% 5.8±0.5% 6.3±0.4%

CNN-BIN
MNIST 98.3±0.1% 91.8±0.6% 76.5±3.0% 44.6±2.7%

CIFAR10 N/A N/A N/A N/A

CNN-BIN (add params)
MNIST 94.3±6.8% 78.3±15.4% 68.4±13.0% 61.7±11.9%

CIFAR10 N/A N/A N/A N/A

CNN
MNIST 99.0±0.1% 72.5±2.3% 31.8±3.1% 15.3±2.2%

CIFAR10 64.9±1.9% 0.5±0.1% 0.9±0.3% 1.0±0.4%

CNN (add params)
MNIST 99.1±0.1% 69.8±2.8% 18.6±2.1% 7.2±0.9%

CIFAR10 66.2±1.4% 3.1±0.4% 3.3±0.4% 4.3±0.5%
AD MNIST(ST) 98.3±0.1% 92.8±0.2% 82.1±0.6% 62.7±1.6%

MNIST(DT) 98.3±0.1% 91.5±0.5% 76.9±3.6% 54.8±4.7%
AD (add params) MNIST(ST) 96.2±3.7% 88.4±2.9% 74.2±3.3% 59.3±3.2%

MNIST(DT) 97.2±3.0% 87.9±2.6% 72.8±3.4% 57.0±3.3%
RM p=0.6 MNIST 97.5±0.1% 88.6±0.6% 68.6±2.5% 44.6±2.8%
RM p=0.6 (add params) MNIST 93.2±7.5% 83.2±6.4% 66.8±5.4% 50.4±3.5%
DC p = 40% MNIST 97.8±0.1% 89.8±0.7% 70.0±2.3% 46.4±2.0%
DC p = 40% (add params) MNIST 97.3±0.2% 92.0±0.6% 79.8±1.7% 61.5±1.9%

*AD = Adaptive Dropout, *RM = Random Mask, *DC = DropConnect

CIFAR-10, the additional parameters improve all of the model accuracies, indeed sug-

gesting that doing further testing in the future on larger models would be worthwhile.

The gate module is one of the gradient masking approaches and a regularizer.

These two methods protect SGBN itself against adversarial examples because the

gradient masking approach creates weak perturbations, and the regularizer smooth

decisions, thereby moving them further from training examples.

We summarize all of the network performances on the white-box attacks for

MNIST and CIFAR-10 in table 4.11.
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Table 4.12: Network parameters and variables for the additional parameters experi-
ments on MNIST

Parameters NON-SGBN models
learning rate 0.001
Weights in the first convolutional layer 64×5×5
Weights in the second convolutional layer 128×5×5
Weights in the fully connected layer 6952
Weights in the last fully connected layer 10

Table 4.13: Network parameters and variables for the additional parameters experi-
ments on CIFAR

Parameters NON-SGBN models
learning rate 0.001
Weights in the first convolutional layer 64×5×5
Weights in the second convolutional layer 256×5×5
Weights in the third convolutional layer 256×5×5
Weights in the fully connected layer 1176
Weights in the last fully connected layer 10



Chapter 5

Conclusions and Future Work

5.1 Conclusion

In this dissertation, we first considered that the cause of adversarial examples is re-

lated to overfitting, referring to the work of Galloway et al. [35]. To examine this state-

ment, we have shown that the cause of adversarial examples is related to overfitting by

applying some regularization to a shallow network and adding adversarial sensitivity.

The overly strong regularizations led the network to underfit, but this underfitting

was better than overfitting for adversarial examples. This result is very important

in determining the cause of adversarial examples. In addition, we applied stochas-

tic binarized neural networks with the straight-through estimator and REINFORCE

to adversarial examples. Among them, the strongest regularization, REINFORCE,

had the best performance against adversarial examples. These stochastic binarized

neural networks are, of course, gradient masking approaches which do not have a

useful gradient to craft adversarial examples, but we showed that the strongly regu-

larized model was more robust against adversarial examples among gradient masking

approach models.

A model, SGBN, was presented in this dissertation, as a new model of a recognition

network that could defend itself better against adversarial examples than other state-

of-the-art proposals. This is based on stochastic binarized neurons. We implemented

SGBN with the gate module because we hypothesized that combining stochasticity

and binarization is helpful to defend the networks. SGBN is a regularizer and one

of the gradient masking approaches. We hypothesized that adding a combination of

stochasticity and binarization to the stochastic binarized model that was implemented

for the first study of this dissertation would make it more robust against adversarial

attacks. In the experiments, we tested this model on white- and black-box attacks,

and our model was more robust against adversarial examples than the other gradient

masking models. The cause of this strength against adversarial examples for SGBN

93
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was, indeed, one of the gradient masking approaches, the larger variances of the

gradient of the cost function with respect to inputs, a regularizer, and 0 or 1 maskings

which ignored some of the perturbed pixels.

SGBN has double-sized filters for the gate module and the convolutional layer in

the main networks. We assumed that our model might not need to have these double-

sized filters for both of the gate modules and convolutional layers in the main network,

and found that the main network’s filters can be shared with the convolutional layers

in the gate module.

The benefits of SGBN are 1) the gate module is a strong regularizer; 2) SGBN is

strong against some adversarial examples including both white- and black-box attacks

compared with the other gradient masking approaches; 3) it is easy to implement or

to understand; 4) our model’s binarization does not greatly harm the accuracy on a

clean dataset.

We did not apply adversarial training to our model in this dissertation to avoid

computational expense and overfitting to specific perturbations. Again, Galloway et

al. [33] showed that adversarial training models overfit specific perturbations, and

these models were weak against other types of attacks. We would like to avoid this

overfitting. Furthermore, for our model, presumably adversarial training would not

work since our model generates weaker perturbations than the other gradient masking

models. We have already seen that perturbations at the highest perturbation level

were classifiable for even a conventional convolutional neural network. This means

adversarial examples crafted by SGBN would be similar to original examples, and

these examples would not be useful to train SGBN adversarially.

Even if a deep neural network model can achieve a high accuracy on the clean

dataset, it is still vulnerable to adversarial examples. From our results and Galloway’s

studies [35, 34, 32], we suggest that some regularization forms, especially the gate

module, should be applied to a model to protect it against adversarial examples

instead of adversarial training, which overfits specific perturbations. In Galloway

et al. [32], the authors applied L2 weight decay to a model, and the model lost

small percentages of accuracy on the clean testing dataset. However, L2 weight

decay drastically improved the performance of the model on adversarial attacks. The

authors believe that this loss in clean testing accuracy in exchange for a huge gain
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during the attack is a worthwhile trade-off. We also agree with their belief. The gate

module, again, reduces the performance on the clean dataset by a few percentages

but can protect the model against both white- and black-box attacks. This is a good

trade-off for the model with a small price.

5.2 Future work

We did not apply non-FGSM based attack, such as JSMA [86], to our model. JSMA

has very high computation costs due to the need for computing the Jacobian matrix

[68]. We avoided these high costs, but we would like to apply our model to JSMA

in future work to see if SGBN can still defend itself against it. Presumably, SGBN

would be resilient to JSMA, in which perturbations are added to a few pixels because

turning off the weights might ignore the perturbations.

Another thing we are interested in is applying the gate module to parts of deep

network architectures, such as a residual neural network (ResNet) [41]. Many re-

searchers have already shown that ResNet is very robust against adversarial exam-

ples. Combining ResNet and the gate module could be very beneficial for defending

against adversarial examples. Since the gate modules improved our shallow model,

we believe that applying the gate modules to a deeper net such as ResNet would

be beneficial in improving its robustness against adversarial examples. Furthermore,

stochastic activation pruning is applied to ResNet in [21], and SAP reduces the per-

formance on a clean dataset compared with a conventional ResNet. We assume that

the gate modules would not greatly reduce the performance of ResNet on a clean

dataset compared with SAP since we showed that the gate module did not greatly

reduce the performance of our model in this dissertation.

Since we could see that SGBN was still resilient to the adversarial attack when we

changed the dense layer with the stochastic activation to the relu activation function,

we can replace a dense layer with the stochastic activation function with a dense

layer with another activation function depending on each task. Seeking the best

replacement for the activations might help a model to improve its performance on

both the clean testing dataset and adversarial attack.

Furthermore, a deterministic non-binarized gate module’s activation would be still

changeable depending on the task. We have used the logistic activation function for
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the deterministic non-binarized gate module in this dissertation, but this does not

need to be the activation function. We would replace it with tanh, asinh, rectified

linear unit, and another one depending on each task.

SGBN can be used as an attention model [74, 119, 39]. Typically, attention is

focused on an input, but in our case, attention is focused on the weights. We would

like to apply both stochastic binarized and deterministic non-binarized versions of

SGBN to non-centered images such as Cluttered Translated MNIST [74]. Conven-

tional attention models work well on the dataset because the attention is focused on

the specific part of the image (target image). We would like to compare the perfor-

mances of the attention focused on the input and the attention focused on the weights

on the dataset to see if the attention focused on the weights would still be beneficial

for these cluttered images.

Finally, our model would also be useful for reinforcement learning, especially deep

reinforcement learning [75, 76, 67, 73, 28]. Stochasticity for a reinforcement learning

agent has the potential to improve exploration and handling of uncertainty [31, 29, 30,

88, 99]. In our research, the gate modules used sampling to learn which weights should

be turned on or off stochastically during the training, depending on the input. We

hypothesize that this sampling would work in a reinforcement learning environment.

After the training, the activations of the gate modules would be nearly deterministic

similar to our experiment, but during the training, they would still be a stochastic

way to decide which weights should be turned on or off. We would like to examine if

SGBN improves the performance of an agent in a reinforcement learning environment.
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Appendix A

Confidence level

In this thesis, confidence levels for each model are checked in Chapter 3. The specific

perturbation levels are shown in the chapter, so here, the results at all of the pertur-

bation levels are shown. At first, the confidence levels for the dropout are shown, L1

and L2, and binarized neural networks models are shown.
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A.1 Confidence level on changing dropout probability

Figure A.1: Proportion (0 to 1) vs confidence level (0-100) for target classes of ad-
versarial examples on changing dropout probability experiments (without any regu-
larizations, 10, 50, and 90 % probabilities). ε means perturbation level (0.01 to 0.25).
Proportion 0 means none of the examples, and 1 means all of the examples. Also,
Confidence level 0 means 0 % confidence for the target class, and 100 means 100 %
confidence for the target class.
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A.2 Confidence level on changing L1 and L2 λ parameters

A.2.1 L1 weight decay

Figure A.2: Proportion (0 to 1) vs confidence level (0-100) for target classes of
adversarial examples on changing L1 λ experiments (without any regularizations,
λ = 1e − 5, 1e − 2, 1e − 1). The confidence levels for W/O any regularizations and
λ = 1e − 5 change very similarly. At ε = 0.15, most of both confidence levels are
zeros. On the other hand, confidence levels for λ = 1e − 2, 1e − 1 gradually change
from high to low.
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A.2.2 L2 weight decay

Figure A.3: Proportion (0 to 1) vs confidence level (0-100) for target classes of
adversarial examples on changing L2 λ experiments (without any regularizations,
λ = 1e − 5, 1e − 2, 1e − 1). These results are similar to L1. The high λ gradually
change the confidence levels from high to lower, but the lower change the confidence
levels rapidly.
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A.3 Confidence levels on binarized neural networks

A.3.1 MLP

Figure A.4: Proportion (0 to 1) vs confidence level (0-100) for target classes on
stochastic and deterministic binarized neuron experiments for MLP.
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A.3.2 1CNN

Figure A.5: Proportion (0 to 1) vs confidence level (0-100) for target classes on
stochastic and deterministic binarized neuron experiments for 1CNN. DBN and ST
1CNNs have very similar behaviors. Most of the confidence levels at a lower ε are 100
%. while increasing ε, the proportions for DBN and ST are divided into two, close to
0 or 100%, even at ε = 0.25. The proportions of the middle of confidence levels are
less. On the other hand, REINFORCE-1CNN are most robust among the models.
The proportions of high confidence levels for REINFORCE gradually decrease but
not too much.
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A.3.3 2CNN

Figure A.6: Proportion (0 to 1) vs confidence level (0-100) for target classes on
stochastic and deterministic binarized neuron experiments for 2CNN. Similar to
1CNN result, DBN and ST 2CNNs are very similar behaviors. The proportions
for REINFORCE at high confidence levels are more robust than the others in this
experiment too.



Appendix B

The activations (σ(a)) of the gate module for the 2nd layer

before binarized (probabilities of masking) on the testing

dataset.

Figure B.1: Histogram of probabilities of activations (σ(a)) from the gate module
(2nd layer) before they are binarized (scale is 0 to 1). Around 50% of the activations
are close to 1, and around 50 % are close to 0.

116



Appendix C

The differences in accuracy between the training and testing

MNIST datasets (clean datasets) for SGBN and SGBN with

relu activation

Figure C.1: The differences in accuracy between the training and testing MNIST
datasets (clean datasets) for SGBN and SGBN with relu activation
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Appendix D

Adversarial examples crafted by the gate module and

accuracies of each model on the examples

Figure D.1: An adversarial example crafted by the first gate module.

Figure D.2: An adversarial example crafted by the second gate module.
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Figure D.3: The accuracies of CNN-BIN on FGSM crafted by SGBN (red), the first
(blue), and the second gate modules (green).

Figure D.4: The accuracies of SAP on FGSM crafted by SGBN (red), the first (blue),
and the second gate modules (green).
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Figure D.5: The accuracies of BNN with PGD on FGSM crafted by SGBN (red), the
first (blue), and the second gate modules (green).
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Notices of permission to use excerpts from author’s

publications

In this thesis, large and small excerpts were taken verbatim from two of the author’s

own published papers [60, 61]. A form of the student’s contribution to the manuscript

is signed and submitted to the graduate studies office.

Both Springer (publishers of the Canadian Conference on Artificial Intelligence)

and IEEE (publisher of the proceedings of the International Joint Conference on

Neural Networks) state in the documents reproduced on the pages linked below that

use of the author’s work in their own dissertation is allowed.

Please see the copyright forms for permissions:
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