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Abstract

Underwater acoustic communication operates in one of the most complex wireless communica-

tion environments. Therefore, sophisticated signal processing techniques are required to make

high-throughput communications possible. A typical acoustic channel has long impulse response

and suffers from time variation caused by Doppler effects. In this thesis, we apply the delay-and-

sum beamformer accompanied by multiple signal classification (MUSIC) algorithm to alleviate

the harsh conditions of the underwater acoustic channel. Those proposed algorithms improve

the channel power-delay profile and reduce Doppler spread causing channel taps variations.

Based on delay-and-sum beamformer and MUSIC algorithms, a poster and a conference pa-

per were published.

• N. Eskandari, D, Trukhachev, C. Schlegel, “Underwater channel Beamforming technique”

Wuwnet conference, Halifax, Canada, Nov.2017.

• N. Eskandari, M. Bashir, D. Truhachev, and C. Schlegel and JF. Bousquet “Improving

the Quality of Underwater Acoustic Channel via Beamforming,” IEEE/MTS OCEANS, Kobe,

Japan, May 2018.

We have received constructive and encouraging feedbacks during and after the conference about

our idea, which motivated us to continue and implement this technique on hardware in near

future.
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Chapter 1

Introduction

The underwater acoustic communication channel is one of the most complex wireless communi-

cations channels due to rapid signal attenuation, high Doppler spread, long power delay profiles,

limited bandwidth and limited transmission range. These are the most crucial factors intro-

duced by the medium, which have to be dealt with for reliable communication under the surface

of the seas.

The channel estimator whose task is to estimate and track the channel to extract the transmit-

ted data from the received signal, faces significant Doppler spread which degrades estimator’s

performance. The estimator’s performance is highly dependent upon the channel condition. If

there was a way to alleviate channel taps with high Doppler, we could achieve better and more

reliable underwater communication. Furthermore, the transmission data rate can be increased

if there is a way to shorten long power-delay profiles.

Beamforming is a technique which has been used in many fields such as radar, biomedical

engineering and wireless communications. This technique aims at maximizing the signal-to-

interference ratio (SIR). Beamformer focuses on the angle of arrival of the desired signal, simul-

taneously, suppressing signals from other directions of arrival seen as interference.

In this thesis, we take a different point of view. Instead of maximizing signal-to-noise ratio

(SNR), we shorten the channel impulse response. By means of beamforming, not only do we

achieve better channel quality, but also data rate can be increased. Beamforming cures the com-

munication channel defects and it has two significant results. First, our signal-to-interference

ratio (SIR) increases, and second, beamformer application results in shorter channel power-delay

profile by suppressing undesired arrivals with high Doppler.

1
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1.1 Motivation

Based on the above noted channel issues, we were interested in applying a beamforming tech-

nique to solve them. The long channel power-delay profile, paths with high Doppler spread, and

multi-path reduce the achievable data rate and cause difficulties in the underwater acoustics

channel estimation and equalization, as mentioned in previous works on the underwater acous-

tics. Since our group works on designing an implementing a channel estimator for the underwater

acoustic communications, there was a need to mitigate multi-path effect, and the paths with

high Doppler causing the channel estimator deficiency. Therefore, beamforming was introduced

as an individual project so that to tackle with those issues. Beamforming can lessen the effect of

multi-path by suppressing the undesired paths, and we are not interested in receiving the paths

which have high Doppler spread. In addition, the shorter the power-delay profile, the easier it

is to equalize the channel. Because of medium characteristics, it is not possible to simply utilize

large bandwidth to increase data rate. Thus, beamforming techniques are essentially needed for

the underwater acoustics.

Also, we noticed that in the underwater acoustic experiments, we can decrease the transmitted

signal power when beamforming techniques are used at the receiver, which is so important.

Because most of the underwater devices are driven by batteries, and battery life is an important

factor for long term experiments. In addition, lower SNR causes less harm to marine life.

1.2 Thesis Outline

In this chapter, we are going to look at some concepts which are common in wireless communi-

cations and needed for understanding of the next chapters. In the following chapter we take a

look at transmission loss occurring in the underwater environment and study the link budget.

In Chapter 3, the underwater channel and a simulated model for underwater communication

experiments are discussed. Forth chapter is dedicated to a brief explanation of OFDM sig-

naling. Chapter 5 explains different types of beamforming techniques and direction of arrival

(DOA) estimation algorithms, and extensively discusses the delay-and-sum (DAS) beamformer

and multiple signal classification (MUSIC) algorithm. The results based on real data and simu-

lated versions of the underwater channel experiments are shown in this chapter, as well. In the
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Figure 1.2: Shadow zone simulation based on a simulated sound speed profile [17].

1.5 Surface Scattering

Sea surface fluctuations are neither predictive nor the same for all paths. This effect causes a

Doppler spread. The harsher the surface movements, the higher the Doppler spread is. Harsh

surface also prompts more taps in channel power-delay profile due harsh surface scatters the

paths in wider angles which then arrive at the receiver. In calm situations, the channel power

delay shows some taps which are distributed sparsely [17].

1.6 Doppler Shift

Doppler shift is an effect caused by movement of either the transmitter or receiver, which

prompts a shift in the spectrum of the signal and is common to all paths. There are effective

ways to estimate and cancel this effect. Doppler shift is different for each path and depends on

the incident angle.
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The surface motion causes a distortion to the reflected acoustic signals. This distortion re-

sults in a multitude of micro Doppler-shifts effects which all together cause spread around the

transmitted signal frequencies. As a result, it causes time-variation of both the signal power

and fading.

1.8 Narrow-Band and Wide-Band Signaling

In communications, the relation between bandwidth and central frequency determines whether

the system is narrow-band or wide-band. When the bandwidth is much smaller than the central

frequency, that system is considered as narrow-band which is typically accepted in most ter-

restrial wireless communications. Wide-band systems, on the other hand, use more bandwidth

for data transmission. The ratio between bandwidth and central frequency is considerable in

these systems. The data rate in wide-band system is more than narrow-band systems. However,

beamforming techniques are simpler for narrow-band systems than wide-band.

1.9 Literature Review

In the wireless communications, signals arrive at the receiver array with delays and angle of ar-

rivals associated with each path. This phenomenon is known as multi-path. Some of the paths

do not have good quality to estimate because of many reasons such as high Doppler spread.

Therefore, there is a need to mitigate those low quality paths.

Some authors have suggested that beamforming techniques can alleviate the adverse multi-paths’

effect and lessen the impact of undesired paths. In [2] and [3] different types of beamformers

are discussed, which some highlights of them are reviewed in the following. There two types of

beamformers discussed in documents and books. They are adaptive and non-adaptive beam-

formers. As table 4.1 in [2] shows there are different types of adaptive beamformers which have

their own disadvantages.

Multiple side-lobe canceler (MSC) works in a way that it receives a signal from either one

high gain main sensor or multiple sensors beamformed toward a specific angle, and the rest of

the sensors act like auxiliary channels which are then multiplied by weight so that to cancel the
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interference signals. it suppresses the interference signals. The disadvantage of this problem

is the need for prior knowledge of where the desired signal is in order to steer beamformer’s

side-lobes toward undesired paths. The other algorithm is known as reference-signal (RS) which

requires again the angle of arrival where the signal comes. However, if we know where the de-

sired signal is, it will be easier to adapt a conventional narrow-band beamformer weights rather

that using MSC or RS.

Delay-and-sum beamformer is very well known and robust beamformer. This beamformer itself

is a non adaptive beamformer. However, by using direction of arrival (DOA) estimation tech-

niques and adjusting weights with regard to DOA estimation results, it is possible to make it

adaptive and steer toward desired angle of arrival.

Max SNR is an algorithm which steers its nulls and side-lobes toward the interference sig-

nals. This algorithm works with higher performance in comparison with MSC and reference

signal. However, its performance may degrade when there are many interference signals in the

received signal. Thus, we should look for better method which capable of handling multi-path

channels.

In some wireless communication, the receiver receives multiple replicas of the transmitted signal,

which are coherent with each other. This effect is known as multi-path. Some of the received

paths have good quality. Therefore the beamformer should focus on them. Beamformers deal

with steering vectors to steer toward the desired angle of arrival. Therefore, in some cases di-

rection of arrival (DOA) estimation methods are used to find the angle of arrivals.

There are wide varieties of DOA estimation algorithms. Multiple signal classification (MU-

SIC) [13] [14], is one of them which has been used in many applications. It has been proven in

many documents that this method is more efficient than the other method denoted as (ESPRIT)

[21]. Some papers also have suggested the modified versions of MUSIC like root-MUSIC which

enhances the MUSIC algorithm performance, but they still consider more number of sensors in

the receiver array than number of received signals.

Coherence DOA estimation is also have been considered in some documents, such as spatial
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smoothing [23] [24]. This method aims at processing coherent signal and achieve decoherent

signal to find DOA. This method also reduces the channel rank. The main disadvantage of this

method is the loss of array aperture. Hence, it requires more elements in the array. Although

spatial smoothing increases DOA estimation precision, they use more number of receivers than

number of received signals. Therefore, there still is a problem which has not been fully resolved.

Compressed sensing (CS) algorithm [25] is another method dealing with sparsity in the ar-

rival signals. The CS algorithm aims at reconstructing the signal with fewer number of samples

other algorithms use. It is proven that there are limited number of replicas of the transmitted

signal in the received signal with different angles. In other direction of arrivals, the receiver

captures noise. This kind of behavior is know as sparsity. In [26] author suggested Basis Pursuit

algorithm for compress sensing. The author showed that this algorithm has better performance

for signals with sparsity characteristics.

There is another algorithm which is proposed in [27]. They used compress sensing and in-

dependent component analysis (ICA) for multi-path channels, and showed that it has better

performance than other algorithm. They can overcome one of the issues which The MUSIC

algorithm has. MUSIC is prone to arriving angles which the signals arriving angles are too close

to each other, MUSIC often can not estimate them properly. However, they showed that DOA

estimator works perfectly when arriving paths are close to each other based on their simulations.

Although, they showed improvement in DOA estimation, they considered more elements in the

receiver array than number of arriving signals in their simulation.

Most of these papers simulated and concluded their results based on a condition which they

consider fewer number of received signals in multi-path than number of sensors in the receiver

array. In the underwater communication, based on ray tracing models Bellhop [8], it is possible

to receive many taps of arrival. Therefore, we looked for a way to adapt conventional MUSIC

with multi-path effect and limited number of hydrophones, in our case we consider only five

hydrophones and 24 angles of arrival. The aim of this thesis is to find the high quality paths

among all path. We look for the path which has the smallest Doppler spread and highest power.

More details about this project are discussed in the following chapters.
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Cylindrical spreading: If we are in shallow water or the distance between the source and

receiver is longer than the water depth, we have the cylindrical spreading. Equality of power in

different distances leads to 2πr0`I0 = 2πr1`I1

LTL = 10 log
(r1
r0

)

. (2.6)

Absorption Loss

Absorption loss is caused by acoustic energy being converted into heat. It consists of three

different effects, which mostly dependent on frequency:

(i) Shear viscosity causes signal loss, This is more apparent in sea than fresh water. Sea water

shows this phenomena because of the chemical reaction of the dissolved salt in sea water.

(ii) Another factor that causes absorption is volume viscosity which arises from the time-lag that

water molecules need to flow by means of the pressure into lattice holes in the crystal structure

[6].

(iii) Ionic relaxation is the effect of magnesium sulfate (MgSO4) that dissociates and re-

associates under the pressure of acoustic signal. This is called relaxation time[6].

The following equations address all of the variables and was fitted to measurements. The former

one is for spherical spreading and the later is related cylindrical spreading.

LTL = 20 log(r) + αr × 10−3 (2.7)

LTL = 10 log(r) + αr × 10−3 (2.8)

α =
0.11f 2

1 + f 2
+

44f 2

4100 + f 2
+ 3× 10−4f 2. (2.9)
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domain as a function of time is given as

H(f, t) =
P
∑

p=1

hp(t)e
−j2πfτp(t), (3.1)

where, hp(t) and τp(t) are the amplitude and delay of path p, respectively. H0(f) represents the

low-pass effect of the channel [17]. In the time domain, the channel impulse response in Eq. 3.1

can be modeled as

h(t, τ) =
P
∑

p=1

hp(t)δ(t− τp(t)). (3.2)

3.2 Sum-of-sinusoids (SOS) Channel Model of A Single Channel Tap

It is possible simulate an impulse response of a single-tap wide sense stationary uncorrelated

scattering (WSSUS) channel, which is a function of scattering, via sums of sinusoids. This

produces the time samples

h[i]rayleigh =
1√
M

M
∑

m=1

ej(φm+2πfmiTs). (3.3)

Where, M is the number of sinusoids in the model, φm is an initial phase which is randomly and

uniformly distributed in [0,2π]. fm is the frequency of sinusoids m and accounting to Doppler

spectrum. Alternatively,

h[i]Ricean =
1

√

M(1 + kR)

(

M
∑

m=1

ej(φm+2πfmiTs) +
√

KRe
j(φ0+2πf0iTs)

)

(3.4)

where Kr is the Rice factor, and f0 is the Doppler shift frequency component.

In order to generate Equations 3.3 and 3.4, a limited number of Doppler frequencies, M , should

be chosen to model Doppler spectrum function,

f(ν) =
1

2α
e−

|ν|
α . (3.5)

By means of using the inverse transform sampling lemma, which states that the distribution of

the output cumulative distribution function (CDF) F (X), where X is opted with regard to f(ν),
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is uniformly distributed between [0,1] [17]. Hence, it is possible to generate samples following

f(ν) by choosing y uniformly [0,1] and finding x as

ν = F−1(y) (3.6)

Therefore,

F (fm) =

∫ fm

−∞

1

2α
e−

|ν|
α =

sgn(fm)

2
(1− e−

|fm|
α ) (3.7)

fm = −α logmod(2u, 1)sgn(1− 2u), (3.8)

where fm is the Doppler frequency of the Doppler spectrum. α is the Doppler spread and mean

relaxation frequency [1].

3.3 Modeling Multi-Path Channel using SOS

The underwater channel is a time-variant channel which is modeled in Eq. 3.2, where, P is

the total number of paths in the multi-path channel, τp is the delay associated with each path.

hp(t) is the path amplitud which is a time-varying parameter and undergoes fading. In radio

communication, there is an assumption that all hp(t) have the same Doppler spectrum [17]. This

assumption is not correct in the underwater acoustics due to surface motions. Doppler spread is

broader for paths which have multiple surface bounce. Eq. 3.2 is an infinite-bandwidth model

because δ function is present in that equation. In communications, filters are used in transmitters

and receivers for pulse shaping and limiting the bandwidth. Fig. 3.3 shows a communication

channel with transmit and receive filters. Complex transmit samples xi are shaped by the

transmit filter whose impulse response is g(t). The medium affects the transmitted signal and

causes multi-path, Doppler spread, and fading. The receive filter, g∗(−t), receives and filters all

the paths data [17]. The whole transmit, receive filtering and channel effect can be shown as

f(t, τ) = h(t, τ) ? g(τ) ? g∗(−τ) = h(t, τ) ? gtotal(τ). (3.9)

The received signal z(t) is sampled at rate Ts and given by

z(kTs) =
k+l−1
∑

j=k

xjf(kTs, (k − j)Ts) + nk, (3.10)

=
L
∑

l=1

xk−lf(kTs, lTs) + nk. (3.11)
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3.5 Bellhop Ray Tracing Model

The Bellhop software [8], helps us find the channel power delay profile. Highlights of the software

program are discussed in this section. For more details, refer to [8].

3.5.1 Sound-Speed Profile

The sound speed is not constant at different depth in water column. It varies with salinity, tem-

perature, pressure, and depth [6]. Experiments also have shown that the sound speed changes in

different seasons. All of these factors affect the an acoustic signal propagated under the water.

The acoustic signal is bent as it is propagated throughout the medium. This phenomenon is

known as refraction.

The sound speed profile should be defined in the environmental file in the Bellhop software

for different depths. Fig. 3.4 illustrates a simulated sound speed profile for the location where

real measurement was taken place in 2017. The point in Fig. 3.4 where the sound speed is

approximately 1460 m/s, shows there is ”duct” at 40 m depth. A duct forms at a depth where

the sound speed around that point is symmetric. As Fig. 3.4 shows the sound speed is higher

than 1460 m/s and there is similarity in the sound speed for both shallower and deeper depth

around 40 m depth.

In some cases the duct forms at a depth that the signal is bent before hitting surface or bottom

of the seas. Therefore, the acoustic signal propagated in that depth can travel to further dis-

tance without too much attenuation due to no bounce, due to each bounce reduces the acoustic

signal energy. It means the sound can travel much longer distances [7].

3.5.2 Bathymetry

Bathymetry is another parameter that affects the power-delay profile significantly. The sea bot-

tom profile can block rays and introduces shadow zones, where no transmitted sound is received.

Moreover, the structure of the bathymetry itself has profound impact on the wave propagation,

for instance, if the bottom is made of hard rock, reflections from the bottom will be stronger.

On the other hand, if it is made of sand which absorbs sound energy quite considerably, the

reflections will not be so strong and reduce more energy. Fig. 3.5 shows the bathymetry where















Chapter 4

OFDM Signaling

Orthogonal Frequency Division Multiplexing (OFDM) signaling is one of the signaling methods

that uses the bandwidth efficiently. OFDM divides the bandwidth into many smaller chunks

which are called sub-carriers. This technique can help us send the data over multiple frequen-

cies without degrading the signal quality. It has higher spectral efficiency than conventional

frequency division multiplexing. Moreover, there is no need to utilize costly band-pass filters

to separate the sub-carriers. OFDM, however, is vulnerable to fast fading and channel time

variations. The other disadvantage is the high peak to average power ratio. However, in the

recent years, amplifiers has advanced a lot to tackle this issue [17]. In our case, class D amplifiers

are used. Low complexity of modulation and demodulation of the OFDM signaling outweigh its

disadvantages. Additionally, the Fast Fourier Transform (FFT, iFFT) lessens the complexity of

OFDM systems.

OFDM has been used in many types of wireless communication systems. Since wireless chan-

nels are often frequency-selective and deep fades occur in certain frequencies, OFDM helps us

prevent losing the entire data frame in those frequencies if appropriate coding scheme is used

for data transmission.

This signaling is based on the orthogonality of exponentials. In the baseband the bandwidth W

is divided into N (complex) sub-carriers. the frequency spacing between neighboring sub-carriers

is defined as,

∆f = fk − fk−1, (4.1)

where, fk = k
W

N
, and k = [0, N − 1]. There is another term known as symbol rate r which can

be defined as,

r =
1

T
= ∆f = k

W

N
, (4.2)
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where, T is the symbol duration. Here, W = 1/Ts where Ts is the equivalent single-carrier

symbol time. Thus T = NTs, and fk = k/T . The inner product of two modulated waveforms

with different sub-carriers vanishes due to their orthogonality as mentioned in [17] and shown

below,
∫ T

0

ej2πf1tej2πf2tdt = 0 if f1 6= f2 (4.3)

Equalization in OFDM signaling is simplified to a matrix multiplication in frequency domain.

This is the most significant advantage of OFDM, which makes it suitable to be used as a stan-

dard signaling technique for radio systems, particularly for 4G LTE and 5G systems [17].

The analog base-band signal at the transmitter is given by

x(t) =
N−1
∑

k=0

X[k]ej2πfkt =
N−1
∑

k=0

X[k]ej2π
k
Ts

t (4.4)

where, fk =
K

T
= K

W

N
, W is the total bandwidth in baseband. X[k] carries the data in

frequency domain and the received data in time domain can be sampled at rate fs =
1

Ts
.

x(t) = x[nTs] = x[n] (4.5)

x[n] =
N−1
∑

k=0

X[k]ej2πk
W
N

nTs ; n ∈ [0, N − 1]. (4.6)

It is apparent that the above equation is similar to the inverse Discrete Fourier Transform

(iDFT). Thus, instead of dealing with an analog transceiver, a digital transceiver is preferred.

Followed by the interpolation filter to convert the discrete time sequence to continuous time

signal.

In order to utilize the bandwidth efficiently,
sin(x)

x
interpolation can be used as shown in Eq.

4.7. There, however, is better option to be used to alleviate the pre and post-cursor of the
sin(x)

x
function. A root-raised cosine filter, g(t), with small roll-off factor α is preferred to eliminate

excessive side-lobes in the time domain.



29

x(t) =
N−1
∑

n=0

x[n]sinc
(t− nTs

Ts

)

(4.7)

x(t) =
N−1
∑

n=0

x[n]g(t− nTs) =
N−1
∑

n=0

x[n]g
(

t− n
T

N

)

(4.8)

We showed the signal in baseband; however, for long range transmission there is a need to

up-convert the signal. The passband OFDM signal is given by

S(t) = Re{x(t)ej2πfct} = xi(t) cos(2πfct) + xq(t) sin(2πfct), (4.9)

where xi(t) and xq(t) are in-phase and quadrature component of the baseband signal, and fc is

the carrier frequency.

Consider a vector of receive samples at the receiver represented by

y = [y(Ts), y(2Ts), ..., y(NTs)], (4.10)

where, Ts is the sampling period at the receiver. y carries the transmit signal containing both

data and cyclic prefix,

x = [cp, ..., cp, x(T ), x(2T ), ..., x(NT )]. (4.11)

We can write a vector channel representation for the case of static multi-path channel as,

y = Hx+ψ, (4.12)

where H is the channel matrix in the frequency domain, as an example,

H =

































f1 fL · · · f2
... f1

. . .
...

...
...

. . . fL

fL
...

. . . f1

fL
. . .

... f1
. . .

...
...

. . .

fL fL−1 · · · f1

































. (4.13)
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y = FHy (4.14)

= FHHF(x+ ψ) (4.15)

= H(f)X+Ψ. (4.16)

where,

H(f) = FHHF =















H0

H1

. . .

HN−1















(4.17)

is the diagonal frequency gain matrix [17].

y[n] =
1√
N

N−1
∑

k=0

H[k]X[k]ej2πk
n
N + ψ[n]. (4.18)

By taking the DFT of y[n], we obtain

Y [K] =
1√
N

N−1
∑

k=0

y[n]e−j2πk n
N = H[k]X[k] + Ψ(k). (4.19)

To equalize we need to apply filter whose response is reciprocal to the channel frequency response,

Hf (e
jw) =

1

H(ejw)
. It is possible to equalize the channel as,

Y [k]

H[K]
= X[K] +

Ψ(k)

H[K]
. (4.20)

The received signal, X̂ [k], is not exactly the same as the signal sent X [k], due to presence of

the scaled noise,
Ψ(k)

H[K]
. Although the signal is corrupted by noise, it is sometimes possible to

de-map the received data to achieve the constellation diagram and then retrieve the bit stream.

In fast fading channels, the channel matrix isn’t diagonal [17]. Therefore, the channel matrix H







Chapter 5

Beamforming and Direction of Arrival Estimation Methods

As discussed in previous chapters, the underwater channel has long power-delay profile and paths

with high Doppler spread. Improving the quality of underwater acoustic channel by removing

the paths which have high Doppler spread, and curing the long channel power-delay profile

are important goals on which this thesis is targeting. Beamforming techniques help us cure

and improve the channel impulse response simultaneously. Some techniques require direction of

arrival estimation. In this chapter, a section dedicated to some beamforming techniques with an

emphasize on delay-and-sum (DAS) beamformer. Also, two methods for direction of estimation

are discussed.

5.1 Beamforming

Beamforming techniques aim at maximizing the signal-to-interference (SIR) ratio. The beam-

former focuses on a direction that the desired signal comes. There are many different types

of beamforming methods which can be classified in different categories, but the adaptive and

fixed (non-adaptive) beamforming techniques classification is widely used in both industry and

academic papers. Both have their advantages and disadvantages which are discussed in this

chapter. Before delving into beamforming techniques, it is appropriate to become familiar with

array theory and some of the terminology used in this chapter.

5.2 Array Theory

A vertical hydrophone array receives a signal as a plane wave if the transmitter is located far

enough from the receiver. The hydrophones in the array receive this wave with small delays

associated with the distance between hydrophone d, and incident angle θ of the wave, as shown

in Fig. 5.1.
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signals received by the Nh hydrophones are given by

yi(t) = f (i)(t)x(t−∆ti − τ) + ni(t), (5.1)

f (i)(t) = f (i)
s (t)ej2πfc∆ti (5.2)

∆ti = d sin(θ)(i− 1)/c (5.3)

where i = 1, 2, · · · , Nh and the first hydrophone is used as the reference hydrophone when com-

puting delays ∆ti. The time evolution (fading) of the channel tap itself at hydrophone i is

given by f
(i)
s (t), while f (i)(t) contains both time evolution and the frequency shift due to wave

propagation from 1st hydrophone to ith hydrophone.

A narrow-band delay-and-sum (DAS) beamformer focusing onto incident angle θ′ produces an

output

ybf(t) = a
∗

θ′(t)yd(t) where (5.4)

yd(t) = [y1(t), y2(t−∆t2), · · · , yNh
(t−∆tNh

)]T (5.5)

aθ′(t) = [aθ′,1(t), aθ′,2(t), · · · , aθ′,Nh
(t)]T (5.6)

aθ′,i(t) = ej2πfcd sin(θ
′)(i−1)/c i = 1, 2, · · · , Nh (5.7)

where aθ′ is a steering vector and yd(t) is a vector of delayed received signals. In case the

beamforming angle θ′ = θ we obtain

ybf(t) = a
∗

θ(t)yd(t) = x(t− τ)

Nh
∑

i=1

f (i)(t+∆ti) . (5.8)

Consider now a multi-path channel with Lp signal propagation paths (see Chapter 3 for a

detailed description of the channel model). Given the sampling time T and the combined

transmit-receive filter impulse response gtotal(t) as well as the sequence of the discrete transmit

signal samples xk = x(kT ), k = · · · , 1, 2, 3, · · · the received signal observed at the hydrophone

i is given by

yi(t) =

Lp
∑

p=1

f (i)
p (t)x(t−∆ti,p − τp) + ni(t), (5.9)

=
∞
∑

k=−∞

Lp
∑

p=1

f (i)
p (t)gtotal(t−∆ti,p − τp − kT )xk + ni(t), (5.10)
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where, i = 1, 2, · · · , Nh, and the first hydrophone is used as the reference hydrophone when

computing delays

∆ti,p = d sin(θp)(i− 1)/c . (5.11)

The DAS beamformer (5.8) can then be applied to respective ybf(t) sampled at the receive

hydrophones.

5.4 Adaptive Beamformers

Since in wireless communication the channel is time-varying, non-adaptive beamformers may

not be suitable for communications. Therefore, there is a need for a beamformer which adapts

itself as the channel varies. Adaptive beamformers are classified into two categories: The first

group is called blind beamformers, since they use no prior information about the spatial signa-

ture of the desired signal. Spatial signature isa response vector of a hydrophone array coming

from a certain angle of arrival, for more information regarding this topic please refer to [22].

Thus, there is a need for training with known signals to form the beamforming weights. Some

adaptive beamforming techniques require the spatial signature of the signal to steer toward the

desired signal. Thus, there is a need for an algorithm which helps the beamformer find the angle

of arrival. This process is known as direction of arrival estimation. In this section, algorithms

for blind beamforming and direction of arrival methods are discussed.

5.4.1 Minimum Mean Square Error (MMSE) Beamformer

MMSE is a blind adaptive beamformer technique, and known as Wiener filter. The aim of this

algorithm is to minimize the error e(t) between the received and reference signals P . That

reference signals in our case are a sequence of preambles, denoted as P in this thesis. They are

known and defined for the receiver in advance. The weights w are chosen as

arg min
w

E{|e(t)|2} = arg min
w

E{|wHS(t)− P |2} (5.12)

E{|wHS(t)− P |2} = E{wHS(t)SH(t)w−wHS(t)P ∗ − SH(t)wP + PP ∗} (5.13)

= wHRw−wHrsp − rHspw+ PP ∗ (5.14)
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where,

R = E{S(t)SH(t)} (5.15)

rsp = E{S(t)P ∗} (5.16)

∂ E{|e(t)|2}
∂wH

= Rw− rsp = 0 (5.17)

wMMSE = R−1rsp. (5.18)

Computing the weights for this technique requires significant time, which is a disadvantage.

However, This technique does not depend on signal features, such as wide-band or narrow-band.

Other algorithms such as direction of arrival (DOA) estimation methods can alleviate the dis-

advantage of non-adaptive beamformers, and help them adapt their weights. DOA algorithm

estimates the angle where the desired signal is received, and the beamformer adjusts its weights

with regard to the estimated angle. In the following DOA methods are discussed.

5.5 Direction of Arrival Estimation

Some beamforming techniques, such as delay-and-sum beamformer, require knowledge of the

spatial signature of the arriving signal prior to adapting the beamforming weights. Thus, esti-

mating the angle of arrival is necessary. ESPRIT and MUSIC algorithms [13] [14] [21] are two

DOA estimation methods which are going to be discussed in this chapter.

In order to apply beamforming techniques in underwater acoustics, a hydrophone array must be

used. An underwater hydrophone array consists of multiple hydrophones at the receiver side.

A signal arriving from an angle impinges on each hydrophone with delay and phase change as-

sociated with the hydrophone spacing distance d, as shown in Fig 5.4. Multi-path propagation

causes to receive multiple copies of a signal from different angles. There is a Doppler spread

and delay associated with each path. The paths with lower Doppler spread are easier to estimate.

We consider OFDM signaling with central frequency fc, and each OFDM sub-carrier is con-

sidered as a narrow-band signal. In communication systems, when the bandwidth is much
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A = [aT
1 (θ),a

T
2 (θ), ...,a

T
i (θ), ...,a

T
M(θ)], (5.19)

a i(θ) = [1, z−1, ..., z−k, ..., z−(Nh−1)], (5.20)

zk = ej2πfck
dsin(θ)

c . (5.21)

Where, fc is the carrier frequency, k is hydrophone number, d is distance between two consecu-

tive hydrophone, and c is the sound speed. The steering matrix, A, should be divided into two

(Nh − 1)×M sub-matrices,

A0 =































1 1 .... 1

z−1
θ1

z−1
θ2

... z−1
θM

z−2
θ1

z−2
θ2

... z−2
θM

. . ... .

. . ... .

. . ... .

z
−(Nh−2)
θ1

z
−(Nh−2)
θ2

... z
−(Nh−2)
θM































, (5.22)

A1 =
























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
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



















. (5.23)

These two matrices are related as, A0 = A1Φ, where Φ is a diagonal matrix. Its diagonal values

diag(Φ) = [u1, u2, ..., uj, ..., uM ] show the phase shift associated with each individual arriving

path received by the hydrophone array. Thus, if it is possible to estimate these diagonal values,

the angles of arrival for each individual element and path can be found using,

cos(φ) = c
ln(uj)

kdfc
. (5.24)

We do not have access to A0 and A1 though. Thus, we use the received data y, introduced

in the Chapter 3 to form covariance matrix R [21], shown in Eq. 5.25, and apply eigen value
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decomposition Qs, mentioned in Eq 5.26 as,

R = yyH , (5.25)

R = QSQ∗. (5.26)

Where,”*” shows the hermitian transpose of a matrix, y is the down-converted and filtered ver-

sion of the received signal at the all hydrophones in the array over specific duration of time such

as one preamble length, S shows the eigen values of the matrix R, which is a diagonal matrix

that with elements which are decreasing from the first row down to the last row. Based on

the desired signal subspace, we can form Qs corresponding to the M largest values of S, called

signal subspace. Now it is time to define Q0 and Q1 derived from Qs. These two matrices are

formed in the same way that A0 and A1 are formed.

Q0 = A0C, (5.27)

Q1 = A1C, (5.28)

A1 = A0Φ. (5.29)

Q0 = Q1Γ
−1, (5.30)

Γ−1 = C−1Φ−1C. (5.31)

Where, C is an invertible matrix.

By means of finding the eigenvalues of Γ−1, and using Eq. 5.24, we are able to find the angles

of the arriving signals. The ESPRIT algorithm performance is not good. First, its performance

may degrade when we have fewer sensors (hydrophones) than the number of arriving signals.

Esprit is also a time consuming method due to the need for calculating two eigenvalue decom-

positions and a least square problem to find the angles. Hence, we are looking for an algorithm

which does not have these two downsides.

5.6.2 MUltiple SIgnal Classification (MUSIC)

Since one of the most important algorithm discussed in this thesis is based on the MUSIC al-

gorithm, it is appropriate to show a flow chart for MUSIC algorithm shown in Fig. 5.5. In

addition, it is helpful to revise how received signals are formed. The Matlab code regarding the
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angle of arrival. Eq. 5.32 and Eq. 5.34 describe the received signal, resulting from the trans-

mitted signal x(t) passing through multi-path underwater acoustic channel.

yi(t) =

Lp
∑

p=1

e−j2πfc
d sin(θp)

c f (i)
p (t)x(t−∆ti,p − τp) + ni(t), (5.32)

=
∑

k

Lp
∑

p=1

a(θp)f
(i)
p (t)gtotal(t−∆ti,p − τp − kT )xk + ni(t), (5.33)

where, yi(t) is the received signal at hydrophone i, f
(i)
p models the fading and Doppler spread

for path p, LP is the number of paths, and T is the sampling time. i = 1, 2, · · · , Nh, is the

hydrophone index, and the first hydrophone is used as the reference hydrophone when computing

the delays associated with hydrophone i which is given as

∆ti,p = d sin(θp)(i− 1)/c . (5.34)

The following equation (Eq.5.35) represents the steering vector which is used to steer the

beamformer’s main-lobe toward the signals arriving from angle θj. As it is shown in Eq.5.32

there is a phase shift with regard to hydrophone spacing. This phase shift is going to be can-

celed by multiplying conjugate of the vector a(θp) which is encapsulated in the received signal

yi = [y1(t), y2(t), ..., yNT
(t)]. Conjugate of a(θp) is known as steering vector. Thus, by multiply-

ing the steering vector with the received signal, we can cancel the phase shift occurring due to

the hydrophone spacing, and align all hydrophones’ signals with respect ot their phase.

aθ′(d, θp) = [aθ′,1, aθ′,2, · · · , aθ′,Nh
]T (5.35)

aθ′,i(d, θp) = ej2πfcd sin(θ
′)(i−1)/c i = 1, 2, · · · , Nh (5.36)

where, d is the hydrophone spacing, θ′ is the desired signal angle of arrival, fc is the carrier

frequency, and c is the sound speed in the medium.

The MUSIC algorithm[13] [14] relies on the received signal, y(t), correlation matrix R. A
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practical way for computing R is to transmit a known preamble p of length Npre samples over

the channel and to compute R as an expectation over the Npre samples of the received vectors

corresponding to the preamble only, i.e,

R =
1

Npre

Npre
∑

k=1

y(kT )y(kT )∗ . (5.37)

Then, an eigen value decomposition is applied to the correlation matrix R which can be broken

up into multiplication of three matrices R=QSQ∗. The matrix S contains eigen values of the

matrix R, and is a diagonal matrix with diagonal elements which decrease from the first row

down to the last row. This allows us to identify two subspaces based on diagonal values. Noise

subspace in matrix S is the smaller diagonal elements of the matrix S.

S =





















s1 0 ... 0

0 s2 ... 0

0 0 ... 0

. . ... .

0 0 ... sNh





















(5.38)

Ss =















s1 ... 0 ... 0 0

0 s2 ... 0 ... 0

. . ... .

0 0 ... sk ... ...















(5.39)

Sn =















0 ... sk+1 ... 0 0

0 ... 0 sk+2 ... 0

. . ... .

0 0 ... ... ... sNh















(5.40)

Then, based on that row separation, we can divide the Q matrix into two matrices, Qs and Qn,

which are signal and noise subspace in Q, respectively.

In the MUSIC algorithm, we have to decide where to cut the S matrix and make the signal

and noise subspaces. Let’s assume S has Nh rows of with k rows belonging to the signal sub-

space and Nh − k are related to the noise subspace. If we use this separation in Q the noise
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5.6.3 Parameters related to MUSIC Performance

Number of Hydrophones

The more hydrophones available in the array, the more accurate the estimation will be. The

MUSIC algorithm depends on the number of hydrophones and it can estimate only a number

of arrivals which are less than the number of hydrophones. The results for different number of

hydrophones is shown in Fig. 5.8.

Number of Samples

Since the MUSIC algorithm computes the correlation matrix R, more samples help us have

better statistics which leads to more accurate results. As Fig 5.9 shows, even with low SNR and

with few number of hydrophones, MUSIC is still able to detect the angles of arrivals.

SNR Influence

Higher SNR provides better estimation. In MUSIC algorithm, this is also true. It can be

concluded that higher SNR leads to an increase in the precision of the estimation even with

fewer samples and numbers of hydrophones placed in the array. Fig 5.10 illustrates how different

SNR values cause better estimation.

Doppler Spread Effect

As Fig. 5.11 shows, if the Doppler spread increases, the MUSIC precision decreases, even for

large numbers of hydrophones. In our simulation, Doppler spread for each path is dependent on

number of top bounces, as postulated in [5].

Based on all of these factors, we have to find a way to alleviate their impacts on the MUSIC

algorithm result. Therefore,in order to have more samples, we decided to use a probe signal of

length 1024 which is 16 copies of a pilot comb P which is a size 64. Thus, the preamble size is

1024. Both preamble and pilot comb are discussed in the Channel Modeling section in Chapter

3. Unfortunately, in the reality we do not know the number of arrivals. Moreover, it is costly

to deploy many hydrophones in the array. Although we know that having fewer hydrophones

reduces the MUSIC algorithm precision, we found a way to have fewer hydrophones, and still

have reliable estimation. This method gives us the opportunity to find the most effective paths,

























Chapter 6

Conclusion

Conclusion

In this thesis we studied how it is possible to improve the channel quality via beamforming

techniques. The delay and sum beamformer was applied on both real and simulated data. The

underwater acoustic channel performance is measured qualitatively by means of RMS Doppler

and RMS delay. DAS beamforming technique shows better results based on RMS delay and

RMS Doppler. Both of them are less for the beamformed version of the channel, as shown in

chapter 5. DAS beamforming technique requires the knowledge of spatial signature of the signal.

Therefore, the multiple signal classification algorithm helps the beamformer adjust its weights

to cover the angle of arrival where the desired signal is coming. Concurrently, it suppresses the

other arrivals considered as interference.

The performance of the MUSIC algorithm is dependent upon factors such as number of hy-

drophones in the array, the spacing d between two hydrophone, number of samples, SNR value,

and the Doppler spread associated with each path.

Since the number of received paths varies with regard to medium characteristics in which the

signal is sent, MUSIC may not be able to estimate all angles of arrival. Therefore, we looked

for a method to estimate the best angles of arrival carrying the transmitted signal energy, and

having less Doppler spread. Averaging method help MUSIC lessen the effect of high Doppler

paths.These paths are added destructively because of significant variation over time samples.

Also, the point where the S matrix is divided into noise and signal subspaces should be chosen

carefully such that MUSIC only considers low Doppler paths as signal subspace. Fortunately, it

increases the MUSIC performance as shown in chapter 5.
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Wide-band Beamforming

It has been proven that the narrow-band beamfomring techniques are not applicable for wide-

band systems. In our case, we use the OFDM signaling which itself is made of several narrow-

band signals known as sub-carriers. Therefore, in order to utilize the narrow-band beamforming

features, and use larger bandwidth at the same time, it is possible to take Fourier transform and

apply the narrow-band beamforming and MUSIC algorithm for each sub-carrier in frequency

domain. The received signal in OFDM system can be modeled as,

x(t) =
K
∑

k=1

αke
j2πfkt. (6.1)

Since our channel is frequency selective, αk represents the attenuation for frequency sub-carrier

fk. Because of multi-path we receive different replicas of the signal. The received signal at

hydrophone number i is

y(t) =
∑

i

Nh
∑

n=1

x(t− τi −∆tn). (6.2)

Where, τi is the delay associated with path i, ∆tn is the delay associated with hydrophone

spacing d.

The Fourier transform of the received signal at the hydrophone number i can be shown as,

F{y(t)} = Y(f), (6.3)

=
∑

i

Nh
∑

n=1

F{x(t− τi −∆tn)}, (6.4)

=
∑

i

Nh
∑

n=1

X(f)ej2πfτiej2πf∆tn . (6.5)

Where,

X(f) =
K
∑

k=1

αkδ(f − fk). (6.6)

Where, F is the Fourier transform, τ is the delay associated with each path, and ∆ti is the delay

caused by hydrophone spacing.

It may be possible to apply the MUSIC algorithm in frequency domain, and find the best angle

of arrival for each sub-carrier which is a narrow-band signal. This angle is related to parameter
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∆ti. By multiplying e−j2πf∆ti to Eq. 6.3, The phase shift caused by hydrophone spacing d is

canceled. The received signal coming from angle θi will be added constructively, and the rest of

arrivals are added destructively over all sub-carriers and all hydrophones in the array.
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