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Abstract Temperature can be used to trace groundwater flows due to thermal disturbances of subsur-
face advection. Prior hydrogeological studies that have used temperature-depth profiles to estimate vertical
groundwater fluxes have either ignored the influence of climate change by employing steady-state analyti-
cal solutions or applied transient techniques to study temperature-depth profiles recorded at only a single
point in time. Transient analyses of a single profile are predicated on the accurate determination of an
unknown profile at some time in the past to form the initial condition. In this study, we use both analytical
solutions and a numerical model to demonstrate that boreholes with temperature-depth profiles recorded
at multiple times can be analyzed to either overcome the uncertainty associated with estimating unknown
initial conditions or to form an additional check for the profile fitting. We further illustrate that the common
approach of assuming a linear initial temperature-depth profile can result in significant errors for groundwa-
ter flux estimates. Profiles obtained from a borehole in the Veluwe area, Netherlands in both 1978 and 2016
are analyzed for an illustrative example. Since many temperature-depth profiles were collected in the late
1970s and 1980s, these previously profiled boreholes represent a significant and underexploited opportu-
nity to obtain repeat measurements that can be used for similar analyses at other sites around the world.

1. Introduction

In the present warming climate, the Earth’s continental land mass and oceans are sinks for heat (Beltrami
et al., 2006), and subsurface temperature-depth (TD) profiles in the shallow crust (e.g., 50–200 m) indicate
that thermal gradients are reversed from deeper positive gradients controlled by upward geothermal heat
flow (e.g., Bodri & Cermak, 2007). Regional geological processes that control the rates of deep geothermal
heat flow operate on geologic time scales, but heat flow from the surface into the crust is primarily con-
trolled by variations in ground surface temperature (GST) due to changes in land use, atmospheric tempera-
tures, or near-surface hydrology (Huang et al., 2009). In areas of significant regional groundwater flow,
which typically occurs in sedimentary basins, the advection of heat by groundwater movement is a signifi-
cant component of total heat flow, and thus heat can be employed as a tracer for relatively deep groundwa-
ter flow (Saar, 2011). However, if the thermal effects of groundwater flow are negligible, the propagation of
higher-frequency GST changes into the crust is primarily driven by heat conduction, the rates of which are
controlled by the thermal diffusivity and the nature of the GST variations due to climate change or urbaniza-
tion (e.g., Bayer et al., 2016; Gonz�alez-Rouco et al., 2009). In these areas, relatively deep TD profiles (e.g.,
>500 m) have been analyzed with numerical inversion codes to reproduce a preobservational GST history
by matching the observed transient signals in the TD profile (Smerdon & Pollack, 2016).

To quantitatively interpret transient TD profiles that are impacted by multiple heat flow processes, analytical
forward solutions have been proposed to governing equations that consider heat transfer processes other
than conduction (Carslaw & Jaeger, 1959; Taniguchi et al., 1999a, 1999b). These solutions can incorporate
the thermal effects of vertical groundwater flow and have been developed with transient boundary condi-
tions representing various scenarios of GST change over time. For example, a solution with a periodic
boundary condition is commonly applied to trace groundwater from the downward propagation of diel
(Rau et al., 2014) or seasonal (Kikuchi & Ferr�e, 2016; Stallman, 1965) GST variations. Alternatively, the GST
boundary condition can represent the impact of long-term changes in climate or land cover by ignoring
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high-frequency changes and considering only changes to mean annual GST (Taniguchi et al., 1999b).
These low-frequency GST changes, which are the focus of this study, propagate more deeply than high-
frequency changes. In principle, groundwater flow rates, rates of past surface warming, or both can be
inferred from TD profiles (Kurylyk & MacQuarrie, 2014) by finding a best-fit of the forward model to field
observations.

The application of a specific analytical solution to interpret TD profiles is relatively straight-forward. Few
specific choices are made as each analytical solution can only be derived for a specific set of assumptions
and has limited parameters. Two common and important assumptions are homogeneous thermal proper-
ties and uniform groundwater flow. The simplest analytical approach is a steady state analysis, which
neglects the influence of climate change on subsurface temperature. Such an approach was first proposed
by Bredehoeft and Papadopulos (1965) who provided a simple steady state solution that has been applied
at many sites around the world to estimate vertical groundwater fluxes. When multidecadal transient heat
flow is considered, an initial (at t 5 0) TD profile at some point in the past is perturbed using GST changes
to form the transient boundary condition (Anderson, 2005). If the TD profile is only available at one rela-
tively recent point in time, transient analysis is predicated on assumed prior initial conditions, which can
add considerable uncertainty in the analysis (Kurylyk & MacQuarrie, 2014; Taniguchi et al., 1999b). The spe-
cific mathematical function chosen to represent the initial conditions will influence the form of the analyti-
cal solution. It is, therefore, critical that the assumptions made at this stage do not violate the basic physical
principles of the system under consideration, limiting the application of the solution. Taniguchi et al.
(1999a) modified earlier analytical solutions (Carslaw & Jaeger, 1959) to interpret TD profiles influenced by
the effects of groundwater flow and temporal changes in GST. These equations, herein identified as the
CJT-methodology (in reference to Carslaw & Jaeger (1959) and Taniguchi et al. (1999a)) use linear functions
for the initial and boundary conditions and have been applied extensively to analyze TD profiles impacted
by past groundwater flow and surface warming (e.g., Miyakoshi et al., 2003; Taniguchi, 2006; Taniguchi
et al., 2003; Taniguchi & Uemura, 2005; Uchida et al., 2003; Uchida & Hayashi, 2005) or applied to forward
model the influence of future climate change on groundwater temperature (Gunawardhana et al., 2011;
Gunawardhana & Kazama, 2011).

An alternative approach to interpret TD profiles is to utilize numerical models of subsurface heat flow to
approximate solutions to the applicable heat flow equations. An important advantage of numerical models
over analytical solutions is that flexibility exists in the representation of model elements such as boundary
conditions, heterogeneity in hydraulic and thermal properties, and consideration of the multidimensionality
of fluid and heat-fluxes (Bense & Beltrami, 2007; Bense & Kooi, 2004; Irvine et al., 2016). For simple scenarios,
numerical solutions can also be compared to relatively simple analytical solutions for consistency among
solution methods.

In this study, we analyze a TD profile recorded in the same borehole (Veluwe area, Netherlands) in 1978 and
2016 to revisit the applicability of the CJT-methodology and other techniques to interpret transient TD pro-
files in hydrogeologically active locations. Specifically, we test whether the linear initial conditions invoked
in the commonly applied CJT-methodology can strongly influence the solution of the inverse problem to
estimate groundwater fluxes from a TD profile. The evolution of the TD profile between 1978 and 2016 is
also analyzed to examine whether repeat TD measurements can be applied to overcome the uncertainty
associated with assuming unknown initial conditions when the TD profile is only available at one point in
time. These questions are investigated by comparing the CJT-methodology to results from an alternative
analytical solution that allows for nonlinear initial conditions (Kurylyk & Irvine, 2016) as well as simulations
using a finite element model of groundwater flow and energy transfer.

2. Interpreting Repeated Temperature-Depth Profiles From the Deelen Site,
Netherlands

In the autumn of 2016, TD data were obtained in 29 boreholes across the Veluwe area, Netherlands. Many
of these had been previously logged in 1978. From an inspection of the 1978–82 data, it is clear that the
temperature precision of the thermometer used was in the order of 1022 8C; however, details on calibration
controlling absolute accuracy are missing. These historic data were collected at 1 m depth intervals. In
2016, data were collected using a RBR soloT instrument (http://rbr-global.com) which was calibrated to an
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accuracy of 61�1023 8C and has a temperature resolution of <5�1026 8C and a time-constant of 1 s. For the
2016 data collection, the stop-go principle (Harris & Chapman, 2007) was used to collect temperature meas-
urements each second for 10 s at each 1 m depth interval.

One set of repeated TD profiles, namely from the Deelen site (Figure 1), was analyzed in this study. This
borehole is situated (52�2039:9800N=5

�
5408:1400E) in a groundwater recharge area and is characterized by a

relatively homogeneous subsurface consisting of loosely consolidated fine-medium grained sands. In this
area, environmental tracers and hydrogeological modeling suggest that groundwater recharge is in the
order of 0.35 m�a21 (Gehrels, 1999).

The distinct C-shape of the TD profile that is indicative of transient conditions resulting from recent surface
warming is clearly present in 1978 (Figure 1a), suggesting surface warming at this location began some
time before 1978. Moreover, the increased curvature by 2016 implies that surface warming persisted after
1978. At the base of the profile (z 5 150 m) the temperature gradient (0.012 8C � m21) remained constant
over the time period within the precision and accuracy of the temperature measurements. By assuming a
standard thermal conductivity (j) for sandy sediments of 2.7 W�m21 8C21, we estimated the background
heat flow density at this depth to be 32�1023 W�m22. The depth-point at which @T

@z 50 (known as the ‘‘inflec-
tion point’’) has migrated by 23 m, i.e., from z 5 53 to z 5 76 m, between 1978 and 2016. Herein our analysis
is not restricted to the inflection point but rather considers the entire TD profile. By employing this
approach, we can compare results from standard techniques (Taniguchi et al., 1999b) to those found from a
new, flexible analytical solution (Kurylyk & Irvine, 2016), and a numerical model (FlexPDE), which is
described below.

2.1. Methodology
All discussed model simulations rely on solutions of the transient conduction-advection heat-flow equation
in the Cartesian z-direction (depth) (Stallman, 1965):

Figure 1. (a) Temperature-depth (TD) data for the Deelen site, Netherlands, obtained in 1978 (green circles) and 2016
(blue circles), (b) a ‘‘reduced’’ TD profile for the Deelen site obtained by subtracting the 1978 data from the 2016 TD
profile. This quantifies the amount of subsurface warming and its distribution with depth occurring from 1978 to 2016.
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where T (8C) is temperature, t (s) is time, j (W�m21�8C21) is the thermal conductivity, qz (m� a21) is the z-
component of specific discharge, cw and c0 (J�kg21�8C21) are, respectively, the specific heat of fluid and
solid–fluid medium, and qw and q0 (kg�m23) represent the density of the water and medium,
respectively.

Figure 2 schematically shows the system that is being described by equation (1), and the boundary condi-
tions (BCs) that are required to condition a solution to equation (1). GST was not recorded on site, yet GST
and surface air temperature (SAT), of which there are records available (http://knmi.nl) that are representa-
tive of the Veluwe region as a whole (Figure 2b), are usually strongly coupled (Smerdon & Pollack, 2016).
Hence, we prescribed the surface temperature boundary condition (Ts) using the SAT but allowed for a con-
stant temperature offset between them. The initial surface temperature (T0) should in principle be the aver-
age GST prior to when surface warming started and is used to calculate a TD profile at t 5 0 representing a
steady state situation that would have existed prior to when surface warming started. Here, we used the
year 1965 as t 5 0 because that is approximately when the meteorological record starts to indicate sus-
tained atmospheric warming. We did not investigate the impact on groundwater flux estimates of consider-
ing different times for t 5 0. The offset between GST and SAT can be determined in practice by finding
values for the GST at t 5 0. We found that we needed different values for T0 for each methodology to obtain
good fits between observed (1978 and 2016) and modeled TD profiles. Furthermore, we consider that sim-
ple approaches to find T0 that for instance linearly extrapolate the portion of the TD profile that is undis-
turbed by surface warming (e.g., >100 m depth) to the land surface (e.g., Bayer et al., 2016; Gunawardhana
et al., 2011) might not yield good results in areas of relatively strong groundwater flow. This is because such
approach does not consider the curvature of the TD profile in such situation as it would have existed at
t 5 0. Also for each method, we had to use a different representation of the climate record to form the sur-
face boundary condition (e.g., linear warming versus step changes, Figure 2) given the differences in the

Figure 2. (a) Conceptual representation of the system modeled using the three methodologies applied here. The thermal
boundary conditions to the system include a background temperature gradient (TG (�C�m21)) at the base indicative of
geothermal heat flow, as well as the ground surface temperature (Ts (�C)) at the surface. The latter is represented in vari-
ous different ways (b) in the modeling codes (e.g., step functions or linear warming rates), but is always based a time aver-
aging of the measured air temperature record with an offset to obtain surface temperature (see text for discussion). All
simulations start in 1965, and for the IC representing the period prior to 1965 various different T0 were chosen for each
model (Table 1), so that a satisfactory fit is obtained between modeled TD profiles and those observed at the Deelen site
in 1978 and 2016.
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mathematical nature of the boundary condition functions as detailed below. Subsurface thermal properties
were selected based on standard values that have been used in previous heat flow studies focusing on the
Netherlands (Bense & Kooi, 2004; Kooi, 2008): j 5 2.7 W�m21 8C21; cwqw54:18�106 J�m23�8C21; and
cbqb54:15�106 J�m23�8C21.
2.1.1. Carslaw-Jaeger-Taniguchi (CJT)
For a linear increase in GST, Carslaw and Jaeger (1959) derived an analytical solution to equation (1),
describing the time-evolution of a TD profile as (Taniguchi et al., 1999a):

Tðz; tÞ5T01TGðz2UtÞ1ðb1TGUÞ=2U

�½ðz1UTÞeUz=aerfcðz1UtÞ= 2
ffiffiffiffiffi
at
p� �

1ðUt2zÞerfcðz2UtÞ= 2
ffiffiffiffiffi
at
p� �

�

(2)

in which a5 j
cbqb

(m2 � s21) is the thermal diffusivity, and U5qz
c0q0
cbqb

. Equation (2) is valid for a linear initial

(t 5 0) TD profile:

Tðz; t50Þ5T01ðTG � zÞ (3)

where T0 is the GST at t 5 0, and TG (8C�m21] is the background thermal gradient. As previously noted, this
initial condition implies that at t 5 0, qz50 as curvature in the TD profile would otherwise exist (Bredehoeft
& Papadopulos, 1965).

The boundary condition for equation (2) represents a mean annual GST that is warming at a linear rate:

Tðz50; tÞ5T01ðb � tÞ (4)

where b (8C�a21) is the rate of increase in mean annual GST.

Given the deep undisturbed geothermal gradient (TG) in the measured TD profiles (Figure 1) as well as the
other parameterization described above, only T0 and qz were unknowns when applying the CJT methodol-
ogy to obtain a fit to the two Deelen TD profiles. For both cases, a linear 1965 profile was used to form the
initial conditions.
2.1.2. FAST
The FAST (Flexible Analytical Solution using Temperature) model is written in the Python computing lan-
guage and incorporates a new analytical solution with nonlinear initial conditions and flexible boundary
conditions (Irvine et al., 2017; Kurylyk & Irvine, 2016) to accommodate TD profile curvature due to prior cli-
mate change and/or groundwater flow (Kurylyk & Irvine, 2016).

Tðz; t50Þ5Ti1TG � z1deðdzÞ (5)

where Ti1d5T0 and d (m21) can be adjusted to create curvature in the initial profile. The parameters in this
function can be adjusted so that the resultant semi-infinite TD profile matches the profile produced by the
classic analytical solution derived by Bredehoeft and Papadopulos (1965) for a steady state TD profile influ-
enced by advection. The Bredehoeft and Papadopulos (1965) equation cannot be applied directly to form
the initial condition as this is only a finite solution, and the analytical solution (equation (7)) is derived for a
semi-infinite domain similar to the solution by Taniguchi et al., (1999a).

The boundary condition is formed by any number of superimposed step changes and can represent com-
plex intermittent warming and cooling trends (Menberg et al., 2014):

Tðz50; tÞ5
Xn

j51

ðT01DTj3Hðt2tjÞÞ (6)

where Tj (8C) is the change in surface temperature at the jth step, and tj (s) is the time as t 5 0 to the begin-
ning of step j. H is the Heaviside function that turns the steps on at the appropriate times. The FAST model
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allows the user to quickly process climate data to form the multistep boundary condition and forward
model the initial conditions using the resultant analytical solution as:

Tðz; tÞ5TGz1Ti2UTGt1dexp ðad2t1dz2UdtÞ1
T02Ti

2

�
erfc

z2Ut

2
ffiffiffiffiffi
at
p

� �
1exp

Uz
a

� �
erfc

z1Ut

2
ffiffiffiffiffi
at
p

� ��
1

Xn

j51

	
DTj

2

�
erfc

�
z2Uðt2tjÞ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aðt2tjÞ

p �
1exp

Uz
a

� �
erfc

�
z1Uðt2tjÞ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aðt2tjÞ

p ��
Hðt2tjÞ



1

TG

2

	
ðUt2zÞerfc

z2Ut

2
ffiffiffiffiffi
at
p

� �
1ðUt1zÞexp

Uz
a

� �
erfc

z1Ut

2
ffiffiffiffiffi
at
p

� �

2

d
2

exp

	
Uz
2a

1ad2t2Udt



fexp 2z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

4a2
1d22

Ud
a

r !
erfc

z

2
ffiffiffiffiffi
at
p 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2t
4a

1ad2t2Udt

r !
1

exp z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

4a2
1d22

Ud
a

r !
erfc

z

2
ffiffiffiffiffi
at
p 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2t
4a

1ad2t2Udt

r �
 

(7)

For FAST, a 1965 steady state profile was generated fitting the deeper part of the observed profile not
showing any change between 1978 and 2016 (i.e., below z 5 110 m; Figure 1b) using the Bredehoeft and
Papadopulos (1965) (BP) solution. BP requires temperatures to be specified at the top and bottom of the
profile. The bottom temperature was obtained from the undisturbed portion of the profile, and the upper
temperature (T0 5 9.128C) was obtained by averaging the climate data before 1965. The optimal BP fit to
the lower part of the profile was found for a qz of 0.30 m�a21. An excellent fit (RMSE 5 5�10258C) to the BP
profile between 0 and 150 m was obtained using equation (6), and this fit was applied as the initial condi-
tion for FAST. This profile was forward modeled using the transient boundary condition (Figure 2b) con-
structed by fitting the climate data with the multistep function with 5 year intervals to smooth out high-
frequency variability (Ferguson & Woodbury, 2004). An optimal Darcy flux was obtained by manually adjust-
ing the Darcy flux until the RMSE between the measured and calculated 2016 profiles was minimized.
2.1.3. Numerical Modeling: FlexPDE
In addition to the two analytical techniques described above, we applied a numerical code, FlexPDE, to sim-
ulate the Deelen data set. FlexPDE is a flexible numerical modeling environment based upon the finite-
element method to solve partial differential equations such as equation (1). FlexPDE was tested successfully
against benchmark problems and used in several earlier studies to describe heat-flow in hydrogeological
systems (e.g., Bense & Beltrami, 2007).

For the numerical model based upon FlexPDE, we simulated a steady state TD profile representing the 1965
situation, using a combination of T0 and qz that resulted in a good fit, with minimal RMSE, between the
model and the deeper part of the observed profile not showing any change between 1978 and 2016 (i.e.,
below z 5 110 m; Figure 1b). The offset between Ts that was found for 1965 was then maintained as an off-
set for the observed annual air temperature record which was applied as the GST boundary condition using
the annual averages (Figure 2b). As shown in Figure 2a, heat flow in FlexPDE is driven by an up flow of heat
from the deeper crust and is assigned as a boundary condition at the bottom of the domain (Neumann-
type BC). A thermal gradient (TG) at the base is used which implies a heat flow boundary. At the surface, a
specified temperature (Ts (8C)) is assigned (Dirichlet-type BC) to represent the GST (Figure 2b).

Note that all of the numerical and analytical approaches described in this text assume uniform vertical
groundwater flux, but the vertical component of flux often decreases with depth. We have invoked this
assumption to be consistent among all methods and to focus on the influence of the initial conditions.
Others have investigated this uniform flux assumption in more detail, and have generally shown that these
methods produce the average vertical component of the flux even when it varies with depth (Irvine et al.,
2016).

3. Results and Discussion

The three methodologies were applied independently to obtain a model fit to the TD profiles of the Deelen
data set (Figure 1). The vertical groundwater fluxes inferred from the application of the three applied
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methodologies as well as the parameters that were used to obtain these fits
are summarized in Table 1. The modeled TD profiles are all shown with the
field data in Figure 3.

Figure 3 indicates that the FAST and FlexPDE methodologies yield similar
results both in terms of goodness of fit (low RMSE values) and plausibility of
the inferred vertical groundwater flux. For both methods, we obtain a down-
ward groundwater velocity (0.3 and 0.4 m�a21 for FAST and FlexPDE, respec-
tively) that is in agreement with the expected groundwater flux at this
location based on earlier studies (0.35 m�a21, Gehrels, 1999). One important
feature of the FAST and FlexPDE models is that the same groundwater flux
could be used to satisfactorily fit both the 1978 and 2016 TD profiles using the
forcing generated by the imposed Ts record starting in 1965 from the same
solution parameters and initial TD profile (1965). Thus, having two TD profiles
temporally separated by several decades provides an additional check when
using transient solutions to trace vertical groundwater fluxes. Additionally,
when repeat TD profiles are available, the issue of an unknown initial condition
can be overcome by using the first TD profile to form the initial condition for
analyses conducted with either numerical or analytical techniques. As an
example, the 1978 TD profile was applied as the initial condition for one FAST
run forward modelled to 2016. The results (not shown) indicate a Darcy flux of
0.30 m/yr and agree with results obtained when the steady-state 1965 TD pro-
file was applied as the initial condition (Figure 3b). We note that using either

an annual average (FlexPDE) record of Ts, or a somewhat smoothed record using 5 year averages (FAST) does
not result in notably different outcomes for this borehole. These set of features of both the FAST and FlexPDE
runs indicate that these codes credibly represent the evolution of the subsurface regime at the Deelen site
over the past 52 a. This is in contrast with the results obtained with the more commonly applied CJT model.

It was possible to iteratively obtain acceptable fits between the TD profiles calculated using the CJT model
and the 1978 and 2016 field data (Figure 3a). However, these fits were only possible when using different
values of T0 and qz when fitting either the 1978 or 2016 data (Table 1). Also, in both cases, the linear initial
TD profile was significantly warmer (by several 0.18C) than the observed TD profiles, even for depths (e.g.,
150 m) at which the profile was presumably unchanged since 1965 (Figure 3a). Thus, it proved impossible

Table 1
Inferred qz for the Deelen TD Data Set Using the CJT, FAST and FlexPDE
Approach Using Variations in BC/IC

CJT

qz (m�a21) RMSE (8C) T0 (pre-1965) TG (8C�m21)

2016 0.675 0.021 8.82 0.010
1978 3.4 0.037 9.03 0.010
1965 0 0.51/0.31 9.03/8.82 0.010

FAST
2016 0.300 0.020 9.12 0.014
1978 0.300 0.019 9.12 0.014
1965 0.300 0.016 9.12 0.014

FlexPDE
2016 0.400 0.022 9.17 0.010
1978 0.400 0.019 9.17 0.010
1965 0.400 0.016 9.17 0.010

Note. The root-mean-square-error (RMSE) (8C) between field data

and model prediction is given as RMSE5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i51

ðTmodel;i2Tobserved;iÞ2
s

,

and was calculated for the entire profile for 1978 and 2016, and
from a depth of 75 m for the 1965 IC profile. The T0 and TG model
parameters are also presented for each run. See text for discussion.

Figure 3. Model calculations (representing the initial model condition (IC) valid for 1965, and model predictions for 1978 and 2016) compared against TD field
data from the Deelen site using (a) the analytical CJT-approach, (b) FAST, and (c) the numerical model FlexPDE.

Water Resources Research 10.1002/2017WR021496

BENSE ET AL. REPEATED TEMPERATURE-DEPTH PROFILES 8645



to maintain a physical consistency between the 1978 and 2016 fits. Furthermore, although the fits them-
selves are reasonable (Figure 3a), the values for qz inferred with the selected T0 and TG values, are unrealistic
for the Deelen site. The value of qz for 1978 is about 1 order of magnitude larger than is expected for the
site, while the 2016 value is about two-times too large.

The underlying causes for the issues associated with the application of the CJT model are explained by an
inspection of the linear initial profiles (1965) used for these model runs (Figure 3a). As a result of the
assumption of qz50 at t 5 0, the initial profile must quickly evolve in the periods between 1965 and 1978 or
2016. During this time period, the entire profile is either warming (for a scenario of groundwater seepage,
not shown here) or cooling (for groundwater recharge, as at the Deelen site). Hence, the initial linear profile
in this study required to obtain a fit to the 1978 or 2016 data is warmer by several 0.18C than what is
observed in 1965 (Figure 3a). Moreover, an unrealistically high qz is imposed to generate sufficient curvature
in the profile to match the 1978 data set at t 5 13 a. A smaller qz suffices when fitting the 2016 data as
more time lapses from when the TD profile is linear at t 5 0 in 1965 (i.e., t 5 51 a).

From another perspective, the groundwater flux that is implicit in the initial conditions (qz 5 0) for the CJT
approach is not in agreement with the groundwater flux that is explicit in the forward modeling (Table 1).
This contradiction results in a TD profile that is offset even at great depths over time. For example, the
observed TD profiles do not change considerably below 110 m between 1978 and 2016, but the CJT data
exhibits extreme offsets between 1965 and 1978 or 2016 all the way down to 150 m (Figure 3a). Such off-
sets are also common in other studies even when forward modeling from a present-day initial condition
with unreasonably high fluxes (Kurylyk & MacQuarrie, 2014), but, to our knowledge, they have not been pre-
viously explained. Both the FAST and FlexPDE results indicate that the profiles are not changing at great
depths between 1965 and 2016 (Figures 3b and 3c). This is because the groundwater flux in the initial con-
ditions (e.g., qz 5 0.30 m�a21 for the initial conditions generated for FAST using the Bredehoeft & Papadopu-
los (1965) approach) matches the flux in the forward modeling in both cases.

4. Conclusions

The CJT methodology has been widely used (see references in the introduction) to interpret TD data that
are impacted by groundwater flow and surface warming. However, such studies have relied on TD profiles
obtained at single moments in time. Analyses of a repeated TD profile, taken 28 apart in the same borehole
from a hydrogeologically active area, has illustrated shortcomings in the CJT methodology. In this study, we
showed that its application to interpret repeated TD logs led to erroneous, and physically inconsistent
results in estimating groundwater flow rates from TD profiles impacted by surface warming. This is mainly
caused by simplifying assumptions for the shape and nature of the initial TD profile (at t 5 0) that is taken
as linear in the CJT approach. Alternative approaches, such as the recently developed analytical FAST model
and numerical models, are more able to consistently interpret TD profiles.

Repeated TD logs represent a significant advancement in the use of heat as a groundwater tracer because
such long-term data can accurately document the nature and magnitude of transience in subsurface heat
flow described by transient models. In this study, we have specifically shown that repeat TD profiles can be
used to either eliminate uncertainty associated with a typically unknown initial condition or to form an addi-
tional check in the transient modeling which can reveal errors in the underlying methodology. Several deca-
des have passed since the intensive borehole temperature logging conducted in the 1970s and 1980s.
Previously profiled boreholes in hydrogeologically active environments can be thermally logged to provide
inexpensive and relatively robust estimates of vertical groundwater flux.
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