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Abstract

We describe our research on text analytics methods for detecting differences and sim-

ilarities in the style of authors of text documents. Automatic methods for analyzing

the written style of authors have applications in the domains of forensics, plagiarism

detection, security, and literary research. We present our method for the problem of

authorship verification, that is, the problem of deciding whether a certain text was

written by a specific person, given samples of their writing. Our proximity-based

one-class classifier method is evaluated on a multilingual dataset of the Author Iden-

tification competition of PAN 2013 shared tasks on digital text forensics. A version

of our method submitted to the task was the winner in the competition’s secondary

evaluation. We also propose a visual analytics tool RNG-Sig for investigation of dif-

ferences and similarities between text documents at the level of features that have

been shown to be powerful for identification of authorship, that is at the level of char-

acter n-grams. The tool provides a visual interface for performing classification for

authorship attribution — the task of deciding who among candidate authors wrote a

considered text, based on samples of writing of the candidates — using CNG classifier

proposed by Kešelj et al. RNG-Sig allows for the visual interpretation of the inner

workings of the classifier and for influencing the classification process by a user. Fur-

ther, we systematically study authorship attribution in the situation when samples

of writing of different candidates have different levels of topical similarity to a text

that is attributed. We investigate how such a condition influences the behaviour of

two supervised classifiers on two sets of features commonly used for the task, and we

show that supervised models are biased towards attributing a questioned document

to a candidate that has writing samples topically more similar to the document. We

propose a method of character n-gram selection that alleviate this bias of classifiers.
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Chapter 1

Introduction

Computational stylometry is a field of analysis of writing style through computational

methods. It aims at answering various questions related mostly to the authorship of

documents. One such question is who among candidate authors wrote a considered

text; this problem is called authorship attribution. A different task is the one of au-

thorship verification, which deals with deciding whether some texts were written by

the same person. Intrinsic plagiarism detection or multi-author document decompo-

sition consider detecting which parts of a document were written by different persons.

The writing style may also characterize an author as a member of a group. Inferring

characteristics such as gender, age, native language or mental state of a person based

on their writing is called author profiling.

The beginnings of the use of computational and statistic methods for analysis

of the style reach back to the late nineteenth century approaches for authorship

attribution of literary works, using histograms of word lengths [98, 93, 94]. The

modern roots of the field are usually traced to the work of Mosteller and Wallace

(1964) [104], who applied multivariate analysis using frequencies of function words

(i.e., words such like “and”, “the”, or “by”, which carry little thematic information,

but express grammatical relations) and Bayesian based classification for authorship

attribution.

Important applications of author style analysis include forensics (for example for

determining authorship of a document that is held as an evidence [25, 26, 54]), secu-

rity (for example for authorship identification within a monitoring process of online

messages [5, 88]), or plagiarism detection (especially the intrinsic approach aiming at

recognizing stylistic changes in a suspicious document [131, 137]).

Computational authorship analysis is also applied in literary research, with anal-

ysis mostly related to disputable authorship: either an authorship attribution of

disputable work or decomposition of a text suspected to be written by more than one

1
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person into single-author parts. The case of twelve of “Federalist Papers” — eighteen

century political essays — published under a pseudonym and claimed by two authors,

became a test-set for authorship attribution studies, including the seminal first ap-

plication of multivariate analysis [104] and many others (e.g., [79, 58, 105]). Other

examples of disputable authorship of literary works, to which computational methods

were applied, include authorship of Shakespearean plays (e.g., [101, 42, 99, 100]), or

authorship of Biblical books (e.g., [97, 18, 80]). Other applications of computational

methods to analysis of the style of authors of literary work include analysis of how

authors differ in style [22], or investigation of a style of collaborative work [118].

Several different features quantifying style of a text document have been proposed

and applied. According to the taxonomy proposed in [132], these stylometric features

can be categorized as lexical, character, syntactic, semantic and application-specific

features.

The basics of lexical features lay in viewing a text as a stream of word tokens.

The first proposed features were the counts of word lengths and of sentence lengths

[98, 93, 94]. Early statistical analysis of author style also relied on several features

measuring vocabulary richness, such as the type-token ratio (ratio of the number of

unique words over the number of all words), the number of hapax legomena (words

appearing only once in a document), or other related functions aiming at lessening

the dependency of the type-token ratio on the length of a text, such as K measure of

Yule [149]. The vocabulary richness features are presently considered not sufficient

for author detection [59, 132].

Important and powerful lexical features for author detection are frequencies of

function words (closed-class part of speech categories, such as articles, prepositions,

particles, etc., which carry very little semantic information). They were first proposed

by Mosteller and Wallace [104], and widely applied in authorship detection studies,

either by choosing a prescribed set of function words, or by selecting, in some way,

the most frequent words in a training corpus [132, 72]. One can notice that function

words are exactly the words that are usually removed from feature sets for classifi-

cations based on topics. Some explanation of the high power of function words in

differentiating between authors can be provided by an intuition that the use of func-

tion words by authors is to a large degree unconscious, and that they do not depend
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on the topic of a document [72]. Word bigrams and longer n-grams have also been

used, though by themselves they usually do not lead to a better performance than

single words [132].

Character features are extracted by considering a text as a stream of characters.

They are based on frequencies of given types of characters (e.g., letters, digits, punc-

tuation marks) or frequencies of character n-grams: strings of consecutive characters

as they appear in an analyzed text. The character n-grams were first proposed for

author recognition by Kjell [78], and have been since shown to be the top performing

features for recognizing an author [66, 132]. Recently they have also been proven to be

the best features for author recognition in a cross-topic setting [133, 123, 88]. Their

relation to suffixes and affixes of words, and to punctuation choices of an author,

plays an important role in their effectiveness [121]. They also have a useful property

of being very easy to extract, as well as having a higher count than words in a given

text.

A specific type of approach for author recognition, which is implicitly based on

character sequences, are compression-based methods. Their idea lies in assessing the

similarity of texts by measuring the size of a compressed file, when a model obtained

from one text is used to compress another text [132].

Syntactic features exploit syntactic analysis of a text and were first proposed by

Baayen et al. [14]. The simplest of these features are frequencies of different parts of

speech or of part of speech n-grams. The more complex ones are based on complete or

partial syntactic parsing of sentences: they include frequencies of syntactic production

rules, frequencies and lengths of different phrases (noun phrases, verb phrases, etc.),

or n-grams of syntactic labels in the stream produced by a parser [132]. Some pro-

posed features require even more complex Natural Language Processing tools, such

as coherence features based on cross-sentence level of analysis, and requiring a system

for coreference resolution (detecting and resolving references to a given entity) [46].

While in themselves the syntactic features usually do not perform better than func-

tion words or character n-grams, they are often useful as additional features in an

analysis, although at the cost of requiring more computational resources and more

advanced processing tools [132, 70, 46].

Features based on writers’ errors have been proposed by Koppel and Schler [81].
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The features rely on detection of word-based or syntactic-based errors of an author,

and have been shown to enhance author attribution. Their important property is

the fact that their usage emulates the approach taken usually by linguistic experts in

manual author recognition.

A category of features used less frequently for author recognition are semantic fea-

tures. Synonym choices of authors have been utilized by Koppel et al. [80] for Biblical

texts, for which manual annotation of synonyms was available. Other attempts at

using semantic information utilize WordNet [45] to extract for words measures of pol-

ysemy (the number of senses) and hypernymy (the number of levels in a hierarchy

of senses) [45], or the number of synonyms [30]. A framework of functional lexical

attributes, which allows an assignment of semantic values to words within a text,

has been proposed by Argamon et al. [12]; the attributes were used as features for

authorship analysis tasks.

For specific applications, special features were also applied, such as structural fea-

tures for analyzing email authorship, for example presence of greetings or a signature,

or a paragraph length [132].

One question raised about computational stylometry is its ability to increase un-

derstanding of style differences or to provide interpretable “evidence” for an auto-

matically discovered stylistic difference — the ability that is often considered too

low [34, 67, 35, 61, 133]. Some steps towards increasing the level of explanation in

computational authorship analysis were taken by choosing features or classification

algorithms that are easier to interpret, such as semantic attributes used by Argamon

et al. [12] or frequent rule mining approach chosen by Iqbal et al. for forensic appli-

cations [61]. Another way of approaching the need of explanation is through visual

and interactive systems for analysis of author style (e.g., [28, 38]).

An important aspect of the research of authorship analysis is addressing the po-

tentially impeding effect of various properties of the tasks. It has been systematically

shown that the decrease in the length of analyzed texts and the increase in the number

of candidates negatively affects performance of authorship attribution [91]. Recent

research related to cross-topic authorship attribution addresses the differences of top-

ics between analyzed documents and shows that the task of recognizing an author

becomes more difficult when available texts are not controlled for topic [133, 123, 88].
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Recognition of an author in a cross-genre setting has also been shown to be more

difficult than in the traditionally studied situation of all analyzed texts being of the

same genre [52, 73, 133].

We present our three projects related to the field of author style analysis. The

first project concentrates on visual stylistic comparison of documents on the level

of character n-grams, features known to be especially powerful for author detection.

It is based on Common N-Gram classifier [75] for authorship attribution. In the

second project we move from the task of authorship attribution to a more difficult

task of authorship verification - deciding whether some questioned document was

written by some person, given documents known to be written by this person. We

propose a one-class classification method for this problem. In the third project, we

deal with a situation when topical similarity and dissimilarity between documents

may influence author recognition algorithms. We study authorship attribution in a

situation when available writing samples of some candidates are more similar topically

to the questioned document than writing samples of other candidates.

1.1 Outline

The first project is described in Chapter 2. We present our visual analytics tool RNG-

Sig, developed to facilitate an insightful stylistic comparison of documents on the level

of character n-grams, based on the Common N-Gram classifier by Kešelj et al. [75].

The Common N-Gram classifier is an algorithm proposed for authorship attribution.

Our tool provides visual interface to the classifier, with features for interpreting the

inner workings of the algorithm, and for influencing the classification process by a

user, based on information gained through visual inspection of character n-grams.

The tool’s goal is also to provide a visual comparison of documents on the level of

character n-grams and to inspect characteristic n-grams and a linkage between the

character n-grams and words. This project falls into the field of visual analytics,

which is the field dealing with methods to improve reasoning through interactive

visualization [140].

Our second project is presented in Chapter 3. We propose an automatic method

for the problem of authorship verification, that is a problem of deciding, given a set of

a few documents written by one person, whether another document was written by the
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same person. We tackle this problem through proximity-based one-class classification,

based on character n-grams and word n-grams, and utilizing the Common N-Gram

dissimilarity [75] between documents. The method is “intrinsic” in that it uses only the

texts presented in a problem, without a need to acquire additional documents, and is

suited for problems with at least 3 documents of known authorship. Variations of our

method, evaluated on a multilingual dataset of the Author Identification competition

of PAN 2013 shared tasks on digital text forensics, were competitive with respect to

the best competition results on the entire set and separately on two language subsets.

A version of our method submitted to the task was the winner in the competition’s

secondary evaluation.

Chapter 4 describes our third project – a study of the task of authorship attri-

bution in a situation, when samples of writing of some candidates are more topically

similar to the considered document than the texts of other candidates. We consider a

specific case of cross-topic supervised classification by authorship, in which not only

the topic of some training data for supervised classifiers may be different from that

of a document being classified, but also the training data is topically biased, in a

sense that for some classes it is more topically similar to the classified document than

for other classes. We consider two supervised algorithms frequently applied to the

authorship attribution task: Support Vector Machine classifier [33] (an eager-learning

classifier building a model based on training data) and Common N-gram Classifier

[75] (a lazy-learning classifier, based on similarity between test document and training

data), and two sets of features known to be performing well for authorship attribu-

tion: most frequent words and most frequent character n-grams. We show that the

classifiers become biased to select a candidate that has writing samples on the same

topic as a considered document. While such a bias of classifiers may be considered

to be intuitively expected, to the best of our knowledge we are first to systematically

confirm and evaluate it. We propose a modification of the feature set of character

n-grams that reduces this bias of classifiers. The modification is performed by remov-

ing from the set of features of a classifier the character n-grams that originate from

topical word stems identified as characteristic for topics present in the training data.
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1.2 Contributions

In summary, our main contributions are:

• a visual analytics method for comparing documents on character n-gram level

and for authorship attribution, allowing for interpreting characteristic character

n-grams, and enabling users to modify the classification algorithm,

• a language independent one-class classification method for author verification,

suited for problems with 3 or more documents of known authorship, combining

competitive performance with simplicity of required processing of data,

• a systematic evaluation of an effect yielded on authorship attribution classifiers

by topically biased training data,

• a method for feature set modification that reduces in authorship attribution a

bias of classifiers towards a candidate with training data topically more similar

to a test document.



Chapter 2

Relative N-Gram Signatures — Document Visualization at the

Level of Character N-Grams

2.1 Introduction

A character n-gram from a given text is a string of n consecutive characters appear-

ing in the text. Character n-gram based methods have been successfully applied to

various problems in the text mining domain. They proved to be especially effective

in the field of text classification. Language recognition [24] is the domain of one of

the earliest, and very successful, applications of n-gram methods. Authorship attri-

bution is another text classification problem that has been efficiently tackled by using

character n-gram approaches [17, 47, 130, 60, 75].

An important advantage of the character n-gram approach is its language inde-

pendence. As the model is based on character sequences, it does not rely on the

syntax or semantics of a language; the same algorithm can be used for text docu-

ments of various languages. Stemming and removing of stop words is usually not

necessary, and even not desirable, when a character n-gram method is used. More-

over, such an analytical method can be easily applied for languages of a non-trivial

word segmentation. An n-gram does not even have to be a sequence of characters;

analogous methods as for text documents can be employed for other, non-character

based sequences. For example such approaches can be used in biological domain for

classification based on amino acid sequences or DNA [144, 49, 141], or in the realm

of music for authorship attribution task for musical works [147].

The foundation of our system is the Common N-Gram (CNG) analysis method: a

text classification algorithm proposed by Kešelj et al. [75]. It relies on a dissimilarity

measure between a document and a class that is based on the differences in the usage

frequencies of the most common n-grams of the document and of the class.

We present a visualization system called Relative N-Gram Signatures (RNG-Sig)

8
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that sheds light on n-grams used for the CNG analysis method. The system provides

users with the ability to explore the most important (most distinguishing) n-grams

for a document or for a class of documents as well as to gain insight into the inner

workings of the classifier. The application employs visualization for discovery of

patterns of characteristic n-grams, facilitating a visual inspection of n-grams that are

characteristic for a given document or class. It also allows for a manual adaptation

of the classification process via the visualization based on the task-dependant decision

of a user. The system is targeted at users interested in detailed investigation of the

characteristic n-grams of documents, for example the documents whose authorship is

to be determined via CNG classification.

This chapter is organized as follows. Section 2.2 provides background information

on the CNG classifier and a survey of the literature related to our project. The main

ideas we employ in our visualization are described in Section 2.3, which is followed

by the presentation of the system capabilities and implementation in Section 2.4. We

describe use cases of the analysis of authorship style in Section 2.5. We conclude the

chapter by outlining possible extensions in Section 2.7.

The content of this chapter is based extensively on our publication [62].

2.2 Related Work

CNG Classifier

The Common N-Gram (CNG) classifier is at heart of our Relative N-Gram Signatures.

The classifier has been proposed by Kešelj et al. [75] and is based on comparing the

frequencies of the most common character n-grams of the considered documents.

In addition to its original use for identification of texts’ authors [75, 67, 130],

the CNG classifier has been also reported as a successful method for various other

classification tasks: determination of software code’s authors [47], genome classifi-

cation [141], page genre classification [95], determination of composers of musical

works [147], recognition of computer viruses [9], and detection of Alzheimer’s disease

[139].

The character n-grams are strings of n consecutive characters from a given text.

For example, for the text “the table” there are 6 distinct 4-grams, namely “THE_”,
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“HE_T”, “E_TA”, “_TAB”, “TABL”, “ABLE” (here the letters are converted to the

upper case and the space is replaced with the underscore, as is the convention in this

paper).

The CNG algorithm deals with the task of classifying a text document, that is

with the task of labelling a document with a single label from a given fixed set of

labels (or, in other words, of assigning the document to one class from a fixed set of

classes). The authorship attribution is an example of a classification task: given a

fixed set of author names the algorithm is to label a new document with one of these

names. The classifier is built based on training data consisting of documents for which

the class membership is known. For each class all training documents belonging to

the class are concatenated together into one class document.

For each class and for a given document to be assigned to one of the classes,

the classifier builds a profile that reflects the usage frequency of the most common

n-grams of a given length. A profile is built based on the frequency of each n-gram

in the corresponding document normalized by the length of the document (i.e., on

the number of times the given n-gram appears in the document divided by the total

number of n-grams of this length). Given the parameters L being the profile’s size

and n being the n-grams’ length, a profile is the sequence of the L most common

distinct n-grams of the length n, ordered by their decreasing normalized frequency.

For a pair of profiles P1 and P2 of two documents, the relative difference between

frequencies of a given n-gram x (which we will also call the distance between the

documents with respect to this n-gram) is defined as follows (as proposed in [75]):

dx(P1, P2) =

⎛
⎝fP1(x)− fP2(x)

fP1
(x)+fP2

(x)

2

⎞
⎠

2

, (2.1)

where fPi
(x) is the normalized frequency of an n-gram x in the profile Pi, i = 1, 2,

where fPi
(x) = 0 whenever x does not appear in the profile Pi. The motivation is

that rather than measuring an absolute difference in n-gram frequencies, which would

give a too large weight for frequent n-grams, the relative difference is measured. For

example, a difference between frequencies f1 = 0.005 and f2 = 0.003 is the same as

between f1 = 0.00005 and f2 = 0.00003, which is 0.25.

The total dissimilarity D(P1, P2) between the two profiles is calculated by summing

the relative differences dx between the profiles over all n-grams x appearing in the
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union of the profiles:

D(P1, P2) =
∑

x∈(P1∪P2)

dx(P1, P2). (2.2)

The CNG classifier applies the k-nearest neighbour algorithm with k = 1 based

on the dissimilarity measure between profiles. For a new document to be classified,

the dissimilarities between the profile of the document and the profiles of the classes

(i.e., of the training class documents) are calculated and the new instance is assigned

to the class with the least dissimilar profile.

The CNG classifier was originally evaluated for authorship attribution task on

five datasets [75]. The character n-grams used in the evaluation were not processed

(differently than in our system, no normalization of letter case or replacement of non-

letter characters was applied). For parameters similar to the parameters used in this

chapter, namely for the lengths of n-grams 3, 4 or 5, and for the lengths of profiles

500 or 1000, the reported accuracy is within the following ranges: 0.83− 1 on a small

English set with nine authors; 0.74 − 0.85 on a Chinese set with eight authors, and

0.66− 0.8, 0.79− 0.87, 0.87− 0.93 on three Greek sets with ten authors.

Related Work Regarding Visualisation

A visual representation of classification algorithms aims at depicting the classifica-

tion model, visually representing the classification results and facilitating better user

interaction with the algorithm. Such visualizations have been proposed for some

specific algorithms, such as Näive Bayes [15], Decision Trees [11], or Support Vector

Machines [32], or for classes of algorithms, such as additive classifiers [114], associative

classifiers [29], or classifiers with probabilistic results [128].

The visualization of classification processes applied specifically to the text data

poses its own specific challenges, especially due to the high dimensionality of the

text representation, and has been less often reported. Nunzio [107] applies two-

dimensional representation of a text document for probability-based classification and

for visualization of text collections. Plaisant et al. [111] use Näive Bayes for the text

classification task as the basis of their interactive exploratory system for analyzing

literary works by users that are not specialists in the text mining domain.

Important work related to visual analysis for classification of text data by author-

ship was performed by Abbasi and Chen, who developed two visualization methods
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for stylistic analysis: Writeprints [6] and Ink Blots [7]. The Ink Blots method com-

bines a decision tree classification for authorship attribution with a visual represen-

tation of the features in the analyzed texts in a form of “blots” overlaid over the text,

which represent features’ importance and position in the text. The Writeprints visu-

alization applies Principal Component Analysis (PCA) for dimensionality reduction

of segments in a sliding window to create two dimensional plot of variation of fea-

ture use. The visual representation of documents is used for authorship attribution

through visual recognition of which of the candidate authors has the most similar

visual Writeprint to the one of an analyzed text. The main difference of our approach

lies in the fact that our system aims at visualizing a different algorithm and focuses

specifically on supporting the analysis of character n-gram features.

These two methods — Ink Blots and Writeprints — are the main components

of the CyberGate system [28] which additionally provides insight into differences

and similarities of use of various features through radar plots, parallel coordinates

plots, multidimensional scaling and text overlay. The latest version of this platform -

Arizona Authorship Analysis Portal [16] uses heat maps of usage of certain features

across authors and a view of which feature types are most characteristic for an author,

as well as incorporates sentiment analysis. These systems’ focus is at analysis and

monitoring of on-line content.

Visualization has been used for studying character n-grams as features for au-

thorship attribution tasks by plotting documents represented by n-grams frequencies

vectors on two 2-dimensional plots. Kjell [79] used principal component analysis

of vectors of character 2-grams and 3-grams. Soboroff et al. [129] applied Latent

Semantic Indexing with character n-grams representation. The idea behind these ap-

proaches is that a distinct separation between different authors’ documents on such

a plot indicates that the features distinguish between the authors, and a document

of a questioned authorship can be attributed to an author by its position in the plot.

A recent, newer than our system, method applying character n-grams and visu-

alization for author recognition, has been proposed by Ding et al. [38]. It employs

similarity-based approach to authorship attribution, and calculates for each portion

of a considered text its input to the total similarity, based on n-grams of words, char-

acters and parts of speech. This input to the total similarity is overlaid by colour
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highlighting over the text, separately for each of the three types of features. The

system is targeted at forensic investigators and aims at providing visual evidences for

a hypothesis that a given candidate wrote the considered text.

Another type of a visualization employing character n-gram similarity of sequences

is based on similarity matrices, where each column and each row corresponds to a

sequence and the similarity between them is defined by means of the number of shared

n-grams. This is the basis of a tool for the music visualization presented by Wolkowicz

et al. [146]; the tool is based on a self-similarity matrix for a sequence encoding a

musical piece and allows for detection of musical themes. Such an n-gram based

similarity matrix is also used by Maetschke et al. [92] in a tool for visual comparison

of sequences of biological domain (DNA, RNA, amino acid sequences), which enables

users to identify clusters of related sequences.

Our system uses visualization for the discovery of patterns of characteristic n-

grams, which constitutes a way to visually depict and analyze text documents and

their similarity.

Seasoft by Eick et al. [41] is one of the important examples of text visualization

and analysis systems. It depicts various statistics related to lines of text to facili-

tate discovery of their patterns. TileBars by Hearst [57] present term frequency and

distribution within parts of a document. Compus by Fekete and Dufournaud [44]

is a system that allows for visual analysis of various XML attributes within a text.

FeatureLens by Don et al. [39] integrates mining for frequent text patterns with in-

teractive visualisation for analysis of literary works.

A visual text analytic system that is probably most similar in flavour to our ap-

proach and that served as an inspiration for the way our viewer presents characteristic

n-grams, is the Parallel Tag Clouds system by Collins et al. [31]. The authors visualize

subsets of a faceted corpus by extracting words that distinguish a given subset and

plotting these words as tag clouds in a parallel fashion. Our system aims at visualizing

character n-grams instead of words. The feature of our system is its presentation of

characteristic n-grams of a given background (base) document with respect to several

other documents (and so it facilitates the discovery of patterns of n-grams that are

distinguishing with respect to all analyzed documents or only with respect to some).

It also allows for perception of the value of the distance in frequency for a given
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n-gram for a pair of documents.

Keim and Oelke [71] present a visualization technique called “literature finger-

printing” for the investigation of how some literary analysis measures (such as the

average sentence length or the vocabulary richness) vary between different parts of a

text. The visualization allows for the perception of specific traits of authors that can

be employed for the authorship attribution problem and for gaining in-depth insight

about characteristics of various parts of analyzed literature works. Our system is

similar to this approach in the fact that it also facilitates the comparison of various

text documents as a basis for authorship attribution analysis, but with an analysis

based on character n-gram profiles. Our analysis method differs from the literature

fingerprinting approach mostly by our different level of the visual analysis (the char-

acter n-gram level) and the fact that our system is coupled with an underlying text

classification.

2.3 Visualizing Characteristic N-Grams

Our visualization of documents at the n-gram level is based on the idea of depicting the

difference in the usage frequency of a given n-gram between two documents (where

one of the documents may represent a class to which the other document may be

assigned by a classifier). The goal of the visualization is to provide a user with an

insight both into the characteristics of the documents in terms of chunks of words

and into the inner workings of the CNG classifier.

2.3.1 Single Relative Signature

For a pair of documents we create a structure that we call a relative signature that

reflects the difference of usage frequency of the most common n-grams between the

documents. A relative signature of two documents is built based on their n-gram

profiles. Let P1 and P2 be the profiles of a given size L of two documents. Then, the

relative signature is a sequence of all n-grams appearing in the union of both profiles,

each of these n-grams coupled with the distance between the profiles with respect

to the given n-gram. The n-grams are ordered as follows: first we include all the

n-grams that appear in the first profile P1 (the profile of the so-called base document

that serves as a “background” for the signature), ordered in the same way as in the
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first profile P1, which are followed by the n-grams that appear only in the second

profile P2 (i.e., they do not appear in the first profile P1), preserving their order in

the second profile P2. Thus, an n-gram with a number k in the signature such that

k ≤ L, is the k-th most common n-gram in the base document, while n-grams in

the signature with numbers greater than L appear only in the profile of the second

document; in the latter case, the lower the number of an n-gram, the more common

a given n-gram is in the second document.

A visual relative n-gram signature is depicted in Figure 2.1. N-grams are rep-

resented by horizontal stripes. The n-grams are ordered from bottom up. For any

n-gram the distance between the profiles with respect to the given n-gram is mapped

to a colour according to a bipolar colour scale. The white colour indicates that the

distance is close to zero i.e., the n-gram appears in both documents with a similar

frequency. The red scale is used to encode a distance if the frequency of a given

n-gram is higher in the base document (document with the profile P1) than in the

document with the profile P2; the blue scale is used if the n-gram is less frequent in

the base document than in the other document. The lighter a stripe is, the smaller

the distance between profiles with respect to the corresponding n-gram.

One can notice that in the top part of the signature, presenting n-grams of the

number higher than L, all stripes have the same darkest blue colour corresponding

to the maximum distance; this is because these are the n-grams that do not appear

in the base profile (and so the distance is the same for all of them and equal to its

maximum value 4, according to Equation 2.1). Thus the blue top part of a signature

conveys the information about how many n-grams appear in the profile of the second

document only. For the same reason the bottom part of a signature, presenting n-

grams of the number not higher than L, contains more red stripes than blue ones;

that is because all the stripes of the darkest red colour, representing the n-grams

that appear in the profile of the base document only, are located in this part of the

signature.

As an example, in Figure 2.2 (that shows an enlarged part of the signature from

Figure 2.1), it can be observed that among the first 19 most common 3-grams of

Alice’s Adventures in the Wonderland by L. Carroll, the n-grams “_SH” and “IT_”

(where “_” denotes a sequence of non-letter characters) are more often used in Alice’s
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Adventures in the Wonderland than in Tarzan of the Apes by E. R. Burroughs, while

the n-gram “ED_” is used more often in Tarzan of the Apes than in Alice’s Adventures

in the Wonderland.

A total dissimilarity between two profiles, according to Equation 2.2, can be cal-

culated by stepping over all n-grams in the relative signature of these two profiles and

summing the corresponding distances.

A relative signature of a document on the background of itself (or, more generally,

a relative signature of two documents with identical profiles) would be completely

white (as the distance between profiles with respect to any n-gram would be zero)

and would have the same size as the profiles (as there would be no n-gram that

appears in only one of the profiles). In such a case, the dissimilarity between the

(identical) profiles would be equal to zero. In general, the darker a signature is (i.e.,

the more of the dark stripes it includes, and the darker the stripes are), the higher

the dissimilarity between the profiles is. Also the taller a signature is (i.e., the more

of the n-grams appear in only one profile), the less similar the profiles are.

A single relative signature plot, when augmented with interaction features that

allow a user to obtain information about a given n-gram on demand, can be used for

the exploration of the n-grams that are important for a given classification task.

2.3.2 Series of Relative Signatures

The possibility of determining patterns in the n-gram structures of several documents

comes from plotting several relative signatures one next to another. For example,

there may be a series of relative signatures of a given document with respect to various

authors, or of relative signatures of a given author with respect to various documents.

Such a visualization brings forth a potential of detecting interesting patterns, as n-

grams that are characteristic for a document, when compared with various classes

(authors) or n-grams distinguishing a class (an author) on a background of various

documents. It also allows for a visual comparison of multiple relative signatures as a

whole, in order to compare the degree of similarity between documents.

The idea of a series of relative signatures is illustrated in Figure 2.3. Several

relative signatures are plotted next to each other. Each of them has the same base

document (Carroll’s Alice’s Adventures in Wonderland) that serves as a background
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n-grams that appear
in the first (base) profile
(ordered as in the first profile)

base document:
carroll
alice’s adventures
in wonderland

n-grams that appear
in the first (base) profile
(ordered as in the first profile)

only in the second profile
n-grams that appear

(ordered as in the second profile)

Figure 2.1: A relative signature of Burroughs’ Tarzan of the Apes on the background
of the base document of Carroll’s Alice’s Adventures in Wonderland, built on the pro-
files of the 500 most common character 3-grams. It visualizes the CNG dissimilarity
between the two text documents: each stripe corresponds to a 3-gram; the colour of
an n-gram is mapped to the CNG distance between the two documents with respect
to the n-gram (relative difference between frequencies of a given n-gram). Sampling
of n-grams is used to deal with the resolution constraints.

for each signature. Thus L (here L = 500) bottom n-grams from each signature

are the most common n-grams from Alice’s Adventures in Wonderland. That means

that for any number not higher than L, the n-gram of this number is identical in

every signature. The n-grams with numbers higher than L are specific to the second

(not-base) document of a signature: these are n-grams that do not appear in the

base profile, but appear in the profile of the second document. The relative signature

of Alice’s Adventures in Wonderland on the background of itself is plotted (as the

second signature from the left) for reference.

Based on a series of signatures one can determine that among the five depicted

books, Carroll’s Through the Looking Glass has the most similar 3-gram usage statis-

tics to Alice’s Adventures in Wonderland. One can also notice that some characteristic

3-grams of Alice’s Adventures in Wonderland differentiate this book from all others

books depicted (a pattern of red or blue stripes across all signatures), while some

3-grams distinguish this book only from a subset of the depicted works.
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Figure 2.2: The first 19 n-grams (i.e., the bottommost 19 n-grams) of the relative
signature of Burroughs’ Tarzan of the Apes on the background of the base document
Carroll’s Alice’s Adventures in Wonderland, built on the profiles of the 500 most
common character 3 grams. The n-grams “_SH” and “IT_” appear more often in
Alice’s Adventures in Wonderland ; the n-gram “ED_” appears more often in Tarzan
of the Apes.

2.4 Relative N-Gram Signatures

2.4.1 System Capabilities

Our Relative N-Gram Signatures (RNG-Sig) application is a visual text analytics

system that enables users to draw and analyze relative n-gram signatures.

The sets of book profiles are prepared off-line. When n-grams are extracted, all

letters are converted to uppercase and each sequence of non-letter characters (such as

the space, punctuation marks or digits) is replaced by the underscore sign “_”. Such

treatment of characters seems to be best suited for investigating the patterns of use

of n-grams, because it unifies n-grams that differ only in the usage of an uppercase

letter as opposed to a lowercase one, or of a punctuation mark as opposed to the

space.

A user selects from a predefined set of documents the base document (that will

serve as a background) and the documents to compare with the base document.
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Figure 2.3: A series of relative signatures of various books, each on the background
of the same base document: Carroll’s Alice’s Adventures in Wonderland, built on
the profiles of the 500 most common character 3-gram. The signature of Alice’s
Adventures in Wonderland on the background of itself is included for a reference.

The parameters of the profiles (the size L of the profiles and the length n of n-

grams building each profile) are also defined by users. The selection is based on the

predefined set of profiles prepared off-line; the currently available choices are L = 500

or L = 800, and n being of value 3, 4 or 5.

The set of relative signatures is prepared on-line based on the user’s selection. The

main view of the application is presented in Figure 2.4. A series of relative signatures

is augmented by a bar graph illustrating the total dissimilarity between each document

and the base document (bottom of the signature plot). The bar corresponding to the

minimum dissimilarity has a distinguishing colour, which indicates the class the base

document has been assigned to by the CNG classifier (namely the class represented

by the other document of the signature above).

A user can zoom into the signatures by double clicking on any signature, and zoom

out by Shift double clicking. A button in the user interface allows for fast return to

the default zoom level, i.e., to the level in which the entire signatures are visible. On

a zoom-in level, two arrows provide the interface for browsing the signatures (moving
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Figure 2.4: The main view of RNG-Sig. The relative signatures of books by nine
English authors with Alice’s Adventures in Wonderland by L. Carroll as the base
document, built on the profiles of 4-grams of the size 500. The bar plot of CNG
dissimilarities augments the signatures, with the minimum CNG dissimilarity among
signatures highlighted.

up and down along the signatures). Figure 2.5 presents an example of the bottom

part of the same set of relative signatures on two different zoom levels.

The area allocated for signature plots has a fixed height. The stripe width of each

n-gram is based on this height and the number of n-grams in the longest signature,

with a threshold minimum stripe width allowed. In a case when such an allocation

would lead to the height of the longest signature plot exceeding the height of the plot

area, the n-grams are sampled for plotting (the sampling is uniform with respect to

the n-gram position in a signature, and identical in each signature). The sampling

changes depending on the zoom level, i.e., after sufficient zooming each n-gram is

plotted in any case. On any zoom level that requires n-gram sampling, some n-grams

are omitted from signatures. When a user zooms in, until the zoom level that does not

require sampling is reached, some n-grams that were previously plotted can disappear

from signatures. A label next to the signatures informs whether sampling of n-grams

is in effect.

When a mouse is held over a particular n-gram, a tooltip with the n-gram string

and the distance between two given profiles with respect to this n-gram appears.
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Moreover, a highlighting horizontal bar is visible when a mouse hovers over an n-

gram. This bar helps a user to analyze the given n-gram in all signatures. Naturally,

the highlighting bar appears only when one of the first L n-grams is hovered. An

example of a tooltip and the highlighting bar is visible in Figure 2.4.

Figure 2.5: Two examples of zoom levels of the set of relative signatures depicted in
whole in Figure 2.4.

Users may explore the context of n-grams in given documents on demand. On

a mouse click on an n-gram the information about its context in both documents

of the signature (the base document and the other document) is printed below the

plot. The context information may be conveyed in a concordance style, that is by

a list of examples of usage of the given n-gram with text fragments preceding and

following the n-gram in the document (analogical to the “Key Word In Context”

representation). Alternatively, the context information may be presented as a list of

the most common words that contain the given n-gram, ordered according to their

frequency in a document, and augmented by a bar plot illustrating this frequency.

This representation provides a way to explore the link between n-grams and words;

it allows for determining if there exists a meaningful pattern of words a given n-gram

originates from, and what kind of pattern it is. Figure 2.6 presents two possible
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outputs a user can receive on a click on the n-gram “N_T_” in a relative signature

on the background of Alice’s Adventures in Wonderland by L. Carroll.

Figure 2.6: Two types of context information available for users, for the n-gram
“N_T_” from the book Alice’s Adventures in Wonderland by L. Carroll. The top
panel presents the most frequent words that include this n-gram. The bottom panel
shows the examples of the context of the n-gram in the concordance style.

In addition to the context information, detailed frequency information is available

upon clicking on an n-gram. The information includes counts of the n-gram in both

documents, its normalized frequencies in both documents, as well as G (log-likelihood)

statistic [115] of the difference between the frequencies in the documents, and the

corresponding p-value of the statistical significance of this frequency difference.

Modifications of the colour scale of the plot is also available for users. The max-

imum of the colour scale can be set to the maximum of the distance over the entire

signatures (which is the default option), or to the maximum of the distance over the

parts of the signatures that are currently visible (after zooming in), or to a manually
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specified value. Additionally, a user may choose to depict only the n-grams with the

maximum distance (Figure 2.11 serves as an illustration of this option).

It is possible to search for n-grams in the visualization. A user specifies a text,

which may be of the length n of the currently plotted n-grams, in which case it

corresponds to a single n-gram, or may be longer. N-grams are extracted from the text

and the user is provided with a list of those among them that appear in the visualized

signatures. When the user selects a single n-gram from the list, the signature plots

zoom into the area centred on the n-gram position and the corresponding n-gram

stripes are highlighted.

Users may also modify the profile of the base document by removing n-grams that

they deem to be not useful or even misleading for their analysis or classification task.

This is performed by tagging on the plots the n-grams of the base document that

are to be removed, and then re-running the analysis. In such a case a new profile of

the base document is created that does not contain the tagged n-grams. The profiles

of the other documents are not modified. This process enables users to affect the

visualization in a personal way, depending on their particular interests. It also affects

the document dissimilarity values, and so may modify the classifier result.

There are two options available for such re-creating the profile of the base docu-

ment: “without replacement” and “with replacement” of the removed n-grams. The

optional replacement of the removed n-grams is by other n-grams from the base doc-

ument, namely the next n-grams in the frequency ranking. When the first option is

chosen, the resulting profile of the base document is shorter than L as the tagged n-

grams are simply removed from this profile. When the latter option is chosen, the new

profile still has the requested length L but does not contain the tagged n-grams: the

k tagged n-grams are removed from the base document profile, and k new n-grams,

with the frequency ranks L+ 1, ..., L+ k, are added at the end of this profile.

Thus the option “with replacement” can be thought of (but is not exactly equiv-

alent to) as creating another profile of the given requested length L of a document

stripped of the ignored n-grams. It can influence the classifier even if the ignored

n-grams have exactly the same distance in all signatures (as it “creates the space” in

the profile for new n-grams). On the other hand the option “without replacement”

will not add any new n-grams to the profile. It will not affect the classifier result if
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the ignored n-grams have exactly the same distance in all signatures.

Figure 2.7: A complementary “Comparison Mode” view of the relative n-gram signa-
tures. The view presents entire signatures with n-grams in each one ordered inde-
pendently by their distance in the given signature. The signatures become bar plots
of the share of each range of distances among their n-grams. The same signatures in
the default “Exploration Mode” are depicted in Figure 2.4.

The user of the system can also switch from the default, so far described view

of the signatures (“Exploration Mode” view) to another, complementary view called

“Comparison Mode”. The view is presented in Figure 2.7. The “Comparison Mode”

view presents whole signatures with the n-grams in each of them ordered according

to their distance value (independently for each signature). Thus a signature becomes

a bar plot depicting the share of each range of distances among its n-grams. The

individual n-grams are not recognizable in this mode. When a mouse is hovered over

a particular part of a signature (a part of a given colour), a tooltip with information

about the contribution of the n-grams within the corresponding range of distances to

the final CNG dissimilarity score is visible.

The “Comparison Mode” makes it easier to compare differences between entire
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signatures. In the default “Exploration Mode” the fact that in each signature n-

grams of different distances (i.e., of different colours) are neighbours of each other, and

the necessity of n-gram sampling, may possibly make the evaluation of the similarity

between entire signatures confusing; these problems are alleviated by the “Comparison

Mode”.

Finally, the current plot can be downloaded by a user as a file in the SVG (Scalable

Vector Graphics) format.

2.4.2 Implementation

The RNG-Sig system is implemented as a web application.

The creation of profiles (the extraction of the most frequent n-grams and their

normalized frequency values) is performed off-line. It is executed by an open-source

Perl n-gram tool Text::Ngrams [74] by Vlado Kešelj (with an addition of a utf-8

support for non-ascii character n-grams).

The visualization module runs on the client side (the web browser side). It is de-

veloped using JavaScript visualization library d3.js by Bostock [21]. This library fa-

cilitates dynamic creation of SVG (Scalable Vector Graphic) elements that are bound

with data.

Some of the user interactions trigger a request to the server side. The actions

that are performed on the server side are: the creation of relative signatures, the

extraction of the context of an n-gram (performed by the regular expression search),

the modification of the base document profile based on the user’s n-gram removal, the

extraction of n-grams to search for from the user provided text, and the creation of a

plot file for downloading. These actions—executed by C++ and Perl programs—are

called upon via AJAX (Asynchronous JavaScript and XML) request and PHP.

The colour scale has been provided by ColorBrewer.org [4].

2.5 Use Cases

In our use cases we used literature pieces in English and Polish. All books are in

the public domain and have been downloaded either from the Gutenberg project [1]

website or (for most of the polish texts) from the Wolne Lektury project [3] website.
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The only cleaning of these texts consisted of removing the parts at the beginning

and/or the end of each book that relate to the above named literary projects.

Authorship Attribution of English Novels

The testbed for our system is based on the authorship attribution task. We use for

our analysis the same set of books that were used by Kešelj et al. [75] for the original

testing of the CNG classifier. This is a set of 12 English books by nine authors; for

six authors there is one book in the set; for three authors there are two books in the

set.

The relative signatures of nine books by nine authors on the background of the

base document of Alice’s Adventures in Wonderland by L. Carroll, are shown in

Figure 2.4. One can easily distinguish the relative signature of Through the Looking

Glass by L. Carroll that is much lighter and shorter than other signatures; this book

represents the class to which Alice’s Adventures in Wonderland has been (correctly)

assigned by the CNG classifier.

Zooming into the signatures leads to discovering interesting patterns in terms of

characteristic n-grams. Figure 2.8 shows a zoom-in level of the same signatures as

the ones presented in Figure 2.4.

By hovering over interesting n-grams and clicking on them for the context infor-

mation, one is able to gain interesting information. The n-grams #14, #19, #20 and

#21 are the n-grams that originate most frequently from the word “alice” (these are

n-grams “ICE_”, “_ALI”, “LICE” and “ALIC”, respectively). They are used much

more often in Alice’s Adventures in Wonderland and in Through the Looking Glass

(that is a sequel of Alice’s Adventures in Wonderland with the same protagonist) than

in any other of the analyzed books. Also characteristic for both books by Carroll are

the n-grams “AID_”, “SAID” and “_SAI” (originating mostly from the word “said”).

These n-grams are very common in Alice’s Adventures in Wonderland—as indicated

by theirs position in the signatures (#13, #15, and #16, respectively)—and are used

more often in the two books by Carroll than in the other books, with the maxi-

mum distance value for the books by Cleland, Irving, and Shakespeare. The n-gram

“N_T_” (#48) has its source in the constructions such as “don’t”, “can’t”, “won’t”,

etc. It serves as a distinguishing n-gram with respect to the books by Burroughs,
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Cleland, Haggard, Irving, and Shakespeare, but is used with a similar frequency by

Bronte, Dickens and Twain (in the analyzed books). The n-gram #88 is “_VER”

and is most often a chunk of the word “very”; it is used more commonly by Carroll

than it is used in the other of the depicted books.

The blue stripes on the level of #128 correspond to the n-gram “_HE_”. This

n-gram comes from the word “he” and is used in the books by Carroll, Haggard and

Shakespeare with a similar frequency, less frequently than in the other books.

It is also evident that all except for a couple of the 130 most frequent 4-grams

of Alice’s Adventures in Wonderland are used with a similar frequency in Through

the Looking Glass. The first 4-gram of the Alice’s Adventures in Wonderland profile

that do not appear in the profile of its sequel is the n-gram “E_MO” (#134) that

originates in Alice’s Adventures in Wonderland most frequently from the words “the

mock” (corresponding to the Mock Turtle, a character that appears only in Alice’s

Adventures in Wonderland).

It is interesting to see how n-grams related both to the writing style of an author

(“N_T_”, “_VER”) and to the content of a book (for example, n-grams originating

from the names of the characters in the works) play their role in the decision of the

CNG classifier.

Obviously, not every case provides such a clear distinction between relative signa-

tures as in Figure 2.4. As an example, Figure 2.9 presents relative signatures of nine

books by nine authors on the background of the base document of A Christmas Carol

by C. Dickens. The base document is correctly assigned by the classifier to the other

book by Dickens. The relative signature of A Tale of Two Cities by Dickens demon-

strates the higher similarity of this book to the base document than the similarity of

the other books, but the difference between this signature and the relative signature

of The Adventures of Tom Sawyer is not easily visually perceived.

One can notice that the visualization of relative n-gram signatures does not only

serve the purpose of facilitating discovery of characteristics of a document, but it also

provides visual representation of the inner working of a classifier.
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Figure 2.8: Relative signatures of nine books by nine English authors on the back-
ground of the base document of Alice’s Adventures in Wonderland by L. Carroll, built
on the profiles of 4-grams of the size of 500. The figure presents a zoom-in level, with
around 130 first n-grams visible. The third signature from the left shows that the
most common n-grams of Alice’s Adventures in Wonderland are used with similar
frequency in the sequel of this book by the same author: Through the Looking Glass.

2.5.1 Mark Twain’s Novels

Our other analysis uses a set of novels by Mark Twain. The inspiration for it comes

from the research of Keim and Oelke [71] on the visual investigation of literary analysis

measures. Their visualization demonstrates, among other, how much one of the

novels of Mark Twain, Adventures of Huckleberry Finn, stands out from the other

works of the writer with respect to such literary analysis measures like function words

frequency, Simpson’s index, and Hapax Legomena. We applied our RNG-Sig to the

same set1 of nine novels by Mark Twain to examine the difference between Adventures

of Huckleberry Finn and other books by Mark Twain at the level of character n-grams.

Figure 2.10 presents the relative signatures of nine novels by Mark Twain on the

background of the base document that is a concatenation of all of these books, with

the parameter n set to 5 and L set to 500. One can observe that the signature of

Adventures of Huckleberry Finn with respect to this all-in-one text stands out from

1We decided not to include one of the books by Mark Twain from the set considered in [71]: we
excluded The Gilded Age because it is co-authored with another writer.
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Figure 2.9: Relative signatures of nine books by nine English authors on the back-
ground of the base document of A Christmas Carol by C. Dickens, built on the profiles
of 3-grams of the size of 500.

the other ones (its profile is most dissimilar).

In particular, there is a lot of n-grams very common in general in Mark Twain’s

writing (depicted in the bottom of the signatures) that are used with quite similar

frequency in all of these nine books with the exception of Adventures of Huckle-

berry Finn. By closer examination of the signatures one can determine what these

interesting n-grams are, and from which words they originate. These n-grams in-

clude, among others, “TION_” (#42) that is used much less often in Adventures of

Huckleberry Finn than in all other books and that comes mostly from the words

“attention”, “question”, “nation”, “condition”, “population”, etc. This can possibly be

interpreted as the less frequent usage of “formal” vocabulary in the book being a nar-

rative of a 13-year old Huckleberry Finn. Other interesting examples are the n-grams

“_WERE” and “WERE_” (#59, #60), which come mostly from the word “were” or

the n-grams “_BEEN” and “BEEN_” (#181, #182), which have their source most

frequently in the word “been”; these n-grams are used with a similar frequency in all

the books with the exception of Adventures of Huckleberry Finn where they appear

much less often. That suggests different grammar constructions used in the latter

book. Other stylistic choices characteristic for Adventures of Huckleberry Finn seem
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to be indicated for example by the less frequent appearance in this particular book

of the n-gram “D_NOT” (#175), originating in Mark Twain’s texts mostly from the

phrases “did not”, “could not”, “would not”, or by the more frequent usage of the

n-grams “_DOWN” and “DOWN_” (#172, #179) having its source mostly in the

word “down”, and of the n-gram “DN_T_” (#277), coming from the constructions

“didn’t”, “couldn’t”, “wouldn’t”, “hadn’t”.

It is also apparent that the book The Adventures of Tom Sawyer shares some

of the characteristics of Adventures of Huckleberry Finn. For example only in these

two books the n-grams “WHICH”, “_WHIC”, and “HICH_” (#116, #117, #119)

that have their source most frequently in the word “which”, as well as the n-gram

“T_IS_” (#111) that originates usually from the words “it is”, “that is” and “what

is”, and the n-gram “WILL_” (#216) corresponding to the word “will” are used less

frequently than in the base document. On the other hand, the n-gram “_IT_S”

(#332), originating mostly from the phrase “it’s”, is more frequent in these two books

than in the other Mark Twain’s novels.

While Adventures of Huckleberry Finn have evidently the most distinguishing

relative signature, The Adventures of Tom Sawyer and The Prince and the Pauper

have many more characteristic n-grams than the other six books, which have rather

uniform relative signatures.

2.5.2 Authorship Attribution of Polish Literary Works

An important feature of the character n-gram approach to the text analysis is its

language independence. RNG-Sig can be pointed at documents in any language pro-

vided the text is encoded in the utf-8 (Unicode Transformation Format-8) standard.

We illustrate that by our analysis of a set of books by Polish authors. Figure 2.11

presents relative signatures of eight Polish books by eight authors, with the base doc-

ument being another book by one of them—a novel by Henryk Sienkiewicz (correctly

assigned to this author by the classifier). It is interesting to investigate the charac-

teristic n-grams in depth and observe how the CNG classifiers captures characteristic

words regardless of the many grammatical forms they assume due to the highly in-

flective nature of Polish. For example, one can discover that the n-gram “ZEK�L”
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Figure 2.10: Relative signatures of nine books by Mark Twain with the concatenation
of all these books as the base document, built on the profiles of 5-grams of the size
of 500. The signature of Adventures of Huckleberry Finn stands out from the other
ones.

(#39) is characteristic for these two analyzed novels by Henryk Sienkiewicz. By in-

vestigating the words this n-gram is originating from, one discovers many forms of

the verb “rzec” (a stylistically marked verb meaning “to say”, being characteristic for

this writer) such as “rzek�l”, “rzek�la”, “rzek�lszy”, “rzek�lbyś”, “rzek�lem” that are various

grammatical forms corresponding to different grammatical persons, moods or to a

participle form of this verb. Similarly, several different inflected grammatical forms

of the noun "książę" (meaning “prince”) such as “książę”, “księcia”, “księciu” are the

source of the n-gram “_KSI” (#45), characteristic for some of the analyzed books.

2.5.3 Subjective Modification of the Visualization

Users may modify the profile of the base document by subjective decision about which

n-grams to not include in the analysis.

We analyze an example of a difficult authorship attribution task from the Ad-

hoc Authorship Attribution Competition, 2004 [2, 67]. Problem G of the contest

presents the participants with four testing documents, each to be attributed to one

of two authors (Author 01 or Author 02). For each of these authors there are three

documents labelled with the author, given for the purpose of training the classifier.
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Figure 2.11: Relative signatures of eight Polish books by eight authors on the back-
ground of another book by one of these authors—Henryk Sienkiewicz, built on the
profiles of 4-grams of size 500. Only the n-grams with the maximum distances are
depicted.

We apply our system to the classification of the testing document sample 02 from

this problem, with the CNG parameters n=4 and L=500. The other documents to

compare this base document with are the documents obtained by the concatenation

of the given training documents by Author 01 and Author 02, respectively.

The classifier attributes the sample to Author 02, as shown in Figure 2.12(a). By

zooming in we can clearly see a set of very common n-grams used in the sample, that

are used less often in the given works of these authors, and that originate from the

word "Tarzan" (as one can discover by exploring the context of these n-grams in the

analyzed documents). One can observe that the word "Tarzan" appears in fact in

all three analyzed documents, with different frequencies. By browsing the signatures

further, and by exploring the context of characteristic n-grams, one is able to find

other n-grams that originate from proper names, namely from the words "Clayton",

"D’Arnot", and "Jane". These n-grams are visually discovered because they are used

with a higher frequency in the base document. The search capability allows a user

to find all 4-grams that originate from these words, and the user can check that each
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(a) (b)

Figure 2.12: An example of influencing a classifier by modifying the profile of the
base document. A zoom-in level of the signatures of two documents by two authors
on the background of a sample document to be classified (documents are of Problem
G in Ad-hoc Authorship Attribution Competition, 2004). The view (a) shows the
original signatures; the view (b) shows the signatures after a manual removal “with
replacement” of 19 n-grams from the profile of the base document.

of them except for the 4-gram "NOT_" comes mainly from these proper names (the

4-gram "NOT_" originates primarly from the word "not" and only secondarly from

"arnot").

This may lead the user to the decision of removing the following 19 n-grams from

the profile of the base document: "_TAR", "TARZ", "ARZA", "RZAN", "ZAN_",

"_CLA", "CLAY", "LAYT", "AYTO", "YTON", "TON_", "_D_A", "D_AR",

"_ARN", "ARNO", "RNOT", "_JAN", "JANE", "ANE_", as their presence is

judged to be the evidence of persons that the given documents are about, not the

evidence of the difference in the style of writing, which is the topic of the analysis.

Such a removal can be performed by choosing one of the following options: “with

replacement” or “without replacement”. In the former case not only these n-grams

are removed, but 19 new n-grams are added to the profile of the base document

(which can be thought of as — but is not exactly equivalent to — creating a profile

of 500 most common n-grams of the considered sample document stripped of these

discovered proper names). In the latter case (“without replacement”), no new n-grams
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are added to the base document profile (and only ignoring of the n-grams that differ

in their distances in both signatures can affect the classifier result). The removal of

the 19 n-grams “with replacement” is illustrated in Figure 2.12(b): after re-running

the analysis, the bottom part of the signatures is cleared of some red stripes (red

indicating that the n-grams are used more often in the base document) while the

classification result changes: the sample document is now attributed to Author 01

(with a small difference in the dissimilarity value: 587 vs 588). (Using the “without

replacement” option leads to the same reversal of the classification result.)

This modified result is in fact the correct one: the test document 02 is a sample

of Author 01 (the writings of Author 01 and Author 02 being respectively the early

(pre-1914) and late (post-1920) writings of Edgar Rice Burrows [67]).

The method of modifying the profile of the base document based on a particular,

task-dependent interest of a user is of a general use for visual analysis of the charac-

teristics of documents (it can serve the purpose of removing from the visualization the

elements deemed to be not useful or misleading in order to concentrate one’s atten-

tion on other characteristics). As a method to modify the result of the classification

algorithm it may be limited to such specific (and difficult) cases. This process might

increase the trust of expert users in the decision of the classifier, because it allows

them to eliminate at least some input to the decision from features that are in the

users’ opinion not relevant to the task.

2.6 Conclusions

We presented Relative N-Gram Signatures (RNG-Sig), a visual text analytics system

based on the Common N-Gram (CNG) classifier. The system enables users to gain

insight into characteristic n-grams of given documents (relative to other documents)

as well as to visually analyze the classifier algorithm. It also allows to influence the

classification process by a user based on the insight gained from the visualization.

We have demonstrated how this analysis can be performed by using a set of English

literary works and with the analytical task of analyzing authorship style. The lan-

guage independence of the method is demonstrated by using a set of Polish books

in a similar analysis. No specific language knowledge is used. An illustration of a

specific advantage of using character n-grams—a robustness in the context of a highly
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inflective language, such as Polish—was presented.

The novelty of our visualizations and interactions lies mostly in their being crafted

so that they suit the level of character n-grams. Character n-grams are very pow-

erful features especially for stylistic analysis, but they are difficult to interpret by

humans; we proposed new methods to help to make their frequency differences more

meaningful.

The presented visualization tool is made available online2 by using JavaScript

library d3.js, and it is platform independent, relying only on availability of a recent

version of a Web browser.

2.7 Possible Extensions

Modification of the CNG-based methods and visual analysis to another — and more

difficult — author identification task, namely to the authorship verification, is an

interesting extension of our system. In this task there is no fixed set of candidate

authors, but instead one is given just a set of samples of writing of an author and is

to decide whether another document was written by the same author or not.

There is also a number of possible additions to the current system that can be

made. The function of the distance between profiles with respect to a given n-gram

that is currently used (Equation 2.1) is one of many that can be tested in this context

(some already proposed in the literature [141], [47]). It would be of interest to compare

different distance functions (with the selection being available for the system users)

with respect to both the correctness of the classifier (for example for the authorship

attribution problem) and the effect on the visualization.

Another possible extension would be to to investigate ways of improving the ca-

pability of analyzing long signatures. In the case of other distance functions it may

be possible to add an “overview mode” of a visual relative signature, namely a plot

of a signature with only some fixed number of the most distinguishing n-grams (the

n-grams with the highest distance) depicted, which would help to analyze longer pro-

files. For the currently used distance formula this mode does not limit the number of

depicted n-grams significantly, as all of the quite numerous n-grams that appear only

2The system with preloaded data is available at https://web.cs.dal.ca/~jankowsk/ngram_
signatures/



36

in one profile bear the same, maximum value of the distance.

Further research on the ways of selecting the n-grams for profiles is another di-

rection worth exploring. Comparing frequencies of n-grams across documents during

the stage of building a profile (by use of some statistics as χ2 or G) is one possi-

bility; selection of variable length n-grams is another. Yet another approach worth

investigating is to differentiate between n-grams that come from different parts of

speech.

Our visualization method relies on frequencies of n-grams in text documents.

It would be interesting to investigate ways of including a context of character n-

grams within a document into the analysis. It could be done through considering

co-occurrences of character n-grams in the same neighbourhood in an analized text.

Such relationships have been used in authorship analysis for a different type of features

- namely for function words, that is very frequent words such as “the”, “and”, “for”,

which carry little content but have mostly syntactic purpose [13, 126]. For character

n-grams, distances between n-grams have been used in representing text documents

through the “n-gram graph” model proposed by Giannakopoulos et al. [51] and used

for evaluation of summarizing systems [51] and sentiment analysis [10]. Visualization

of such context-related relationships between n-grams could involve methods based

on graphs (e.g., node-link visualizations) or matrices (e.g., heat maps).

Applications of the system to other classification tasks would be worth exploring.

A problem of authorship attribution of parts of a document could be used to analyze

or detect a collaboration between authors. It would also be of interest to employ our

tool for the task of sentiment analysis, for which character n-grams, though not being

commonly used as features, have been previously utilized [8, 10].



Chapter 3

Author Verification Using Common N-Gram Profiles of Text

Documents

3.1 Introduction

In the previous chapter we described a visual system based on the Common N-Gram

classifier [75] — a classifier proposed for the problem of authorship attribution. The

problem of authorship attribution requires a finite set of candidate authors for which

we are given samples of writings; the task consists of attributing a considered text

to one of these candidates. In this chapter we describe our approach to a more

difficult problem of authorship analysis, namely of deciding whether or not a con-

sidered document was written by a person, given samples of writing of that person.

This problem is called authorship verification. The problem is often considered to

better reflect real-life problems related to authorship detection than the authorship

attribution problem, in that it allows a situation when the real author is not among

considered candidates [85]. One can also notice that any instance of authorship at-

tribution problem can be formulated as a set of authorship verification problems, one

for each of the candidates, so an authorship verification solution can also be applied

to authorship attribution problem.

The Common N-Gram classifier, which is the basis of our visual analytical system

RNG-Sig, described in the previous chapter, is a similarity based classifier based on

the CNG dissimilarity between text documents. In tackling the authorship verification

problem, we also utilize the CNG dissimilarity between documents, though relying

not only on character n-grams but also on word n-grams.

We describe our one-class proximity based classification method for authorship

verification. It is an intrinsic method, i.e., it requires only the data of a problem

instance, without acquiring external samples of other authors’ writing. Our algorithm

utilizes the pairs of most distinct documents within the set of documents of known

37
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authorship.

We evaluate our approach on the multilingual dataset of the Author Identification

competition task of PAN 2013 (Evaluation Lab on Uncovering Plagiarism, Author-

ship, and Social Software Misuse) [70]. A version of our method submitted to the

competition yielded ranking 5th (shared) of 18 according to the accuracy, and was

a winner in the secondary evaluation by the AUC (area under the receiver operat-

ing characteristic curve) of the ordering of instances by the confidence score. In the

ensemble mode our methods leads to competitive results both with respect to the

accuracy and AUC.

We also describe the results of our participation in another competition of au-

thorship verification of PAN 2014 [135]. These results as well as our analysis of the

dependency of our method on the number of documents in the set of writing samples

of known authorship, indicate that our method is best suited to problems with at

least a few (not one or two) documents of known authorship.

The content of this chapter is based extensively on our publications [65, 63, 64].

3.2 Related Work

The author analysis has been studied extensively in the context of the authorship

attribution problem, in which there is a small set of candidate authors out of which

the author of a questioned document is to be selected. There are several papers

[132, 67, 83] presenting excellent surveys of this area.

The two main categories [132] of solutions for the problem of authorship attri-

bution are similarity based approaches and eager learner approaches. In the former

ones, the classification is performed by a lazy learner in a Nearest Neighbour scheme,

attributing the analyzed text to the author whose writing is most similar according

to some measure. In the latter approaches, each document is treated as a data sam-

ple within a class of an author, and a supervised classifier creates a model of that

training data to be used during classification. Several features to capture stylistic

differences have been proposed. Their types include those based on words (all words,

function words/stop words, most common words, as well as word counts in sentences

or documents, word lengths, measures of vocabulary richness, word n-grams), those

based on characters (character n-grams, special characters like punctuation or digits,
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compression measures), syntactic features based on parts of speech, sentence struc-

tures, etc, semantic features based for example on synonyms, and others (extensive

survey of the features can be found in [132, 83]).

More limited research than on authorship attribution has been performed on an

open-set variant on this problem, in which it is possible that none of the candidate

authors wrote a document in question, with authorship verification being the extreme

case of an open-set problem with only one candidate. The authorship verification

has been first discussed by Stamatatos et al. [136], who proposed a method based

on features extracted from an NLP tool, using regression to produce the response

function for a given author to which a threshold is applied. This approach falls into

the category of intrinsic methods [70]; it uses only the documents present in a given

problem.

Another example of an intrinsic method for authorship verification is the “un-

masking method” by Koppel and Schler [82]. Very successful for novel-length texts, it

has been shown less effective for shorter documents [119]. The ensemble of one-class

classifiers [56], which achieved high accuracy at the PAN 2013 Author Identification

competition, is also an example of such an intrinsic method. It varies from our ap-

proach by using a different scheme of creating the dissimilarity between an unknown

document and the known authorship set of texts, based on the Nearest Neighbour

technique [138], as well as by a different distance measure and features used.

Another way of approaching the author verification problem is to cast it into a

binary or multi-class classification, by creating a class or classes of other authors.

Such approaches can be called extrinsic methods [70]: they use material other than

present in a given problem. Luyckx and Daelemans [90] considered a binary clas-

sification, with negative examples created from all available text by other authors

in their dataset. The “imposters” method by Koppel and Winter [87] automatically

generates a very large set of texts by authors who did not write the questioned doc-

ument, to transform the problem into an open-set author attribution problem with

many candidates, handled by an ensemble-based similarity method [84]. A modified

version of the imposters method by Seidman [127] achieved first ranking in the PAN

2013 Authorship Identification competition [70], and another modified version of the

imposters method by Khonji and Iraqi [76] achieved first ranking in the PAN 2014
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Authorship Identification competition [135]. The method [143], which achieved the

highest accuracy on the English set in PAN 2013 competition, is also of such an ex-

trinsic type; its first step is a careful selection of online documents similar to the

ones in the problems. The method [50] of PAN 2013 competition, which produces

competitive ordering of verification instances, uses a weighted k-NN approach using

classes of other authors created from other verification instances.

3.3 Methodology

The formulation of the authorship verification task for the Author Identification Task

at PAN 2013 is the following: “Given a set of documents (no more than 10, possibly

only one) by the same author, is an additional (out-of-set) document also by that

author?” [70].

We approach this task with an algorithm based on the idea of proximity based

methods for one-class classification. In a one-class classification framework, an object

is classified as belonging or not belonging to a target class, while only sample examples

of objects from the target class are available during the training phase. Our method

resembles the idea of the k-centers algorithm for one-class classification [148, 138],

with k being equal to the number of all training documents in the target set (i.e.,

written by the given author). The k-centers algorithm is suitable for cases when there

are many data points from the target class; it uses equal radius sphere boundaries

around the target data points and compares the sample document to the closest such

centre. We propose a different classification condition, described below, utilizing the

pairs of most dissimilar documents within the set of known documents.

Let A = {d1, ..., dk}, k ≥ 2, be the input set of documents written by a given

author, which we will call known documents. Let u be the input sample document,

of which the authorship we are to verify, that is return the answer “Yes” or ”No” to

the posed question whether it was written by the given author.

Our algorithm calculates for each known document di, i = 1, 2, ..., k, the maximum

dissimilarity between this document and all other known documents: Dmax(di, A), as

well as the dissimilarity between this document and the sample document u: D(di, u),



41

and finally the dissimilarity ratio defined as follows:

r(di, u, A) =
D(di, u)

Dmax(di, A)
. (3.1)

Thus r(di, u, A) < 1 means that there exists a known document more dissimilar to di

than u, while r(di, u, A) > 1 means that all the known documents are more similar

to di than u.

The average M(u,A) of the dissimilarity ratio over all known documents d1, d2, ..., dk
from A:

M(u,A) =

∑k
i=1 r(di, u, A)

k
, (3.2)

is the subject of the thresholding: the sample u is classified as written by the same

person as the known documents if and only if M(u,A) is at most equal to a selected

threshold θ.

Our method requires two known documents, and if only one known document is

provided, we split it in half and treat these two chunks as two known documents.

Notice that in this framework the dissimilarity between the documents does not

need to be a metric distance, i.e., it does not need to fulfill the triangle inequality (as

is the case for the dissimilarity measure we choose).

For the dissimilarity measure between documents we use the Common N-Gram

(CNG) dissimilarity; proposed by Kešelj et al. [75] and described in detail in Section

2.2. This dissimilarity (or its variants) used in the Nearest Neighbour classification

scheme (Common N-gram classifier) was successfully applied to authorship classifi-

cation tasks [75, 67, 130]. The CNG dissimilarity is based on the differences in the

usage frequencies of the most common n-grams of tokens (usually characters, but

possibly other tokens) of the documents. Each document is represented by a profile:

a sequence of the most common n-grams, coupled with their frequencies (normalized

by the length of the document). The parameters of the dissimilarity are the length

of the n-grams n and the length of the profile L. The Perl package Text::Ngrams [74]

was used to extract the n-grams and their frequencies.

We experiment with two ways of selecting the length of the profiles. In the

dynamic-length variant, the length of profiles is selected separately for each problem,

based on the number of n-grams in the documents in the given instance (parameter-

ized as a fraction f of all n-grams of the document that contains the least number
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of them). In the fixed-length variant, we use a selected fixed length L of profiles.

As our method is based on the ratios of dissimilarities between documents, we take

care that the documents in a given problem are always represented by profiles of the

same length. Thus in a situation when some of the documents do not have enough

n-grams to construct a profile of a prescribed length L, we cut all profiles to the same

length, which is the number of all n-grams (for the given n) in the document with

the smallest number of them.

We linearly scale the measure M to represent it as a confidence score in the range

from 0 (the highest confidence in the answer “No” ) to 1 (the highest confidence in

the answer “Yes”), with the answer “Yes” given if and only if the confidence score is at

least 0.5. It is the nature of applications of authorship verification, such as forensics,

that makes the confidence score and not only the binary answer, an important aspect

of a solution [53]. The value of M equal to θ is transformed to the score 0.5, values

greater than θ to the scores between 0 and 0.5, and values less than θ to the scores

between 0.5 and 1 (a cutoff is applied, , i.e., all values of M(u,A) < θ − cutoff are

mapped to the score 1, and all values of M(u,A) > θ+cutoff are mapped to the score

0).

For a one-class classifier we need to select two parameters defining the features used

for dissimilarity (length of the n-grams n, and either the fixed length L of a profile,

or the fraction f defining the profile length), and the parameter θ (for classifying by

thresholding the average dissimilarity ratio M).

Combining many such one-class classifiers, each using different combination of

features defining parameters, into one ensemble, allows us to remove or mitigate

the parameter tuning. We test ensembles of single one-class classifiers based on our

method; an ensemble combines answers of the single classifiers. Each classifier uses a

different combination of parameters n and L defining the features. For ensembles we

experiment not only with n-grams of characters (utf8-encoded) and but also of words

(converted to uppercase).

For ensembles, we test majority voting and voting weighted by the confidence

scores of single classifiers. For each ensemble we combine answers of the classifiers

in order to obtain the confidence score of the ensemble. For majority voting the

confidence score of the ensemble is the ratio of the number of classifiers that output
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“Yes” to the total number of classifiers, which means that the ensemble’s answer is

“Yes” if and only if at least half of the classifiers output “Yes”. The confidence score

of the weighted voting is the average of the confidence scores of the single classifiers,

which means that the ensemble’s answer is the result of the voting of the classifiers’

answers “Yes” and “No”, weighted by the absolute value of the difference of their

confidence scores from the 0.5 point (with a tie resolved in the favour of “Yes”).

3.4 Evaluation on PAN 2013 Authorship Identification Data

In this section, we describe evaluation of our authorship verification method using

the framework of the PAN 2013 competition task of Author Identification [70]. The

framework provides datasets of authorship problems, which were carefully created for

authorship verification, with effort made to match within each problem instance the

texts by the same genre, register and time of writing.

3.4.1 Datasets

The dataset of PAN 2013 Authorship Identification consists of English, Greek and

Spanish subsets. In each instance, the number of documents of known authorship

is not greater than 10 (possibly only one). The dataset is divided into the training

set pan13-ai-train and the test set pan13-ai-test. The training set, in which

the “Yes/No” label is provided for each problem, was made available for the partici-

pants before the competition; the test set was used to evaluate the submissions and

subsequently published [109].

To enrich the training dataset for our competition submission, we also compiled

ourselves two additional datasets using existing sets for other authorship identification

tasks. mod-pan12-aa-EN is an English author verification set compiled from the

fiction corpus for the Traditional Authorship Attribution sub task of the PAN 2012

competition [108, 68]. mod-Bpc-GR is a Greek author verification set compiled from

the Greek dataset of journal articles [136]. It is important to note that these sets

are different from the competition dataset in that we did not attempt to match the

theme or time of writing of the texts.

Table 3.1 presents characteristics of the datasets.
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pan13-ai-train
total English Spanish Greek

number of problems 35 10 5 20
mean of known docs # per problem 4.4 3.2 2.4 5.5
mean length of docs in words 1226 1038 653 1362
genre textbooks editorials,fiction articles

pan13-ai-test
total English Spanish Greek

number of problems 85 30 25 30
mean of known docs # per problem 4.1 4.2 3.0 4.9
mean length of docs in words 1163 1043 890 1423
genre textbooks editorials,fiction articles

mod-pan12-aa-EN
total: English

number of problems 22
mean of known docs # per problem 2.0
mean length of docs in words 4799
genre fiction

mod-Bpc-GR
total: Greek

number of problems 76
mean of known docs # per problem 2.5
mean length of docs in words 1120
genre articles

Table 3.1: Characteristics of datasets used in authorship verification experiments.
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3.4.2 Evaluation Measures

In our experiments we use two measures of evaluation, based on the measures proposed

for the PAN 2013 competition.

The correctness of a classifier is evaluated by accuracy, which is defined by the

following formula:

accuracy =
nc

n
, (3.3)

where n is the total number of problems and nc is the number of correctly answered

problems.

For our method, accuracy is equivalent to the measure that was used in the com-

petition for the main evaluation. The competition main evaluation measure takes

into account the fact, that it was allowed to withdraw an answer (to leave a problem

unanswered). It is based on measures called recall (R′) and precision (P ′), which are

defined as follows:

R′ =
nc

n
(3.4)

P ′ =
nc

na

, (3.5)

where n is the total number of problems, nc is the number of correctly answered

problems, and na is the number of answered problems. These measures are different

from the standard notions of recall and precision as evaluation measures for classi-

fiers; we use the prime symbol ′ to differentiate them from typically defined recall

and precision. Notice that the recall for a binary classifier, with respect to the “Yes”

class, would be typically defined as a fraction of all problems that have the “Yes” label

according to the ground truth that were answered correctly by a classifier (and ana-

logically for the “No” class), while R′ is a fraction of all problems that were answered

correctly by a classifier. In a similar way, the precision for a binary classifier, with

respect to the “Yes” class, would be typically defined as a fraction of all problems

answered “Yes” by a classifier that were answered correctly (and analogically for the

“No” class), while P ′ is a fraction of all problems answered by a classifier that were

answered correctly. The main evaluation measure of the competition, called F ′
1, is

the harmonic mean of precision and recall defined above:

F ′
1 = 2 · P ′ ·R′

P ′ +R′ . (3.6)
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For any method that, as our method, provides the answer “Yes” or “No” for all problem

instances, the accuracy and F ′
1 are equivalent (and also equivalent to P ′ and R′).

The ranking of instances according to the confidence scores produced by a method

is evaluated using AUC: area under the receiver operating characteristic (ROC) curve.

A confidence score indicates the confidence of the “Yes” answer (asserting the author-

ship).

A ROC curve of a classifier is a curve on a plot of true positive rate (a fraction of

positive problems that are answered correctly) versus false negative rate (a fraction of

negative problems that are answered incorrectly) for a given value of some parameter

of the classifier, as this parameter changes. AUC is the area under this curve.

AUC can be used for an evaluation of an ordering of instances according to a

produced score, with respect to ground truth binary labels of the instances, and that

is how we use it. Given scores assigned to problems by a method, the ROC curve that

is created, is the ROC curve of a classifier that assigns the “Yes” label to a problem if

and only if the problem has a score above a given threshold, as the threshold changes

from the minimum score to the maximum score. Notice that AUC used in such a way

for an authorship verification method, depends only on confidence scores produced

by the method, not on “Yes/No” labels that the method assigns to problems.

The AUC measure as an evaluation of scoring has an important statistical inter-

pretation: its value is equal to the probability that for a randomly selected pair of a

positive instance and a negative instance, the score assigned to the positive instance

is higher than the score of the negative instance [43].

3.4.3 Classifier Selection

Table 3.2 reports the considered space for feature defining parameters. On a training

set, for a given combination of feature defining parameters (n,L) or (n,f), we use the

accuracy at the optimal threshold (a threshold θ that maximizes the accuracy), as a

measure of performance for these parameters.

For single character n-gram classifiers, we tuned the parameters for each language

separately on training data, by selecting feature defining parameters based on their

performance, and selecting the thresholds to correspond to the optimal thresholds.
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Parameters
n length of n-grams
L # of n-grams: profile length (fixed-length)
f fraction of n-grams for profile length (dynamic-length)
θ threshold for classification
θ2+ threshold for classification if at least 2 known documents are given
θ1 threshold for classification if only one known document is given
Space of considered parameters
n for character n-grams {3, 4, ..., 9, 10}
n for word n-grams {1, 2, 3}
L {200, 500, 1000, 1500, 2000, 2500, 3000}
f {0.2, 0.3, ..., 0.9, 1}
single classifiers ensembles

English Spanish Greek English Spanish Greek
vD1 n 6 7 10 eC type character

f 0.75 (n, L) all in the considered space
θ 1.02 1.005 1.002 θ 1

vF1 n 6 7 eW type word
L 2000 2000 (n, L) all in the considered space
θ2+ 1.02 1.008 θ 1
θ1 1.06 1.04 eCW type character, word

vF2 n 7 3 9 (n, L) all in the considered space
L 3000 2000 3000 θ 1
θ2+ 1.014 1.014 0.997 eCW type character, word
θ1 1.056 1.126 1.060 (n, L) selected based on training data

vD2 n 7 3 9 (61) (75) (43)
f 0.8 0.6 0.8 θ 1
θ2+ 1.013 1.00530207 0.9966
θ1 1.053 1.089 1.059

Table 3.2: Parameters for four variants of single one-class classifiers and four ensem-
bles of one-class classifiers based on our method for authorship verification.
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Table 3.2 reports the parameters of four variants of single classifiers. We include our

two submissions to the PAN 2013 Authorship Identification competition: the final

submission vF1 and the preliminary submission vD1. The other two classifiers were

tuned and tested after the competition.

Our preliminary submission vD1 (Table 3.2) is tuned on pan13-ai-train, with f

chosen ad-hoc. This is the only classifier among the reported variants that does not

use a preprocessing of truncation of all documents in a given problem instance to the

length of the shortest document, which tend to increase the accuracy for cases of a

significant difference in the length of documents.

For tuning of parameters of the final submission vF1 (Table 3.2) we use not only

pan13-ai-train, but also additional training sets mod-pan12-aa-EN and mod-Bpc-GR.

We also introduce two threshold values: one for cases when there are at least two

known documents, and another one for the cases when there is only one known doc-

ument (which has to be divided in two). The intuition behind this double threshold

approach is that when there is only one known document, the two halves of it can

be more similar to each other than in other cases. After the parameters are selected

based on subsets of training sets with only these problems that contain at least two

known documents, the additional threshold is selected based on the optimal threshold

on a modified “1-only” training set, from the problem of which all known documents

except of a random single one is removed. For Spanish, with only three training

instances with more than one known document, we use the same parameters as for

English.

For tuning of vF2 and vD2 (Table 3.2) we use only competition training data,

without the additional corpora used for vF1. Feature parameters are selected based

on the performance on the subsets containing at least two known documents, and on

the “1-only” modified sets (which allows us to use the Spanish training set for tuning

the Spanish classifiers).

The ensembles are summarized in Table 3.2. In all these ensembles, the threshold

of each classifier is set to 1, which is a natural choice, as it corresponds to checking

whether or not the unknown document is (on average) less similar to each given

known document than the author’s document that is most dissimilar to this given

known document.
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The ensemble eC is of all character n-gram classifiers in our space of considered

parameters n and L; eW is of all word n-gram classifiers; eCW is of all classifiers of

eC and eW. These ensembles do not use any training data. We also create a classifier

eCW_sel (Table 3.2), which is a subset of the classifiers of eCW, selected based on the

performance of the single classifiers on the training data of the competition. For each

language separately, we remove classifiers that on the training data achieved lowest

accuracies at their respective optimal thresholds, while keeping at least half of the

character based classifiers and at least half of the word based classifiers.

3.4.4 Results

The accuracy and AUC values achieved by the variants of our method on the PAN

2013 Author Identification test dataset are presented in Table 3.3. The table states

also the best PAN 2013 competition results of other participants1 (that is the results

of these participants that achieved the highest accuracy or AUC on any (sub)set).

There were 17 other participants for which there are accuracy (or F ′
1) results, 9 of

which submitted also confidence scores evaluated by AUC.

All variants of our method perform better on the English and Spanish subset

than on the Greek one, both in terms of the accuracy and in terms of AUC. On the

Greek subset they are all outperformed by other competition participant(s). This is

most likely due to the fact that the Greek subset was created in a way that makes it

especially difficult for algorithms that are based on CNG character-based dissimilarity

[70], by using a variant of CNG dissimilarity for the character 3-grams in order to

select difficult cases. This particularity of the set may also be the reason why the

ensemble eC of character n-gram classifiers performed worse than other methods on

this set.

The variants of our method are competitive in terms of AUC. During the compe-

tition, our final submission vF1 achieved the first ranking according to the AUC on

the entire set, the highest AUC on the English subset, and the second-highest AUC

values on the Spanish and Greek subset. All variants of our method perform better

1The results of our methods are on the published competition dataset. The results by other
participants are the published competition results. The actual competition evaluation set for Spanish
may have some text in a different encoding than the published set; our final submission method vF1
yielded on it a different result than on the published dataset.
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PAN 2013 Author Identification test dataset
F ′
1

= accuracy
except for Ghaeini,2013 AUC

all English SpanishGreek all English SpanishGreek

single classifiers
vD1 0.718 0.733 0.760 0.667 0.790 0.837 0.846 0.718
vF1 0.682 0.733 0.720 0.600 0.793 0.839 0.859 0.711
vD2 0.729 0.767 0.760 0.667 0.805 0.850 0.936 0.704
vF2 0.753 0.767 0.880 0.633 0.810 0.844 0.885 0.664

ensembles of classifiers
eC majority 0.729 0.800 0.840 0.567 0.754 0.777 0.833 0.620

weight 0.729 0.833 0.800 0.567 0.764 0.830 0.859 0.582
eW majority 0.718 0.733 0.720 0.700 0.763 0.830 0.805 0.700

weight 0.741 0.767 0.760 0.700 0.822 0.886 0.853 0.782
eCW majority 0.800 0.833 0.840 0.733 0.755 0.817 0.821 0.633

weight 0.741 0.800 0.840 0.600 0.780 0.842 0.853 0.622
eCW_selmajority 0.800 0.833 0.840 0.733 0.778 0.826 0.814 0.682

weight 0.788 0.800 0.840 0.733 0.805 0.857 0.853 0.687

boxed: best competition results of other PAN’13 Author Identification participants
Seidman,2013 0.753 0.800 0.600 0.833 0.735 0.792 0.583 0.824
Veenman&Li,2013 — 0.800 — — — — — —
Halvani et al.,2013 0.718 0.700 0.840 0.633 — — — –
Ghaeini,2013 0.606 0.691 0.667 0.461 0.729 0.837 0.926 0.527

Table 3.3: AUC and F ′
1 (which is equal to accuracy for all algorithms except for

Ghaeini,2013) on the test dataset of PAN 2013 Author Identification competition
task. Results of variants of our method compared with competition results of those
among other competition participants that achieved the highest value of any evalua-
tion measure on any (sub)set. The highest result in any category is bold; the highest
result by other competition participants in any category is boxed.
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than any other competition participant on the entire set. On the English subset, the

single classifiers and the ensembles with weighted voting except of eC yield results

better than those by other participants. On the Spanish subset vD2 achieves AUC

higher than the best competition result on this subset.

In terms of overall accuracy on the entire set, the ensembles combining character

and word based classifiers: eCW with majority voting and eCW_sel with both types

of voting, achieve accuracy higher than the best overall accuracy in the competition.

They also match or surpass the best competition accuracy on the English subset, and

match the best competition accuracy on the Spanish subset.

For the ensembles of classifiers, on the English and Spanish subsets, the AUC

values for voting weighted by the confidence scores are higher than the AUC values

for the majority voting, but not so on the Greek subset. This is consistent with the

fact that on the Greek subset the confidence scores for single classifier variants yield

worse ordering (AUC) than on other sets. Creation of eCW_sel by removing from

the ensemble eCW the classifiers that perform worst on the training data improves the

Greek results, and slightly improves the English results.

We tested the statistical significance of accuracy differences between all pairs of

accuracy values reported in Table 3.3 by the exact binomial two-tailed McNemar’s

test [37]. Only few of these differences are statistically significant. On the entire set

these are: the difference between the accuracy of eCW with majority voting and of eC

with majority voting, vD1 and vF1, as well as the difference between the accuracies of

eCW_sel with weighted voting and of vF1. On the Greek subset, this is the difference

between the accuracies of the submission [127] and the lower accuracy of eC with

weighted voting.

At the time of our evaluation, we compared our results to the best results of

participants of the competition. Later publication by Potha and Stamatatos [113]

reports the results of their method on the same dataset; their AUC value on the

entire set (0.845) and the AUC value on the English subset (0.877) are higher than

the best results at the competition. Out of those, their AUC value on the entire set

is higher than our best AUC result on the entire set.

The datasets mod-pan12-aa-EN and mod-Bpc-GR were compiled by ourselves from

other authorship attribution sets for the purpose of enriching the training corpora for
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English mod-pan12-aa-EN Greek mod-Bpc-GR
accuracy AUC accuracy AUC

vD1 0.545 0.649 0.605 0.661
vD2 0.727 0.826 0.566 0.698
vF2 0.773 0.843 0.618 0.709
eC majority 0.636 0.843 0.658 0.694

weighted 0.682 0.806 0.671 0.703
eW majority 0.636 0.674 0.750 0.757

weighted 0.727 0.736 0.737 0.749
eCW majority 0.636 0.785 0.737 0.725

weighted 0.682 0.818 0.711 0.719
eCW_sel majority 0.636 0.789 0.750 0.742

weighted 0.682 0.826 0.737 0.737

Table 3.4: Accuracy and AUC of our method on other English and Greek datasets.
The sets were compiled by ourselves for the purpose of enriching training domain for
other variant of our classifier. The highest result in any category is bold.

our final submission vF1. The comparison between results on the English and Greek

subsets of vF1 with the results of vF2 (for which these additional sets were not used),

shows that vF2 achieved better results on English data. while vF1 has higher AUC

on Greek data.

Though these additional sets were not created specifically for authorship verifi-

cation evaluation, we examine the results of our methods on these sets (with the

exception of vF1, which is tuned on them). We present the results in Table 3.4. vD1

performs poorly on mod-pan12-aa-EN. This is in part due to the fact that in this

set the documents in a given problem instance can differ significantly with respect

to the length, and the variant vD1 does not use the preprocessing of truncation all

files withing a problem to the same length. The variants vD2 and vF2 (which apply

this truncation) yielded accuracy and AUC similar in value to the ones achieved on

the PAN 2013 English subset. The ensembles containing character n-gram classifiers

yielded similar AUC on mod-pan12-aa-EN as on the PAN2013 English subset, close in

value to 0.8. But their accuracies are distinctly lower than the results on the English

competition subset, with values below 0.7 (for each such an ensemble, vast majority

of the misclassified instances are false negatives: cases classified as not written by the
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same person when in fact they are). For mod-Bpc-GR the single classifiers (with pa-

rameters tuned on the competition Greek subset) perform rather poorly, with results

similar but lower in values than the results yielded on the competition Greek test

set. The ensembles containing word n-gram based classifiers perform better than the

ensembles containing only the character n-gram classifiers, yielding both AUC and

accuracy in the range of 0.71 — 0.75.

3.5 Evaluation on PAN 2014 Author Identification Data

In this section we describe leveraging another PAN evaluation framework — PAN

2014 Author Identification shared task [135] — for evaluation of our method.

3.5.1 Datasets

The dataset of PAN 2014 Author Identification competition [135] consists of six cor-

pora: Dutch essays, Dutch reviews, English essays, English novels, Greek articles and

Spanish articles. The dataset is divided into the training set available for partici-

pants before the competition, and the test set on which the submitted approaches are

evaluated. The properties of the datasets are presented in Table 3.5. Each corpus is

balanced in terms of “Yes” and “No” problems.

The main difference between the datasets of PAN 2013 (Table 3.1) and PAN 2014

(Table 3.5) is in the number of known documents per problem, which has been made

lower in 2014 year. The number of known documents per problem in PAN 2014 is

limited to 5, while it is up to 10 in PAN 2015 set; on average there are 2.2 known

documents per problem in PAN 2014 test set, while the average number of known

documents in PAN 2013 test data is 4.1. In terms of separate test corpora, in PAN

2014 two corpora have one known document per problem (Dutch reviews and English

novels), three corpora have an average number of known documents lower than 3 and

greater than 1, and one corpus (Spanish articles) have exactly 5 known documents in

each problem, while in PAN 2014 test set the average number of known documents

in each corpus is at least 3.

Another important difference between the PAN 2013 and PAN 2014 datasets is

in the size of the training corpora. In PAN 2013 set, the numbers of problems per

corpus that are available for training/tuning the approaches are between 5 and 30.
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DE DR EE EN GR SP
language Dutch Dutch English English Greek Spanish
genre essays reviews essays novels articles articles

additional property ESL special topic topic
authors very match match

age narrow
match subgenre

pan14-train

number of problems 96 100 200 100 100 100
number of docs 268 202 729 200 385 600
mean of known docs per problem 1.8 1.0 2.6 1.0 2.9 5.0
mean length of docs in words 451 124 835 3089 1400 1133

total

number of problems 696
number of docs 2384
mean of known docs per problem 2.4
mean length of docs in words 1087

pan14-test

number of problems 96 100 200 200 100 100
number of docs 287 202 718 400 368 600
mean of known docs per problem 2.0 1.0 2.6 1.0 2.7 5.0
mean length of docs in words 437 128 820 6002 1531 1119

total

number of problems 796
number of docs 2575
mean of known docs per problem 2.2
mean length of docs in words 1700

Table 3.5: Characteristics of PAN 2014 Authorship Identification training and test
datasets.
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In PAN 2014 set, the number of the training problems per corpus is between 96 and

200.

3.5.2 Evaluation Measures

In the competition evaluation, if a value of the confidence score for a given problem

is exactly 0.5, the problem is considered unanswered.

The correctness of the “Yes/No” answers is evaluated in the evaluation framework

by c@1 (correctness at one) measure [110]. The organizers changed the evaluation

measure with respect to PAN 2013 edition of the competition, because the previously

used F ′ measure does not reward algorithms that do not answer all problems, but

have high accuracy over the problems that are answered [135].

The c@1 measure accounts for unanswered problems and is defined as follows:

c@1 =
nc + nu · nc

n

n
, (3.7)

where n is the total number of problems, nc is the number of correctly answered

problems, and nu is the number of unanswered problems. If all problems are answered,

c@1 is equivalent to accuracy. If some problems are unanswered, c@1 is equal to the

value of accuracy that would be achieved if the unanswered problems were answered

correctly at the same ratio as the original ratio of correct answers in the set.

The ordering of instances according to confidence scores is evaluated using AUC,

as described in Section 3.4.2.

The competition ranking of participants is by the final score, which is the product

of AUC and c@1.

3.5.3 Classifier Selection

The version of our method tuned on the training data of PAN 2014 set is an ensem-

ble with weighted voting of our one-class classifiers. This ensemble constitute our

submission to the PAN 2014 competition.

The classifiers for the ensemble are selected separately for each corpus, based on

their AUC measures on the training datasets. The tokens are utf8-encoded charac-

ters or turned to uppercase words. For classifiers based on character n-grams, the
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31 single classifiers with highest AUC

range of results length of n-grams

accuracy at the character word

pan14-training AUC optimal threshold

DE Dutch essays 0.82− 0.86 0.77∗ − 0.83∗ 3–8 –

DR Dutch reviews 0.54− 0.56 0.55− 0.59 3–10 –

EE English essays 0.52− 0.55 0.52− 0.58 6–10 3–6

EN English novels 0.64− 0.74 0.62∗ − 0.71∗ 3–6,8,10 1,2

GR Greek articles 0.68− 0.79 0.66∗ − 0.77∗ 6–10 1,2

SP Spanish articles 0.82− 0.85 0.76∗ − 0.80∗ 4–10 1–3

Table 3.6: Results of experiments on the training corpora of the PAN 2014 competi-
tion task Author Identification. The accuracy values that are statistically significantly
different on at least 0.05 level from the accuracy of the majority-class baseline are
denoted by ∗.

considered length of n-grams varies from 3 to 10. For classifiers based on word n-

grams, the considered length of n-grams varies from 1 to 6. The length of profiles

is in {200, 500, 1000, 1500, 2000, 2500, 3000} for both kinds of tokens. This space of

parameters results in 98 single classifiers: 56 character-based ones and 42 word-based

ones. For scaling of M values to the probability scores, the cutoff is set to 0.2.

We select for each training corpora separately a fixed odd number of 31 classifiers

that yield the best AUC. For each of those classifiers the optimal threshold is found

(i.e., the threshold for which the maximum accuracy is achieved). In an ensemble for

a given corpus, the threshold for all classifiers is set to one value: the average of the

optimal thresholds on the training data for the selected single classifiers.

The ranges of AUC and of maximum accuracy (accuracy at the optimum thresh-

old) for the sets of 31 classifiers on the training corpora are presented in Table 3.6. The

accuracy of the majority-class baseline is 0.5 for each corpora, equal to the accuracy

of a random classifier. To evaluate the statistical difference between the maximum

accuracy values and the accuracy of the majority-class baseline, we use two-tailed

binomial test with the success probability 0.5.
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We observe that on two training sets — English essays and Dutch reviews — the

single classifiers perform very poorly: the best achieved AUC by any classifier on those

sets is 0.56 — not much above the 0.5 AUC value of random ordering of instances; and

the accuracy at the optimal threshold for all classifiers is not statistically significantly

different than that of the random baseline. For one of these two sets — the set of

Dutch reviews — what makes it different from sets we used previously for evaluation

of our method, is the fact that there is only one known document per problem, and

the length of the documents is much shorter than in previously used sets. For the

other training set on which our method does not work — the set of English essays —

what distinguishes it from other sets we used before is the fact that the documents

were written by non-native speakers.

As noted in Table 3.6, classifiers based on word n-grams of length longer than

3 has not been in the selected best classifiers for any dataset, except for the set of

English essays (on which the method does not work, and the selection of classifiers

seems to be close to random). That is what we expected, and it validates our previous

choice of considering only word unigrams, bigrams and trigrams for ensembles.

In addition to our submission to the contest, we also evaluate three versions of

our method not tuned on the training set:

• eCW weight: the weighted voting ensemble of character- and word-based clas-

sifiers with a threshold fixed to 1, which is not tuned on any data,

• two single classifiers tuned on other datasets: vF1 with fixed-length profiles and

vD2 with dynamic-length profiles.

These versions are described in Section 3.4.3. The single classifiers vF1 and vD2 are

tuned on English, Spanish and Greek problems (different from training data of PAN

2014 set). When they are used on PAN 2014 Dutch test sets, the parameters tuned

on English corpora are applied.

3.5.4 Results

Final score, AUC and c@1 of the versions of our method on the test set of PAN 2014

Author Identification task are presented in Table 3.7. The table also includes the

numbers of participants (out of 13) that were outperformed.
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We compare the performance of our method with the best results of the competi-

tion — that is for each corpus we present results of the competition participants that

achieved the highest final score, the highest AUC or the highest c@1 on that corpus.

These methods are:

• the first place winner [76], which is a version of the imposter method [87],

• the second place winner [48], which represents each problem with several fea-

tures capturing similarity between a set of known documents and a questioned

document, and trains a binary decision tree on training problems with respect

to the “Yes” and “No” problem labels,

• an extrinsic method [103], which uses training corpus to create other candidates

for casting verification problems into authorship attribution problems,

• an intrinsic method [124], which uses LSA on a character n-gram based rep-

resentation to build a similarity measure between a questioned document and

known documents,

• an intrinsic method [103], which uses clustering of a training corpus and the

membership of problem documents in the clusters, for measuring the similarity

between a questioned document and a known document set.

On each corpus, we use two-tailed binomial test with probability of success 0.5 to

test the statistical significance of the difference of c@1 value from the accuracy of a

random (and also majority-class) baseline. In this testing we treat c@1 as accuracy,

by considering its value as the ratio of “successes” in the binomial test.

We also compare each method with our submission, with respect to their correct-

ness of answers, using two-tailed exact sign test. A test statistic for a sign test is

the number of instances on which one classifier produces a better output than the

other classifier, and a null hypothesis is that there is no difference in the number

of instances on which each classifier produces a better output than the other classi-

fier. For a typical situation of all instances being labelled by classifiers, the sign test,

assuming that a correct label is better than an incorrect label, is equivalent to the

McNemar’s test, which we used in our previous evaluation (Section 3.4.4). In this

evaluation, instances can be left unlabelled, and we account for that by considering a



59

correct label better than a missing label, and a missing label better than an incorrect

label.

Performance of an Ensemble Tuned on Training Data

We make the following observations regarding the performance of our method tuned

on the training data (submission):

1. The best competition ranking of submission is on the set of Spanish articles

with 5 known documents in each problem, on which it placed 3rd out of 13

participants.

2. For the the sets of Dutch essays and Greek articles, in which the number of

known documents per problem are 2.0 and 2.7, respectively, submission out-

performed half of the participants (7 and 8 out of 13, respectively).

3. On the set of English essays, by not-native speakers, submission yielded c@1

not statistically significantly different from random (consistently with the per-

formance of single classifier on the training data), and is statistically signifi-

cantly worse from the best performing method on this set.

4. On the two sets with a single known document per problem (English novels and

Dutch reviews) submission achieved c@1 not statistically significantly different

from random, and is statistically significantly worse from the best performing

methods on the set of English novels.

5. submission achieved not-competitive results on the entire test set, placing 9th

out of 13 participants, and is statistically significantly worse from the best

performing methods.

We can see that on the dataset of English essays written by non-native authors,

our similarity measure does not provide a distinction between documents authored

by the same or a different person.

The results indicate that problems with a single known document are very chal-

lenging for our method — on the two test sets consisting of such problems the per-

formance of our method is close to random. We further analyze performance of our

method on such problems in Section 3.8.
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DE DR
# of out- AUC c@1 final # of out- AUC c@1 final

performed score performed score
submission 7 0.869 0.842∗ 0.732 8 0.638 0.560 0.357
eCW weight 7 0.877 0.750∗† 0.658 11 0.653 0.620∗ 0.405
vF1 7 0.879 0.802∗ 0.705 7 0.607 0.550 0.334
vD2 7 0.876 0.813∗ 0.712 7 0.606 0.550 0.333
best comp. [96] 12 0.932 0.883∗ 0.823 [124] 12 0.757 0.694∗ 0.525
results [48] 11 0.906 0.906∗ 0.821

EE EN
# of out- AUC c@1 final # of out- AUC c@1 final

performed score performed score
submission 1 0.518 0.548 0.284 0 0.491 0.457 0.225
eCW weight 0 0.497 0.520 0.258 2 0.489 0.510† 0.250
vF1 2 0.547 0.530 0.290 0 0.477 0.470 0.224
vD2 2 0.560 0.540 0.303 5 0.547 0.545† 0.298
best comp. [48] 12 0.723 0.710∗† 0.513 [103] 12 0.711 0.715∗† 0.508
results [76] 10 0.750 0.610∗† 0.458

GR SP
# of out- AUC c@1 final # of out- AUC c@1 final

performed score performed score
submission 8 0.731 0.680∗ 0.497 10 0.803 0.730∗ 0.586
eCW weight 7 0.705 0.650∗ 0.458 8 0.805 0.700∗ 0.564
vF1 10 0.762 0.710∗ 0.541 5 0.788 0.560† 0.441
vD2 10 0.728 0.700∗ 0.509 6 0.751 0.670∗ 0.503
best comp. [76] 12 0.889 0.810∗ 0.720 [76] 12 0.898 0.778∗ 0.698
results

whole set
# of out- AUC c@1 final

performed score
submission 4 0.609 0.602∗ 0.367
eCW weight 4 0.587 0.597∗ 0.350
vF1 4 0.601 0.577∗ 0.346
vD2 6 0.637 0.612∗ 0.390
best comp. [76] 12 0.718 0.683∗† 0.490
results [48] 11 0.707 0.684∗† 0.484

Table 3.7: Results on PAN 2014 Author Identification test dataset. Numbers of
outperformed participants (out of 13) are according to the final score. Values of c@1
statistically significantly different from the random baseline, are denoted by ∗; c@1
for methods statistically significantly different from our submission by sign test, are
denoted by † (†, resp.) if they are higher (lower, resp.) than of our submission.
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The lowest performance of our submission is on the set of English novels, with

a single known document per problem, on which it achieved AUC and c@1 below

the random level of 0.5 (but for c@1 it is not statistically significantly different from

random). We checked that for the single classifiers selected to the ensemble, their

better performance on the training data does not generalize to the test data.

The results on PAN 2014 and PAN 2013 sets are also an indication that our

method is best suited for problems with more known documents, and its performance

is not competitive on problems with fewer than 3 known documents. In Section 3.7

we perform an analysis of the dependency of the performance of our method on the

number of known documents, and show that the performance drops when the number

of known documents decreases.

Performance of Versions not Tuned on Training Data

In PAN 2014 set, the size of training data is much larger than on PAN 2013 set, and

we expected that tuning of classifiers will have a larger impact on performance than

on PAN 2013 set.

On the three test corpora, on which our submission yields c@1 above random

level (Spanish articles, Greek articles and Dutch essays), the eCW weight ensemble,

which does not use any training data, yields lower final score than our submission.

For Dutch essays, eCW weight is statistically significantly worse from our submission.

We check that the threshold tuned on the training data of this corpus is higher than

the fixed threshold of 1 used in eCW weight. As a consequence, the majority of

cases that are misclassified by eCW weight on Dutch essays set are false negatives:

questioned documents that are incorrectly classified as not written by the author of

known documents (because the measure M is above the set threshold). With respect

to AUC of our submission and eCW weight on these test sets, the absolute differences

are below 0.03 and not always lower for eCW weight. Notice that AUC does not

depend on the threshold.

These results indicate that tuning of an ensemble in terms of selection of classifiers,

does not have a large impact on the ensemble performance, but tuning the classifiers

threshold can have a significant effect on the correctness of an ensemble.
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Another two statistically significant differences between correctness of our submis-

sion and of versions not tuned on the training data, are for the test sets of Spanish

articles and English novels. On Spanish articles the single classifier vF1 yields c@1 by

0.17 lower than our submission. In this case, the threshold of vF1, tuned on English

documents from a different set, is higher than that of our submission, tuned on the

Spanish articles training data. Almost all cases misclassified by vF1 on that test set

are false positives. Only on the set of English novels our submission performs statis-

tically significantly worse from non-tuned versions of our method, but those better

performing versions still do not reach a level of c@1 statistically significantly better

than the random value.

The absolute values of differences between AUC values of our submission and of

the versions of our method not tuned on the training data (eCW weight, vF1, and

vD2), are below 0.06.

It is worth noticing that on four evaluation corpora: the corpora other than the

two evaluation sets that are very challenging for any version of our method — the

English essays and the English novel sets — the ensemble eCW weight, without an

access to training data, outperforms more than half of the competition participants,

and yields c@1 that is statistically significantly above the random baseline.

3.6 Our Method as a Baseline for Competition Editions

Our method vF1, submitted to the PAN 2013 Authorship Identification competition,

has been selected by the organizers of the competition as a baseline for the next

two editions of the competition in authorship verification: PAN 2014 [135] and PAN

2015 [134] Authorship Identification tasks. As submissions were done in a form of a

tool installed in a virtual machine, organizers could run a submitted method on their

evaluation data. Our method vF1 was chosen as the PAN 2013 winner in terms of the

overall AUC, as a language independent method, and as a method, which provided

confidence scores [135].

It is important to remember that our method vF1 was tuned on other corpora

than the training corpora for the PAN 2014 and PAN 2015 competition; it did not

have access to the training corpora available for competition participants.
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Our method provided a strong baseline on three evaluation corpora (Dutch re-

views, Dutch essays, Greek articles), outperforming on each of them 7 out of 13

participants, while on the other three evaluation corpora its results were low, better

than only 2 or none of the participants.2

In PAN 2015 edition of the competition [134], our vF1 method was chosen by the

competition organizers as one of three baselines, together with the method by Fréry

et al. [48], which was the second place winner in PAN 2014 Authorship Identification

competition, and the method by Castillo et al. [23], which was the third place winner

in that competition. PAN 2015 authorship verification was on corpora of problems

that are cross-topic or cross-genre (or both), i.e., in a given problem the documents

are on different topics, or of different genres. There are four evaluation corpora: a

cross-genre Dutch corpus, cross-topic English and Greek corpora, and a mixed Spanish

corpus, in which all problems were cross-topic, and some additionally cross-genre.

Our vF1 method used by the organizers as a baseline method outperformed on

the entire set 8 out of 18 teams. On three sets, respectively the English, the Greek,

and the Spanish one, it outperformed respectively 10, 8, and 9 teams, while on the

most difficult cross-genre Dutch set it performed below the random 0.25 value of

final score, outperforming 5 participants. It has been stated by the competition

organizer about our vF1 method (called PAN13-BASELINE), and the baseline of PAN

2014 third-place winner [23] (called PAN14-BASELINE-2): “On average, the PAN13-

BASELINE and the PAN14-BASELINE-2 outperform almost half of the participating

teams, demonstrating their potential as generic approaches that can be used on any

given corpus.” [134].

In contrast, the performance of the third baseline — the second-best submission

to PAN 2014 competition [48] — shows much higher dependency on the similarity of a

test corpus to the corpus it was trained on. This baseline performed on average close

to the random level [134], with the only set on which it performed above the random

baseline being the Spanish set, which resembles in many respects the Spanish set of

PAN 14 Authorship Identification task, on which the method was trained.

2The ranking of vF1 obtained by the competition organizers using our tool installed on a virtual
machine, is slightly different than the one we obtain and present in Table 3.7. This is most likely due
to the older (and not longer available) version of Perl on the virtual machine. The current version
of Perl (as well as the version 2.005 of the library Text::Ngram [74], regardless of the Perl version)
fixes an implementation idiosyncrasy that in some situation affects CNG profiles.



64

3.7 Dependency of Performance on the Number of Known Documents

In this section we describe our analysis of the dependency of the performance of our

method on the number of the documents of known authorship (the known docu-

ments). We studied the performance of three variants of our method: the ensemble

eCW weight with a threshold fixed to 1 and weighted voting, and two single classifiers

vF1 and vD2 (see Table 3.2).

3.7.1 Data

We considered two sets of problems: a subset of PAN 13 test set consisting of all

problems that have at least 4 known documents, which consists of 48 problems, and

the PAN 14 training set of Spanish articles, in which each problem contains exactly

5 known documents, and which consists of 100 problems. These problems were not

part of corpora used for tuning any of the considered methods.

Based on those sets we created problems with exactly 1, 2, 3, or 4 known docu-

ments. For any k ∈ {1, 2, 3, 4}, in any such a problem with k known documents, the

questioned document is the same as in the original problem, and for the set of known

documents, exactly k documents are sampled from the set of known documents of the

original problem. We repeated the sampling of the k known documents five times,

creating five batches of problems.

In the cases when k = 4 or k = 1 and an original problem has five known doc-

uments, there are exactly five different ways k documents can be sampled; in these

cases we made sure that a given problem has a different selection of known documents

in each batch. In other cases, we randomly sampled in each problem the prescribed

k number of known documents from the set of known documents of a given original

problem. For the case of k = 4 for the subset of PAN 13 test set, some of the original

problems (16 out of 48) have exactly 4 known documents, so these problems have

identical known documents in all five batches for k = 4.

3.7.2 Results

Figure 3.1 presents for each number of known documents the means of AUC over

the batches with a given number of known documents, and also the (single) AUC
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Figure 3.1: Relation between AUC measure of variants of our method and the number
of known documents in authorship verification problems on two sets. AUC values are
means over batches of random selections of known documents, except for k=5 on
PAN 2014 Spanish training set, in which case AUC is a single value obtained on the
set. Error bars are standard errors of the means.
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value obtained on the PAN 14 training set of Spanish articles with exactly 5 known

documents. For each classifier and each set, we applied the unpaired two-tailed t-test

to test the statistical significance of the differences between each pair of means; for

the PAN 14 Spanish articles set, we also compared for each classifier each mean with

the AUC value for the number of 5 known documents, using the one sample two-tailed

t-test.

Except for the case of one known document on the subset of PAN 13 test set, we

observe a trend of diminishing AUC with diminishing number of known documents.

For the numbers of known documents greater than one, the differences between

two AUC values for numbers of known documents that differ by 1 (e.g., 2 versus 3

known documents) are usually not statistically significant. But when the numbers

of known documents differ at least by 2 (i.e., 2 versus 4, 2 versus 5, 3 versus 5),

the differences in AUC are statistically significantly different at least on the level of

p < 0.05 for each classifier and both sets.

On PAN 2014 Spanish articles set, the value of AUC for a single known document

is for any classifier statistically significantly lower than that for any higher number

of known documents. On the subset of PAN 2013 test set, the AUC mean for a

single known document is statistically significantly lower than for 3 and 4 known

documents for the classifier vD2, but is not statistically different from other means

for the classifiers vF1 and eCW.

Thus this analysis indicate that the performance of our method diminish with the

decreasing number of known documents.

3.8 Performance on Problems with a Single Known Document

Our algorithm requires at least two known documents. When it is presented with

a single known document, it divides the known document in half and use those two

halves as two known documents, as described in Section 3.3. Thus both in the case

when there are two known documents and in the case when there is one known

document, our method effectively uses two known documents, only in the latter case

these two documents are chunks of one original document.

While, as described in Section 3.7, we usually observe a drop in AUC between two

know documents and a single one, effectively the algorithms use two known documents
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in both cases, and it is unknown if the drop in performance is caused by the decrease

of the length of these documents by half, or (also) the fact that these effective two

known documents are not different documents, but parts of one document.

To investigate that, we compare performance of our method on problems with one

and two known documents that are normalized in terms of the length, so that the

single known document is twice the length of the known documents in a corresponding

problem with two known documents.

We analyze performance of the same versions of our method that are analyzed in

Section 3.7: eCW weight, vF1 and vD2.

The single classifiers vF1 and vD2 use, for each language, a special threshold θ1

for problems with only one document. This special threshold was tuned separately

on problems with one known document, and is higher from the threshold used for

problems with at least two known document. We tested how this special threshold

θ1 affects the accuracy, by additionally performing classification without using the

threshold θ1 (this affects only the results on the sets with 1 known document).

3.8.1 Data

We selected all problems from PAN 14 training corpora except for English essays (on

which our single classifiers perform at the random level) that have at least two known

documents, and kept exactly two random known documents for each of them. We call

this set “2-known-doc set”. The set consists of 215 problems originally from Dutch

essays, Greek articles and Spanish articles corpora.

We created two sets (A1 and B1) of problems with one known document each, by

using in each of them the problems of “2-known-doc set”, but with only one known

document in a problem — for each problem from “2-known-doc set” we divided the

known documents between the sets A1 and B1. We created two corresponding sets

of problems with two known documents, A2 and B2, respectively, that contain the

problems from “2-known-doc set”, but in which the known documents are cut down

to the length of the half of the single known document in the corresponding problem

in the set A1 and B1, respectively.

We divided the sets into 5 folds and performed the classification on the folds.
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method sets A sets B

A2 A1 B2 B1

2 known docs 1 known doc 2 known docs 1 known doc

AUC

eCW weight 0.715 (0.029) 0.693 (0.061) 0.717 (0.030) 0.669 (0.055)

vF1 0.702 (0.020) 0.678 (0.059) 0.730 (0.023) 0.670 (0.045)

vD2 0.670 (0.042) 0.663 (0.067) 0.693 (0.038) 0.615 (0.094)

accuracy

eCW weight 0.660 (0.025) 0.488† (0.037) 0.660 (0.040) 0.507† (0.032)

vF1 0.665 (0.016) 0.628 (0.051) 0.665 (0.012) 0.623 (0.032)

vF1 without θ1 0.665 (0.016) 0.549† (0.037) 0.665 (0.012) 0.544† (0.034)

vD2 0.623 (0.026) 0.619 (0.043) 0.660 (0.022) 0.609 (0.070)

vD2 without θ1 0.623 (0.026) 0.507† (0.038) 0.660 (0.022) 0.512† (0.030)

Table 3.8: AUC and accuracy mean values on two pairs of length-normalized sets of
problems with one and two known documents. Standard errors of the means are given
in parentheses. The values of measures on a set with 1 known document (A1, B1)
that are statistically significantly different on the level of at least p < 0.05 from the
measure on the corresponding set with two known documents (A2, B2, respectively),
are denoted by †.

3.8.2 Results

Table 3.8 presents the means over the folds of AUC and accuracy of the classifiers eCW

weight, vF1 and vD2 on these sets, as well as the means of accuracy for the single

classifiers without the special threshold θ1.

To test the statistical difference between the performance measures on correspond-

ing sets with one and two known documents (on A1 versus A2, and on B1 versus B2),

we use the paired two-tailed t-test on the measures on folds.

We can observe that on both pairs of sets and for all three variants of the method,

AUC is lower when only a single known document is present, but the differences are

not statistically significant.

For accuracy we also observe a drop when one known document is present. The
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ensemble eCW weight with the fixed threshold 1, yields much lower accuracy when

presented with a single known document than with two known documents, and the

differences are statistically significant. For single classifiers with a special (higher)

threshold θ1 (vF1 and vD2), the changes in accuracy are not statistically significant.

When the special threshold for a single known document is removed (vF1 without

θ1 and vD2 without θ1), the decrease in the accuracy between two known documents

and a single known document is much bigger and statistically significant. We tested

that the differences between using and not using the special threshold θ1 on the sets

with one known document are statistically significant, except for vD2 on B1.

These results indicate that problems with a single known document are more

difficult for our method than problems with two known documents, even if the length

of the documents is normalized. When the same threshold is applied to both cases,

the accuracy is significantly lower than when only one known document is present. A

specially tuned, higher threshold for the problems with one known document improves

the accuracy significantly. AUC evaluating ordering of problems by confidence score

also suffers a decline when only one known document is available — the decline,

though not statistically significant, is consistent for both pairs of sets and across all

three analyzed variants of the method.

3.9 Feature Analysis

To study which character or word n-grams perform best, we analyzed the performance

of single classifiers. We considered classifiers based on character n-grams of length

from 3 to 10, and word n-grams of length from 1 to 4, and of the length of profiles

{200, 500, 1000, 1500, 2000, 2500, 3000} for both types of tokens. We analyzed the

AUC values, which evaluate the ordering of instances based on the confidence scores,

and that do not depend on the chosen threshold θ of a classifier.

3.9.1 Data

We used the three PAN 2013 corpora (whole sets, including test and training data),

as well as PAN 2014 training corpora, except for the two sets on which the single

classifier do not work and perform at random (English essays and Dutch reviews).



70

3.9.2 Results

For each dataset separately, we ordered the n-grams according to the best AUC

yielded, over the different profile lengths. Figure 3.2 presents the results.
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Figure 3.2: Analysis of performance of character and word n-grams of different length
for our method of authorship verification. For each dataset, the best AUC (over
different lengths of profiles) for a given type of n-grams is plotted, and the n-grams
are ordered according to their best AUC. Features yielding AUC below 0.5 are not
plotted. Word (character) n-grams are denoted by ‘w’ (‘ch’) followed by their length.

We can see that word 4-grams perform consistently worse than other word n-

grams, and usually worse than all character n-grams. For all datasets other than

PAN 2013 English, word unigrams are ranked before word bigrams, which are ranked

before word trigrams.

The PAN 2013 English set is interesting, in the sense that word bigrams and

trigrams are among top ranked features, together with long character n-grams, of

length between 6 and 10. It is different from the performance on the other English

set: PAN 2014 English novels, on which word unigrams and character n-grams of
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the length from 3 to 5 perform best. These sets, both in the same language, are of

different genre: PAN 2013 set is of textbooks in computer science or related fields,

while PAN 2014 is of fiction novels of a special, narrow shared-universe sub-genre. We

can observe that for the technical textbooks from a common field, longer character

n-grams and longer word n-grams perform better than for fiction novels.

For the two Spanish sets, the rankings of features are different. The PAN 2013

set consists of editorials and fiction writing, while PAN 2014 training set contains

newspaper articles chosen to match topically within a problem. We observe that for

the PAN 2014 set, word unigrams and longer character n-grams are ranked at the top,

while for the PAN 2013 set, shorter character n-grams perform best. In particular,

character 3-grams are the top feature set for the PAN 2013 corpus, while they are the

last ranked feature set for the PAN 2014 training corpus.

For Greek sets, word unigrams and bigrams, and longer character n-grams (of

length from 6 to 10) perform best. Both these sets contain newspaper articles from

the same original corpus and with text matched for topic within a problem. While

the problems differ between the sets with respect to the number of known documents,

they also differ in that for PAN 2013 Greek set, the verification problems were made

specifically difficult by stylistic analysis: negative problems have similar documents,

and positive problems have dissimilar documents, based on a version of the CNG

dissimilarity with character 3-grams. That may be the reason why character 3-grams

perform especially bad (worse than word 4-grams) on PAN 2013 Greek set.

For Dutch essays, shorter character n-grams perform best, with word unigrams

ranked only as the seventh top feature.

The results show that the performance of different character and word n-grams

depends on properties of texts. The differences may be related to a language. Different

relative performances of features on sets in the same language indicate a dependence

on genre or topical similarity between texts. The fact that corpora, on which longer

character n-grams and word bigrams rank high, are the corpora of topically matched

documents (PAN 2013 English set, PAN 2014 Spanish training set, both Greek sets),

may suggest an interesting possibility that such features are more beneficial for cases

of higher topical similarity between texts, though the genre and language differences

between the sets make it impossible to draw this conclusion from this analysis.
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3.10 Conclusions

We presented our proximity based one-class classification method for authorship veri-

fication. The method uses for each document of known authorship the most dissimilar

document of the same author, and examines how much more or less similar is the

questioned document. We use Common N-Gram dissimilarity based on differences in

frequencies of character and word n-grams.

Our method, especially in an ensemble framework, yielded good results on the

multi-language PAN 2013 Author Identification competition corpus. The results are

competitive with respect to the best competition results on the entire set as well

as separately on two out of three language subsets. On these (sub)sets it yields

good ordering of instances by confidence score, as evaluated by the area under the

ROC curve (AUC). Our competition submission was a winner with respect to the

secondary competition evaluation by AUC. On the entire set, AUC by each variant

of our method is higher than the best result by other participants. An ensemble with

weighted voting combining character-based and word-based classifiers, tuned on the

training data of the competition, surpasses best accuracy and best AUC on the entire

set, matches the best accuracy on two out of three subsets, and surpasses the best

AUC on one subset.

As all proximity based one-class classification algorithms, our method relies on a

selected threshold on the proximity between the questioned text and the set of docu-

ments of known authorship. Additionally, a single classifier requires two parameters

defining the features representing documents. Ensembles of classifiers alleviate the

parameter tuning, by using many classifiers for many combinations of parameters,

and using a fixed or single average value for the threshold of all classifiers.

The method is best suited for verification problems with at least a 3 known docu-

ments. Its performance drops as the number of sampling of writing of a given person

becomes lower, and especially problems with a single sample of a given person writ-

ing are very challenging for the method. The results of our method are lower when

tested using the evaluation framework of PAN 2014 Author Identification task with

only 2.2 known documents per problem on average, and the only corpus in this set

of evaluation corpora, on which our method was in the upper quarter of the contest

ranking (yielding 3rd position) was the only set with more than 3 known documents
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per problem. The results indicate that the method is competitive only for a higher

number of documents of confirmed authorship.

Variants of our method tuned on one corpus, or not tuned at all, performed

above the random level on other (though not all) corpora that differ in properties like

language, genre, or consistency of topics between documents. Our single classifier,

tuned for PAN 2013 competition, was used by organizers of the next two editions

of PAN author verification competition as a baseline. Without an access to these

competitions’ training sets, the method provided a strong baseline on 6 out of 10

corpora, outperforming on these sets about half of the participants. An ensemble of

classifiers based on character n-grams and word n-grams, with weighed voting and

with a fixed threshold, which did not undergo tuning on any training data, is worth

mentioning. On the corpus of PAN 2013 Author Identification competition, in which

a limited amount of training data was available for participants, it outperformed all

other participants in terms of AUC on the entire set, and matched the best accuracy

on two subsets. On the corpus of PAN 2014 Author Identification competition, in

which much larger amount of training data was available for participants, and the

number of documents of known authorship was lower, on four out of six evaluation

corpora it performed better than at least half of the participants, and statistically

significantly above the random baseline. That indicates a special usefulness of our

method in situations when there is limited availability of particular type of data on

which a solution can be trained.

3.11 Possible Extensions

It is worth investigating a better adaptation of our method to the problems with very

few, especially one or two, documents of known authorship. Chunking of the known

documents into parts, and especially dividing a single known document into more

than two chunks, is one possible approach worth trying.

It would also be of interest to explore a better use of large training corpora, by

using variants of our proximity measure to create feature vectors for a supervised

binary classifier. Namely, in cases when a large training corpora is available, one

could represent a problem by features equal to different modifications of our measure,

together with additional features such as the number of known documents, length
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of the known documents, average CNG dissimilarity between the known documents,

and use these features as an input to a supervised binary classifier labelling a problem

with the “Yes” or “No” label.

An interesting direction, indicated by results of our experiments, is also the anal-

ysis of the role of different word n-grams and character n-grams for authorship verifi-

cation depending on the genre of the texts, and on the topical similarity between the

documents.

Our method utilizes CNG dissimilarity between documents, which is based on fre-

quencies of character and word n-grams. It would be of great interest to investigate

how character- or word-based features could be utilized for the task of authorship

verification using deep convolutional neural networks (CNNs) [89]. Convolutional

neural networks, with layers applying convolting filters on the input, have been found

to yield excellent results for text classification tasks, based on word input [77], char-

acter input [150] or combined word and character input [40]. Recently, they have

been successfully applied to authorship attribution [117]. CNNs allow also to utilize

unsupervised training of word embeddings (vector representations of words), such as

continuous bag-of-words and skip-gram models [102].



Chapter 4

Authorship Attribution with Topically Biased Training Data

4.1 Introduction

In the previous chapter, we dealt with authorship detection without considering top-

ics of analyzed documents. We have seen though, in the use cases of our visual system

RNG-Sig for authorship attribution, described in Chapter 2, that character n-grams

influencing the Common N-Gram classifier, originate both from topic-independent

words, and from words related to topics of documents. Our analysis of feature per-

formance in our method for authorship verification (Chapter 3) suggests a possibility

that different character and word n-grams may perform best depending on the topical

similarity between documents in a verification problem.

In this chapter we examine how similarity and difference in topics between the

considered text documents influence author identification. We concentrate on the

problem of authorship attribution, that is the problem of deciding who among can-

didate authors wrote a questioned text, given samples of writing for each of the

candidates.

The vast majority of authorship attribution studies assume that the considered

texts — the test data (questioned texts) and the training data (the samples of known

authorship) are of the same genre and on the same topic or come from the same

mixture of topics. But real-world author identification is often performed in the

situation, when one has samples of candidate authors’ writing only on topics that

are different from the topic of the document of which authorship is to be identified

(and sometimes of a different genre too). The cross-topic authorship analysis is the

analysis of authorship in the situation when analyzed texts are on different topics,

especially when training data for a supervised method is on a different topic than

test data. Research in this field indicates that such cross-topic authorship analysis is

more difficult than the traditionally studied intra-topic analysis [133, 123, 142, 88].

Our goal is to analyze authorship attribution for a special case of cross-topic

75
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situation, that we call classification with “topically biased training data”, that is when

samples of writing (training data) for some candidates are topically more similar to

the text being attributed than samples for other candidates. Such a situation may

arise when the access to writing samples of candidate authors is limited, as is often

the case in a real-word authorship attribution, e.g., in forensics or literary research.

The setting of topically biased training data is different from the usually studied

cross-topic authorship attribution, in which training documents of all candidates are

on the same topic (different from the test topic) or come from the same mixture

of topics, and so the topical dissimilarity between training data and a text being

attributed does not differ much between candidates [52, 133, 123, 121, 122].

As one example of authorship attribution with topically biased training data, one

can consider recognizing whether different online aliases (pseudonyms) belong to the

same person, when people use different aliases for different topical online venues, so

that for a given candidate (an alias) there are only posts on one topic [88]. A recent

case of identifying the authorship of a crime novel published under a pseudonym by a

famous writer, who never wrote in this genre before, can also serve as an illustrative

example of the topical bias in training data [69]. In this situation, the authorship

attribution was performed by comparing the crime novel in question with a previous

book by this author (of a different genre and topic) and with crime novels by other

writers (and so arguably more similar topically to the questioned novel).

There are three contributions of our research:

1. We analyze and measure the effect of topically biased training data for author-

ship attribution. Our results indicate that classifiers become biased towards

selecting a candidate with training data topically more similar to the text being

attributed. While this conclusion may be considered not very surprising, to the

best of our knowledge we are first to systematically confirm and evaluate it.

The bias of classifiers appears even when using features that are proven to be

powerful for cross-topic attribution, and for a feature set size tailored for cross-

topic attribution. We show that authorship attribution with topically biased

training data is more difficult than intra-topic attribution.

2. We present a modification of the feature set of character n-grams that reduces

the bias of classifiers caused by topically biased training data.
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3. We describe a newly compiled dataset for research on topic and authorship,

consisting of blog posts labelled by authors and topics.

4.2 Related Work

Cross-topic authorship analysis, in which considered documents are on different top-

ics, has been studied much less than the traditional case of intra-topic analysis.

The “unmasking” method of stacked classifiers proposed for authorship verification

(confirming whether a given author wrote a given questioned document) by Koppel

and Schler [82], implicitly differentiates between features capturing differences in style

from other features discriminating between two texts, including the ones related to

topics. It has been successfully applied for cross-topic authorship verification [86].

While successful for novel-length texts, it has been shown less effective for shorter

documents [119].

The case of intra-topic and cross-topic unsupervised clustering of internet message

board posts by their authors was studied by Novak et al. [106]. Their method based

on words needed to be modified for cross-topic clustering by discounting words specific

to given topics. A corpus of cross-topic and cross-genre communication samples was

created by Goldstein-Stewart et al. [52]. The authors showed that it is possible to

perform authorship attribution when training data is on diverse topics that do not

include the topic of the test data. For cross-topic attribution the authors removed

from the set of features a few manually identified highly topical words.

The difficulty of author attribution in the cross-topic setting (not topically biased,

using our definition) was the subject of research studies, which confirm that the

content information plays a role in authorship identification. Cross-topic attribution

based on words has been shown to be more difficult than intra-topic one by Schein et

al. [125]. Character n-grams have been shown to be more robust than most frequent

words in cross-topic authorship attribution by Stamatatos [133]. This study also

indicates that for intra-topic analysis, rare character n-grams or rare words (arguably

of rather topical than stylistic origin) are useful, while for the cross-topic setting,

inclusion of rare features leads to a performance drop. Analysis of performance of

different sets of features for intra-topic and cross-topic authorship attribution has been

performed by Sapkota et al. [123]. The results indicate that authorship attribution
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across topics is more difficult than within a topic, and that holds for each of the

considered set of features: words, character n-grams, stop words, and stylistic features

such as length of words, length of sentences, vocabulary richness. The study also

indicates that character n-grams outperform other considered features for the cross-

topic attribution. An important insight of the study is also a recommendation of

using diverse topics within the training data: training on multiple topics that are

different from the test topic, yielded better results than training on a single topic

that is different from the test topic.

Influence of topics in the case of author verification for Wikipedia comments (de-

ciding whether two comments are by the same author) was studied by van Dam

and Hauff [142]. In this study, an algorithm consisting in thresholding on Common

N-Gram (CNG) dissimilarity [75] based on character n-grams, has been shown to

perform better when considered comments are on similar topics than when the com-

ments are on different topics. This work also bears a similarity to our work in that it

indicates, in the context of author verification, a bias of the algorithm towards recog-

nizing a common authorship of two documents, when the documents are on the same

topic, and rejecting the common authorship of the documents, when the documents

are on different topics; it shows that the character n-gram based CNG dissimilarity

between two documents depends on topics: it tends to be lower when the documents

are on similar topics and higher when the documents are on different topics.

The only work, which we are aware of, that considers the cross-topic authorship

attribution with topically biased training data, is the study by Layton et al. [88]. This

study deals with similarity-based authorship attribution of online posts, when some

candidates have training data on the test topic, and some candidates — including

the real author of the considered posts — have training data on a different topic. It

is shown that such a situation is more difficult than a situation, when training data

of all candidates have the same topical similarity to the questioned text. The study

also shows that in such a case, the CNG dissimilarity based on character n-grams

performs better than other traditional similarity measures based on different stylistic

features.

Different types of character n-grams — n-grams containing punctuation marks,

n-grams from the beginning or the end of a word, n-grams from the middle of a
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word or containing an entire word — have been studied as features for authorship

attribution in intra-topic and cross-topic setting by Sapkota et al. [121]. Differently

from the traditional way of using character n-grams, in this study “typed n-grams”

are used as features, i.e., pairs of an n-gram and its type annotation (e.g., n-grams

from the beginning of a word, n-grams from the middle of a word) serve as features for

classification. The results indicate that character n-grams containing a punctuation

mark or originating from the beginning or the end of a word, are most useful for

differentiating between authors: when applied as such typed n-grams, they yield

not worse results, than when all n-grams are used, either as typed n-grams, or in a

traditional way.

A domain adaptation method – Structural Correspondence Learning [20] – has

been successfully applied for cross-topic authorship attribution by Sapkota et al.

[122].

A general (not related to authorship or topics) problem of text classification under

presence of a confounding variable that is correlated with classes in a different way in

training data than in test data, has been considered by Reis and Culotta [116]. This

is a more general situation corresponding to our scenario when topic is differently

correlated with authors in training data than in test data. The method which the

authors propose for tackling the problem requires, for a class, at least some training

data for each value of this confounding variable (in our context that would mean

at least some data from each topic for each candidate). Thus it cannot be used for

cases that we want to deal with, in which there is a complete positive or negative

correlation between a class and a variable (a topic): a candidate having all training

data on one topic.

4.3 Cross-Topic Attribution with Topically Biased Training Data

The notion of “intra-topic” authorship attribution describes the situation when train-

ing data for a classifier (i.e., known writing samples of candidate authors) and test

data (questioned documents that are to be attributed to one of the candidates) are on

the same topic. In general, the “cross-topic” authorship attribution is a classification

when there is a difference between topics of test data and of train data.

We analyze authorship attribution in a special case of the cross-topic setting, that
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Figure 4.1: Illustration of differences between intra-topic, cross-topic with one train-
ing topic and cross-topic with topically biased training data settings of authorship
attribution.

we call classification with “topically biased training data”. We introduce this term to

describe a situation when training data for some of the classes (candidate authors) are

more topically similar to a text being attributed than training data for other classes.

This is a special case of cross-topic attribution. We are aware of only one previous

work that considers such a situation [88].

We will use the term of “cross-topic attribution with one training topic” to describe

cross-topic attribution, in which all candidates have training data on the same topic,

different from the test topic. Training data in a cross-topic attribution with one

training topic, is not topically biased. Notice that in general there can be more than

one topic in the training data that is not topically biased, for example when each

candidate have training data on the same several topics, or when topics of training

data differ between candidates, but none of them is more similar to the topic of test

data than others.

The differences between cross-topic attribution with topically biased training data,
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cross-topic attribution with one training topic, and intra-topic attribution, are illus-

trated in Figure 4.1.

We study the topical bias in training data by creating the following setting. Can-

didate authors are divided into two equal groups. Candidates in one group have

training data on the same topic as a test document (the document to be attributed).

This topic will be called the “test topic”. Candidates in the other group have training

data on a different topic; this topic will be called the “other topic”.

In our study we consider three scenarios of such topically biased training data

setting: “author with the test topic”, “author with the other topic”, and “author with

a random topic”.

The “author with a random topic” scenario is a setting in which the assignment

of the test topic and the other topic to the two groups of candidates is performed

randomly, with a uniform probability.

In designing the other two scenarios we use the knowledge of who is the real author

(the gold standard author) of a questioned document. In a setting that we call “author

with the test topic” scenario, the real author of a questioned document is in the group

of candidates that have training data on the test topic. In a situation that we call

“author with the other topic” scenario, the group of candidates that include the real

author has training data on the other topic (a topic different from the topic of the

questioned document).

These two extreme cases: “author with the test topic” and “author with the other

topic”, are built to study the effect of the topically biased training data on classi-

fiers. The scenario of “author with the test topic” (“author with the other topic”,

respectively) is the limit of the situation, when it is more probable (less probable,

respectively), that the real author of the questioned document has training data on

the topic of the questioned document than that it does not.

Notice that a set of “author with a random topic” biased cases is a random mixture

of cases that belong to the scenarios of “author with the test topic” and “author with

the other topic”.

We test a hypothesis that in a case of topically biased training data, classifiers

become biased to attribute a given document to a candidate author with training

data on the same topic as the questioned document, i.e., there is an increased chance
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that classifiers will choose a candidate whose writing samples are on the same topic

as the topic of the questioned document, than a candidate whose writing samples are

on a different topic.

If a classifier is biased towards attributing a test document to a candidate with

training data on the test topic, then in the “author with the test topic” scenario, the

classifier would perform better than in the “author with the other topic” scenario. But

such a fact would not be enough to confirm this hypothesis, because we know from

previous research, that the case when all candidates have training data on the other

topic leads to a lower performance than in the case when all candidates have training

data on the test topic, i.e., without a topical bias in training data, it is more difficult

for classifiers to recognize an author, if the topic of the training data is different from

the test data.

We look for a stronger evidence of the hypothesis. If a classifier tends to choose a

topically similar candidate, then its performance in the topically biased “author with

the test topic” scenario will be better than the performance in the situation when

all candidates have training data on the test topic (the intra-topic scenario). And

similarly, such a biased classifier will perform worse in the “author with the other

topic” scenario than when all candidates have training data on the other topic (the

cross-topic attribution with one training topic).

We also analyze how often a misclassified document is attributed to a candidate

that has training data on the same topic as the topic of the document.

4.4 Features and Classifiers

We study two types of features considered to be best performing features for au-

thorship identification: most frequent character n-grams and most frequent words

[132, 83]. Character n-grams have been also shown to be the most robust features

for cross-topic attribution [133, 123, 88]. We choose character n-grams of the length

three, which are frequently used for authorship analysis [133, 123], and which in

our preliminary experiments on one of evaluation datasets (guardian4a) performed

better than character n-grams of the length 4, 5 or 6.

We use two classifiers in our analysis. The first one is Support Vector Machine

(SVM) [33], frequently used in authorship attribution, also for cross-topic analysis
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[36, 5, 151, 133, 123, 121]. The second algorithm is Common N-Gram Classifier

(CNG) [75], which is an example of a similarity based classifier successfully used for

authorship identification, including cross-topic attribution [75, 67, 130, 88].

For SVM, we use the Weka [55] system, and their implementation of linear SVM

with default parameters. The implementation uses sequential minimal optimization

(SM0) [112] training, and pairwise extension to multi-class classification, i.e., a bi-

nary SVM is trained for each pair of classes, and the final classification is performed

by voting of the binary classifiers.1 Notice that our aim is not to tune parameters

of the algorithm for the best performance, but rather to study the behaviour of the

algorithm. In using a linear SVM without tuning its parameters, we follow the ap-

proach of previous research of cross-topic authorship attribution [133, 123, 121]. We

use frequency as values of features.

The CNG classifier is described in detail in Section 2.2. It represents each class

separately by a list of its most frequent n-grams of a given type (such a list of n-

grams with their normalized frequency is called an author’s profile). The length of

the profiles is a parameter of the algorithm. If for some class it is impossible to

create a profile of a prescribed length (because the total number of unique n-grams

in the class is less than the prescribed parameter), the classifier becomes sensitive to

that imbalance and more likely to attribute an instance to the class with the shortest

profile [130]. We deal with that by introducing a modification to the original CNG

algorithm: whenever for a given length parameter it is impossible to create a profile

of that length for any of the classes, the profiles of all classes are cut to an equal

length, the maximum one for which it is possible.

The Perl package Text::Ngrams [74] was used to extract utf8-encoded character

n-grams and words, and their frequencies.

4.5 Experiments on the Effect of Topically Biased Training Data

In this section we describe our experimental evaluation of the effect yielded on au-

thorship attribution classifiers by topically biased training data.

1Further details about SVM implementation and parameters are available in Appendix B.
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4.5.1 Datasets

For our studies, we use two existing datasets, and prepare one new dataset. Statistics

of the three datasets we use are presented in Table 4.1.

dataset genre # of # of # of min # of docs doc length in words
authors topics docs per auth/topic min max mean

blogs4a blog entries 4 2 3602 78 1 2906 278
nyt2a articles 2 3 2496 6 92 4120 525
guardian4a articles 4 4 241 5 337 4484 1176

Table 4.1: Statistics of datasets for experiments for authorship attribution with top-
ically biased training data.

New Dataset of Blog Posts

The blogs set is a double-topic and five-author set of blog entries that we compiled.

The posts have been retrieved from five public blogs that have posts identified as

being on Fashion (i.e., related to outfits and accessories) or Beauty (i.e., related to

beautification of the skin, nails and hair). The number of posts on each of these two

topics for each of the authors is specified in Table 4.2. The blogs have been identified

by first locating (through a web search) a list of 20 beauty blogs and then including

in the set only these blogs from the list that have also entries on Fashion, have clearly

defined topics, and for which separating the textual content of entries was possible.

HTML tags were removed from the posts. More detailed information about creation

and properties of the blogs set is presented in Appendix A.

auth1 auth2 auth3 auth4 auth5
Beauty 61 294 438 1579 286
Fashion 49 78 344 358 225

Table 4.2: Number of blog posts for each author and topic in the blogs dataset we
compiled.

In our experiments we use a subset of this set, by four authors, to have an even

number of candidates, as in our other experimental sets, in order to create the topical

bias by dividing candidates into two equal groups. Thus we create a four-author set

blogs4a that does not include the author with fewest documents (auth1).
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Other Datasets

In addition to our newly compiled set blogs4a, we perform experiments on two

datasets of newspaper articles: nyt2a and guardian4a.

The guardian4a set consists of editorial articles from “The Guardian”. It is a

subset of the dataset created by Stamatatos [133]. The articles are on four topics:

World, U.K., Politics and Society. The original set is highly unbalanced in terms

of the number of documents per author on different topics. In order to be able to

perform experiments in a setting of training size balance (i.e., of the same amount of

training data for each candidate), we exclude authors that have fewer than 5 articles

on a topic. To have an even number of authors, from the remaining 5 authors we

further exclude one that would make the test set most unbalanced in terms of the

number of documents by an author.2 This results in the guardian4a set of four

authors on four topics.

The nyt2a set contains articles from “The New York Times”, selected from the New

York Times Annotated Corpus [120]. It is a subset of the two-author set compiled by

Schein et. al [125]. In this case also, in order to be able to control for equal training

data amount for each author, we exclude from the original set a topic, on which one

of the authors has only one article. This results in a set of articles of two authors on

three topics: Motion Pictures, Dancing and Theater.

4.5.2 Experimental Measures

Performance Measure

In our datasets, numbers of test documents are not balanced with respect to classes.

Because of that, we choose macro-averaged F1 as a measure of classifiers’ perfor-

mance. Macro-averaged F1 measure is a measure used for evaluating classification on

unbalanced datasets [27].

Macro-averaged F1 is an arithmetic average of F1 values for classes. F1 measure

for a class is defined by the following formula:

F1 = 2 · P ·R
P +R

, (4.1)

2The authors included in the guardian4a set, have in the original set the following labels: hugoy-
oung, maryriddell, pollytoynbee, willhutton.
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where P (precision) is the fraction of all instances assigned to the class by a classifier

that are classified correctly, and R (recall) is the fraction of all instances from the

class, according to the ground truth, that are classified correctly.

Topic Match Ratio in Misclassified Documents

To further analyze the behaviour of classifiers, we study instances that are misclas-

sified under the setting of topical bias of the “author with the test topic” and the

“author with the other topic” scenarios. We consider the fraction of misclassified doc-

uments that get attributed to a candidate with training data on the same topic as a

topic of the misclassified document. We call this fraction the “topic match ratio” in

misclassified documents.

For the four-author sets: blogs4a and guardian4a, when a document is misclas-

sified, the incorrect author is selected among the other three candidates. Under the

setting of the topical bias of “author with the test topic”, exactly one of these three

incorrect candidates has training data on the test topic, while under the setting of

the topical bias of “author with the other topic”, exactly two of these candidates have

training data on the test topic. Thus if the topical similarity does not play a role

in the selection of the incorrect candidate, the topic match ratio among misclassified

documents should be close to the random value 1/3 for “author with the test topic”

scenario and 2/3 for “author with the other topic” scenario.

Notice that we cannot analyze topic match ratios on misclassified cases for set

nyt2a. That is because this set has only two candidates, so any misclassified document

is attributed to the single incorrect candidate. And so on that set, for any classifier,

the topic match ratio in misclassified cases is 0 in the “author with the test topic”

scenario — because then the single incorrect candidate has training data on the other

topic, and it is 1 in the “author with the other topic” scenario — because then the

single incorrect candidate has training data on the test topic.
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4.5.3 Experimental Setting

Controlling for Training Data Size

In order to eliminate the influence of the imbalance of the size of training data on

the effect of the topical bias in training data on classifiers, we control for the size

of training data for each class. The training data is always size-wise balanced: each

candidate has exactly the same number of documents as training data. As for some

authors and topics we have just a few documents (see Table 4.1), we achieve that

by randomly sampling from a given dataset the same number of training documents

for each candidate for each test document separately. That means that a classifier

is trained separately for each document to be attributed, using as training data for

a candidate a fixed number of documents randomly selected from the candidate’s

remaining documents (with given prescribed topic constraints). This is similar to the

leave-one-out framework of testing, with the difference that for a given test docu-

ment, not all remaining data are used for training, but documents sampled from the

remaining data. The number of training documents selected for each candidate is

four in the cases of guardian4a and nyt2a and ten in the case of blogs4a.

Training Data Scenarios

We perform experiments in five scenarios: the intra-topic attribution, the cross-topic

attribution with one training topic, and the three scenarios of cross-topic attribution

with topically biased training data: “author with the test topic”, “author with the

other topic”, and “author with a random topic”.

In the intra-topic scenario, the training documents are selected from the same

topic as the test document. For the cross-topic attribution with one training topic,

the training documents are sampled from one topic different than the topic of the

test document.

For the topically biased scenarios, the candidates are randomly divided into two

equal groups, with one group obtaining training documents selected from the test

topic, the other group obtaining training documents selected from a different topic. In

the “author with a random topic” scenario, the assignment of a group of candidates to

the test topic is performed randomly with a uniform probability, while in the “author
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with the test topic” and the “author with the other topic” scenarios, it is determined

by the fact, which group of candidates includes the real author.

In sets nyt2a and guardian4a there are respectively 3 and 4 topics, thus there are

respectively 2 and 3 topics to choose as the “other topic” for any given test document

in the cross-topic scenarios. We make use of all of the topics, by creating more than

one batch of training data sets (2 batches for nyt2a and 3 batches for guardian4a).

A given test document has a different “other topic” in the training data in each batch,

with the topics randomly divided between the batches.3 Measures are averaged over

batches.

For each test document in a given batch, there is a match on the “other topic”

training data between the four cross-topic scenarios. Namely, for each test document

within a given batch, the “other topic” is identical across the cross-topic scenarios

(based on one random assignment), and candidates that have training data on the

“other topic”, have the same training files for that test document in that batch, across

the cross-topic scenarios (the files are sampled randomly once).

Numbers of Features

We perform experiments for different numbers of features. For SVM, which uses

vector space representation of documents, the number of features is the number of

dimensions of the vector space. CNG represents classes and a test document using

separate lists of most frequent n-grams (profiles). The number of features of CNG

means the classifier’s profile length parameter.

For most frequent character 3-grams, we investigate the numbers of features start-

ing from 500 with an increase step of 500. For most frequent words the considered

numbers of features start from 100, with an increase step of 100 up to 2000, and with

an increase step of 500 above 2000 words. We carry the analysis up to a number higher

than the maximum possible number of features for a given classifier/dataset/scenario

combination.

3Detailed list of training files for each test file in each scenario and each batch, is available upon
request.
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Testing of Statistical Significance

For statistical significance testing, we divide a test set into five folds and perform the

paired two-tailed t-test on measures on the folds.

4.5.4 Results

To analyze the authorship attribution with topically biased training data, we perform

the attribution for four models: SVM with character 3-grams, SVM with words, CNG

with character 3-grams, and CNG with words, on three datasets for five training-data

scenarios: intra-topic, cross-topic with one training topic, and three topically biased

scenarios.

Plots of F1 values for different numbers of features, are presented in Figures 4.2,

4.3 and 4.4.

We first observe that for CNG in the intra-topic scenario, the best performance is

achieved at the maximum number of features, both for character 3-grams and words,

except for CNG with words on guardian4a, where the best intra-topic performance

is achieved at 1300 rather than all 2000 words. Also for cross-topic attribution with

one training topic scenario, it is beneficial to use all possible features, except for CNG

with character 3-grams on nyt2a, for which the best performance is achieved for just

500 character n-grams. The numbers of features of CNG that we select for further

analysis are the numbers beneficial for cross-topic analysis with one training topic,

that is all possible features for given data, as well as 500 character n-grams on nyt2a.

For SVM, the optimal performance is achieved at limited numbers of features,

different for different datasets and different scenarios. For each dataset and type of

features, the optimal number of features for the intra-topic scenario is greater than

the optimal number of features for the cross-topic with one training topic scenario.

That is consistent with previous research finding that rare character n-grams and rare

words are beneficial as features for SVM in intra-topic attribution, but harming the

performance in cross-topic attribution [133]. The numbers of features of SVM that

we select for further analysis for each dataset and feature type, are the numbers for

which SVM performs best in the cross-topic with one training topic scenario.

For each model and dataset, we report F1 measure and perform statistical signifi-

cance analysis for the selected numbers of features. The results for these numbers of
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macro-averaged F1 topic match
ratio in

misclassified
docs

intra cross bias: bias: bias: bias: bias:
topic topic.w. aut.w. aut.w. aut.w. aut.w. aut.w.

1train.t. test.t. other.t. rand.t. test.t. other.t.
blogs4a
SVM;char 3grams;4000 0.54∗∗∗ 0.42††† 0.59∗∗∗†† 0.39∗†† 0.48∗∗††† 0.37‡ 0.69‡
SVM;words;100 0.50∗∗∗ 0.42††† 0.50∗∗ 0.42†† 0.44∗∗†† 0.32 0.67
CNG;char 3grams;all 0.56∗ 0.51† 0.62∗∗†† 0.39∗∗∗††† 0.53† 0.51‡‡‡ 0.82‡‡‡
CNG;words;all 0.52∗∗ 0.48†† 0.58∗∗∗†† 0.37∗∗∗††† 0.48† 0.52‡‡‡ 0.83‡‡‡

random: 0.33 0.67
nyt2a
SVM;char 3grams;500 0.77∗∗∗ 0.63††† 0.85∗∗∗††† 0.48∗∗∗††† 0.65†††
SVM;words;200 0.81∗∗∗ 0.61††† 0.88∗∗∗††† 0.45∗∗∗††† 0.66∗∗†††
CNG;char 3grams;all 0.74∗∗∗ 0.64††† 0.85∗∗∗††† 0.44∗∗∗††† 0.66†††
CNG;char 3grams;500 0.69∗ 0.72† 0.86∗∗∗††† 0.42∗∗∗††† 0.65∗∗∗†
CNG;words;all 0.74∗∗ 0.79†† 0.92∗∗∗††† 0.35∗∗∗††† 0.64∗∗∗†††

any possible classifier: 0 1
guardian4a
SVM;char 3grams;2500 0.89 0.85 0.92∗∗ 0.71∗∗∗††† 0.81† 0.66‡‡ 0.90‡‡‡
SVM;words;500 0.79 0.75 0.88∗∗† 0.63∗†† 0.75 0.49 0.87‡‡‡
CNG;char 3grams;all 0.85 0.82 0.89∗† 0.66∗∗†† 0.75∗∗ 0.46 0.81‡
CNG;words;all 0.81∗ 0.73† 0.89∗∗∗†† 0.57∗∗∗††† 0.70† 0.52‡ 0.83‡‡‡

random: 0.33 0.67

Table 4.3: Macro-averaged F1 measure for five training scenarios and topic match
ratio in misclassified documents for two biased scenarios. In each row, F1 values
statistically significant different from the value for cross-topic with one training topic
scenario, are denoted by: ∗: p < 0.05; ∗∗: p < 0.01; ∗∗∗: p < 0.001; while different
from intra-topic values are denoted by: †: p < 0.05; ††: p < 0.01; †††: p < 0.001. Topic
match ratios statistically significantly different from random values are denoted by:
‡: p < 0.05; ‡‡: p < 0.01; ‡‡‡: p < 0.001. In each row, the differences between F1

for “author with the test topic” bias and “author with the other topic” bias are all
statistically significant at least on p < 0.01 level.

features are presented in Table 4.3.

Considering the results in Table 4.3, we can observe that they are consistent

(except for CNG on nyt2a) with findings of previous research, indicating that cross-

topic attribution with one training topic is more difficult than intra-topic attribution.

For all models and datasets other than CNG on nyt2a, performance in cross-topic
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attribution with one training topic is lower than in intra-topic attribution (though on

the small guardian4a set the differences are not always statistically significant).

Effect of Topically Biased Training Data on Performance

Based on the results reported in Figures 4.2, 4.3 and 4.4, and in Table 4.3, we make

the following observations regarding the effect of the “author with the test topic” and

the “author with the other topic” topically biased training data on performance of

classifiers:

1. For any model, dataset, and number of features, the “author with the test

topic” scenario leads to a higher F1 value than the “author with the other topic”

scenario. For the numbers of features selected in Table 4.3, these differences are

all statistically significant at least on p < 0.01 level, and measure at least 0.19

(on nyt2a at least 0.37).

2. Except for SVM with 100 words on blogs4a, for any model, dataset and num-

ber of features, F1 measure for the “author with the test topic” scenario is

higher than for the intra-topic scenario, and these differences for the numbers

of features selected in Table 4.3 are statistically significant except for SVM with

character 3-grams on guardian4a.

3. Except for SVM with 100 words on blogs4a, for any model, dataset and number

of features, F1 measure for the “author with the other topic” scenario is lower

than for the cross-topic scenario with one training topic, and these differences

for the numbers of features selected in Table 4.3 are statistically significant.

These findings confirm the hypothesis that classifiers, when presented with train-

ing data that is topically biased, tend to select a candidate with training data on the

same topic as the attributed text. That holds even though the size of feature set is

tailored for the cross-topic attribution with one training topic, with one exception

described below.

The only model and dataset for which we do not observe such a tendency is SVM

with 100 words on blogs4a. The number of 100 words is optimal for SVM with words

on blogs4a for cross-topic with one training topic scenario, and for this number of
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features the performance in the scenario of “author with the test topic” is not higher

than in the intra-topic scenario, and the performance in the “author with the other

topic” scenario is not lower than in the cross-topic with one training topic scenario.

As can be seen in Figure 4.2, for numbers of words higher than 100, the perfor-

mance results of SVM on blogs4a indicate a bias of the classifier. Namely, for any

number of words greater than 100, F1 for “author with the test topic” is higher than

for the intra-topic scenario, and F1 for “author with the other topic” is lower than for

the cross-topic with one training topic scenario. While some of these differences are

very small (e.g., for 400 words), we check that for the numbers of words other than

400, 500 and 1200, at least one of these two differences is statistically significant.

Analysis of Misclassified Documents

For misclassified documents, we study the topic match ratio (the ratio of misclassified

documents attributed to a candidate with training data of the same topic as the topic

of the misclassified document, as described in Section 4.5.2). We report the observed

topic match ratios in misclassified documents in Table 4.3, for the same selected

numbers of features as for performance, for blogs4a and guardian4a datasets (as

described in Section 4.5.2, the analysis cannot be done on the two-author nyt2a set).

For the numbers of features reported in Table 4.3, we make the following obser-

vations:

1. Except for SVM with 100 words on blogs4a, the topic match ratios in misclas-

sified documents for “author with the test topic” are higher than the random

value 1/3, and the differences are statistically significant except for two values

on the smallest guardian4a set.

2. Except for SVM with 100 words on blogs4a, the topic match ratios in misclas-

sified documents for “author with the other topic” are higher than the random

value 2/3, and the differences are statistically significant.

This is a further indication of classifiers’ tendency towards attributing a text to a

candidate with training data on the same topic as the topic of the text.

The only case in which we do not observe higher than random topic match ratios

in misclassified documents is SVM with 100 words on blogs4a — the case for which
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we also do not observe a performance evidence of the classifier’s bias, as described

in Section 4.5.4. We check that for SVM with words on blogs4a, when the number

of words is higher than 100, the topic match ratios both for the “author with the

test topic” scenario and the “author with the other topic” one, are higher from the

random values. For the number of words greater than 200, at least one of these two

differences is statistically significant.

Average Performance under Topically Biased Training Data

Our previous observations show that topically biased training data causes a classifier

to perform better if the real author has training data on the same topic as the topic

of the text being attributed, and to perform worse if the real author has training

data on a different topic than the topic of that text. In comparison with intra-topic

performance, the topically biased training data of the “author with the test topic”

scenario leads (in all but one of the considered cases) to a gain in performance, while

the topically biased training data of the “author with the other topic” scenario leads

to a drop in performance.

As in general the real author can have training data on the test topic, or on a

different topic, in this section we analyze the average performance under the topically

biased training data, corresponding to the situation when the real author has the

same probability of having training data on the test topic as on the other topic.

We consider the average of the F1 values achieved for the “author with the test

topic” and “author with the other topic” scenarios, as well as F1 measure achieved for

the “author with a random topic” scenario (one can recall that in the latter topically

biased training data scenario, the real author is randomly assigned to the test topic

or the other topic, with a uniform probability).

Based on the results reported in Figures 4.2, 4.3 and 4.4, and in Table 4.3, we

make the following observations:

1. For the numbers of features selected in Table 4.3, for any model and dataset,

the average of the F1 values for “author with the test topic” and “author with

the other topic” scenarios is lower than the F1 value for intra-topic scenario.

2. For the numbers of features selected in Table 4.3, for any model and dataset,
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the F1 value in the “author with a random topic” scenario is lower than the F1

value in the intra-topic scenario, and the differences are statistically significant,

except for two differences on the smallest guardian4a set.

3. For other numbers of features, except for a few listed below, the F1 value in the

“author with a random topic” scenario is lower than the F1 value in the intra-

topic scenario, for all models and datasets. The exceptions are SVM with 100

words on guardian4a, CNG with 1500 and 2000 character n-grams on nyt2a,

and CNG with 300-600 words on nyt2a (these numbers are not optimal for

intra-topic scenario nor for “author with a random topic” scenario for respective

models and datasets).

These results indicate that on average, the performance of authorship attribution

with topically bias training data is lower than for intra-topic attribution. In compar-

ison with intra-topic performance, the gain in performance observed for “author with

the test topic” scenario is smaller than the absolute value of the drop in performance

observed for “author with the other topic” scenario.

We compare the difference in performance under the “author with a random topic”

topically biased training data between using character 3-grams and words.

We check that for the numbers of features reported in Table 4.3, for the “author

with a random topic” scenario:

• on the blogs4a set, for both classifiers, F1 obtained using character n-grams is

statistically significantly higher from F1 obtained using words,

• on the guardian4a set, for both classifiers, F1 values obtained using charac-

ter n-grams and words are not statistically significantly different, but for both

classifiers higher for character n-grams than for words by about 0.05,

• on the nyt2a set, for both classifiers, F1 values obtained using character n-grams

and words are within 0.02 from each other and not statistically significantly

different, with SVM yielding higher F1 for words than character n-grams, and

CNG yielding higher F1 for character n-grams than words.

These observations indicate that character n-grams may be a better choice of

features than most frequent words for topically biased training data, though their
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advantage is not definitive: depending on a dataset, character n-grams perform either

better or not worse than most frequent words.

In particular we notice that character n-grams perform statistically significantly

better than words for SVM on blogs4a for “author with a random topic”. That

indicates that even though SVM with 100 words on blogs4a is a model that, as we

have seen before, does not show a bias towards a topically similar candidate, it is a

sub-optimal choice of a model on this dataset with comparison to SVM with character

n-grams.

4.6 Feature Set Modification for Reducing Classifiers’ Bias

We present a modification of a feature set of character n-grams that, in the presence

of a topical bias in training data, reduces the bias of a classifier towards a candidate

with training data topically more similar to a document that is being attributed.

4.6.1 Modification of the Character N-Gram Feature Set

We assume that the information about the topics of training data documents is avail-

able. The information about the topic of test data is not needed and not used.

We propose removing from a feature set, the character n-grams that originate

from stems (the main meaning-bearing morphemes) of topical words characteristic

for the topics present in the training data.

As it is possible that training data for a given topic may be equivalent to training

data for one class (as, for example, in our biased scenarios on nyt2a), we cannot simply

remove n-grams that we find distinctive for a topic, because in this way we could

remove exactly the n-grams that are distinctive for a candidate. That is why we want

to only remove n-grams that come from words that are topical — and characteristic

for the topics in the training data.

To find the characteristic topical stems of words, we remove stop words, apply

stemming to the remaining words (after turning them to lowercase), and then perform

an analysis of differences of frequencies of stems between the topics.

In our experiments we chose G (log-likelihood) statistic [115] to evaluate statistical

significance of a difference of a stem frequencies in topics. The log-likelihood statistic
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G for a stem is given by the formula:

G = 2
((

c1 ln
c1
E1

)
+

(
c2 ln

c2
E2

))
, (4.2)

where Ei = ti
c1+c2
t1+t2

for i = 1, 2, t1 and t2, respectively, are the total counts of stems in

one and the other training topic, and c1 and c2, respectively, are counts of the given

stem in these topics.

To choose the topic-characteristic stems, we calculate p-values corresponding to

the G values (using the χ2 distribution), and select the stems with the statistical

significance of the difference in topic frequencies on the level of p < 0.05.

The n-grams that (when normalized to lowercase) appear within such topic-

characteristic stems, are not used in the sets of features of a classifier.

4.6.2 Evaluation

We apply the modification of the feature set of character n-grams to the three biased

scenarios, for the character n-gram based models considered before (see Table 4.3).

For each character n-gram model, we use the same number of features as in Table

4.3, but without the character n-grams originating from topic-characteristic stems.

In our experiments we use Snowball Stemmer from the nltk platform [19], and the

English set of stop words of nltk stopwords corpus [19], extended by a following set

of clitics: ’s, ’ve, ’d, ’m, ’re, ’ll, n’t.

The changes of F1 values from the original values (from Table 4.3) for the topically

biased scenarios, after the modification of feature sets, are presented in Table 4.4. The

changes of topic match ratios in misclassified documents for the “author with the test

topic” and “author with the other topic” scenarios after the modification, are also

presented in Table 4.4.

Effect of the Feature Set Modification on Performance

We first observe that on the smallest set guardian4a, the changes in performance

after the feature set modification, are not statistically significant.

For the other two datasets: blogs4a and nyt2a, we can make the following ob-

servations about the impact of the modification of the feature set, for the numbers of

character n-grams reported in Table 4.4:
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Change in
macro-averaged F1 topic match

ratio in
misclassified

docs
bias:aut. bias:aut. bias:aut. bias:aut. bias:aut.
w.test.t. w.other.t. w.rand.t. w.test.t. w.other.t.

blogs4a
SVM;char 3grams;4000 -0.023‡ 0.020‡‡ -0.011 -0.026‡ -0.021‡
CNG;char 3grams;all -0.013‡ 0.023 -0.001 -0.035‡ -0.014
nyt2a
SVM;char 3grams;500 -0.039‡‡‡ 0.037‡‡ -0.003
CNG;char 3grams;all -0.039‡‡‡ 0.028‡‡ -0.006
CNG;char 3grams;500 -0.063‡‡‡ 0.059‡‡‡ -0.007
guardian4a
SVM;char 3grams;2500 0.010 0.032 0.007 -0.165 -0.047
CNG;char 3grams;all -0.008 0.011 0.010 -0.030 -0.000

Table 4.4: Change in F1 measure and topic match ratio in misclassified documents
after applying the removal of the topic-characteristic character n-grams from the
features. The differences are obtained by subtracting from values achieved after
the removal, the original values from Table 4.3. The statistical significance of the
differences (‡: p < 0.05; ‡‡: p < 0.01; ‡‡‡: p < 0.001) is denoted.

1. For the “author with the test topic” scenario, the F1 values become lower, and

the changes are statistically significant.

2. For the “author with the other topic” scenario, the F1 values become higher, and

the changes are statistically significant except for CNG with character n-grams

on blogs4a.

3. For the “author with a random topic” scenario, the F1 values do not change

statistically significantly, and the absolute values of the changes are below 0.012.

4. The changes of the averages of the F1 values for the “author with the test topic”

and the “author with the other topic” scenarios, have absolute values below

0.006.

Thus what we observe for the two bigger datasets, is that for the “author with

the other topic” scenario (when a classifier’s bias towards topically similar candidates

points towards incorrect candidates), the change in the feature space improves the
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performance. On the other end, for the “author with the test topic” scenario (when

a classifier’s bias increases the correctness of the classifier), the change in the feature

space makes the performance lower. These changes are similar in the absolute value,

and on average the performance under the topically biased training data is not affected

by the feature set modification.

Effect of the Feature Set Modification on Topic Match Ratio in

Misclassified Documents

We observe that topic match ratios in misclassified documents become lower and

closer to the random values. Three out of four of the differences on blogs4a are

statistically significant, while on the smallest set guardian4a the differences are not

statistically significant (and one of them is very close to 0).

Especially for SVM on blogs4a, the topic match ratios become very close to the

random values (less than 0.01 above them, and not statistically significantly different

from them).

Conclusions of the Evaluation

Concluding, the modification of the feature set of character n-grams, reduces the bias

of classifiers towards attributing a given document to a candidate with training data

topically similar to the document, without changing the average performance of the

classifiers under topically biased training data. This effect has been observed on the

two larger datasets, while on the smallest dataset the modification does not have a

statistically significant effect.

It is worth noting that the method of modifying the feature set works on the nyt2a

set, that is in the binary classification case, when the division of training data into

topical sets is equivalent to the division of the data into training data for classes.

4.7 Conclusions

We investigated a special case of cross-topic authorship attribution, which we call

attribution with topically biased training data, when training data for some candidate

authors are more topically similar to a test document than training data for other
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candidates. We considered two classifiers frequently applied to the task: SVM (an

eager-learning algorithm) and CNG (a lazy-learning, similarity based algorithm). We

investigated two sets of features commonly employed for authorship identification:

most frequent words and character n-grams. Out of those, character n-grams are

known to be especially strong features for cross-topic attribution.

We showed that such unequal topical similarity between a considered text and

writings of candidates, influences the classifiers. Our results indicate that the clas-

sifiers with both types of features, almost always become biased towards selecting a

candidate with training data on a topic of a document that is being attributed. That

holds even though we tailored the size of feature sets to the best performance for

cross-topic classification with one training topic. We observed only one exception:

SVM with a small set of most frequent words, on one of the three considered datasets

does not show evidences of such a bias.

This tendency of classifiers to choose a topically similar candidate, hinders a cor-

rect author recognition of a text, if the real author happens to have training data on

other topic than the text, and helps a correct author recognition, if the real author

happens to have training data on the same topic as the text. We observed differences

in F1 measure between these two cases of at least 0.37 in two-candidate attribution,

and of at least 0.19 in four-candidate attribution. We showed that on average the

topically biased training data make the authorship attribution task more difficult

than in the intra-topic situation. Our experiments indicate that under the topically

biased training data, character n-grams perform either better or not worse than most

frequent words.

We proposed a modification of the feature set of character n-grams, which al-

leviates the classifiers’ bias in the presence of topically biased training data. The

modification consists of removing from the set of features the character n-grams orig-

inating from topical word stems that are characteristic for topics in training data.

4.8 Possible Extensions

Our method for reducing classifier bias in the presence of topical biased training

data, makes use of samples known to be written by considered candidates. It would

be worthwhile to investigate leveraging unlabelled data (data of unknown authorship)
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for diminishing the effect of the topical bias in training data on classifiers.

Our method also assumes that topics of training documents are known. An inter-

esting question is how to tackle the classifiers’ bias problem, when topics of training

documents are not directly available. One could approach this problem by automat-

ically identifying different levels of topical similarity between a questioned document

and training data.
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Figure 4.2: Performance of classification models for authorship attribution in five
topical scenarios on blogs4a dataset.
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Figure 4.3: Performance of classification models for authorship attribution in five
topical scenarios on nyt2a dataset.
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Figure 4.4: Performance of classification models for authorship attribution in five
topical scenarios on guardian4a dataset.



Chapter 5

Conclusions

We described our projects in the field of automatic stylistic analysis and interactive

visual analysis of written style.

We presented our exploratory visual analytic tool for stylistic analysis and inter-

active authorship attribution (identification of an author of a questioned document

among candidate authors, based on samples of writing of the candidates), based on

the Common N-Gram classifier. The system offers features for interpreting char-

acteristic n-grams of given documents as well as for analyzing the inner work of the

classification algorithm. It also makes it possible to influence the classification process

by a user utilizing information gained through the visualization. The visualization

method is designed for interpreting character n-grams — features that are known to

be especially useful for style and authorship analysis.

We presented our method for the problem of authorship verification, that is the

problem of verifying, whether an author of some set of documents also wrote another,

questioned document. Our method is a proximity-based one-class classification. It is

an intrinsic method, that is it only utilizes documents presented in a given problem,

without a need to gather additional, external material. Our method, especially in an

ensemble framework, performs well on the PAN 2013 Author Identification competi-

tion corpus, which presents problems in which there are at most 10 (and on average

4) documents known to be authored by a given person. The results are competitive

with respect to the best competition results on the entire set as well as separately

on two out of three language subsets. Performance of our method increases with the

size of the set of documents known to be authored by a given person. The evaluation

within the PAN 2014 Author Identification evaluation framework indicates, that our

method is not competitive for problems in which only one or only two writing samples

of a considered person are available; the method is best suited for problems with at

least three documents known to be authored by a considered person. The method

104
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shows robustness with respect to lack or limited amount of data similar to considered

verification problems, on which a solution could be tuned.

We also reported on our investigation of performance of classifiers for the prob-

lem of authorship attribution in the case when written samples for some candidates

are more topically similar to a document being attributed than samples of other

candidates. We analyzed two sets of features known to be powerful for authorship

attribution: most frequent words, and character 3-grams (the latter ones being known

to perform especially well for cross-topic author identification). We showed that such

a situation impacts classifiers, as they become biased towards selecting a candidate

with writing samples that are on the same topic as a document being classified (we

observed only one exception: on one of the three analyzed datasets, SVM with a small

set of most frequent words does not undergo such a bias).

Our experimental results indicate that on average the authorship attribution under

the topically biased training data is more difficult than in the intra-topic setting.

We demonstrated that under the topically biased training data, character n-grams

perform either better or not worse than most frequent words.

We proposed a modification of the feature set of character n-grams that reduces

the classifiers’ bias. It consists of removing from the set of features the character

n-grams originating from topical word stems characteristic for the topics.
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[75] Vlado Kešelj, Fuchun Peng, Nick Cercone, and Calvin Thomas. N-gram-based
author profiles for authorship attribution. In Proceedings of the Conference
Pacific Association for Computational Linguistics, PACLING’03, pages 255–
264, Dalhousie University, Halifax, Nova Scotia, Canada, August 2003.

[76] Mahmoud Khonji and Youssef Iraqi. A Slightly-modified GI-based Author-
verifier with Lots of Features (ASGALF)—Notebook for PAN at CLEF 2014.
In Linda Cappellato, Nicola Ferro, Martin Halvey, and Wessel Kraaij, editors,
CLEF 2014 Evaluation Labs and Workshop – Working Notes Papers, 15-18
September, Sheffield, UK. CEUR-WS.org, September 2014.



113

[77] Yoon Kim. Convolutional Neural Networks for Sentence Classification. In Pro-
ceedings of the 2014 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pages 1746–1751, Doha, Qatar, October 2014. Associa-
tion for Computational Linguistics.

[78] Bradley Kjell. Authorship determination using letter pair frequency features
with neural network classifiers. Literary and Linguistic Computing, 9(2):119–
124, 1994.

[79] Bradley Kjell, W. Addison Woods, and Ophir Frieder. Discrimination of au-
thorship using visualization. Information Processing and Management: an In-
ternational Journal, 30(1):141–150, January 1994.

[80] Moshe Koppel, Navot Akiva, Idan Dershowitz, and Nachum Dershowitz. Unsu-
pervised decomposition of a document into authorial components. In Proceed-
ings of the 49th Annual Meeting of the Association for Computational Linguis-
tics: Human Language Technologies, pages 1356–1364, Portland, Oregon, USA,
June 2011. Association for Computational Linguistics.

[81] Moshe Koppel and Jonathan Schler. Exploiting Stylistic Idiosyncrasies for Au-
thorship Attribution. IJCAI’03 Workshop on Computational Approaches to
Style Analysis and Synthesis, (2000):69–72, 2003.

[82] Moshe Koppel and Jonathan Schler. Authorship verification as a one-class
classification problem. In Proceedings of the 21st International Conference on
Machine Learning, ICML ’04, pages 489–495, Banf, Alberta, Canada, July 2004.
ACM.

[83] Moshe Koppel, Jonathan Schler, and Shlomo Argamon. Computational meth-
ods in authorship attribution. Journal of the American Society for Information
Science and Technology, 60(1):9–26, 2009.

[84] Moshe Koppel, Jonathan Schler, and Shlomo Argamon. Authorship attribution
in the wild. Language Resources and Evaluation, 45(1):83–94, March 2011.

[85] Moshe Koppel, Jonathan Schler, Shlomo Argamon, and Yaron Winter. The
“Fundamental Problem” of Authorship Attribution. English Studies, 93(3):284–
291, 2012.

[86] Moshe Koppel, Jonathan Schler, and Elisheva Bonchek-Dokow. Measuring dif-
ferentiability: Unmasking pseudonymous authors. Journal of Machine Learning
Research, 8:1261–1276, December 2007.

[87] Moshe Koppel and Yaron Winter. Determining if two documents are written
by the same author. Journal of the Association for Information Science and
Technology, 65(1):178–187, 2014.



114

[88] Robert Layton, Paul A. Watters, and Richard Dazeley. Authorship analysis of
aliases: Does topic influence accuracy? Natural Language Engineering, 21:497–
518, 2015.

[89] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard,
and L. D. Jackel. Backpropagation Applied to Handwritten Zip Code Recogni-
tion. Neural Computation, 1(4):541–551, December 1989.

[90] Kim Luyckx and Walter Daelemans. Authorship attribution and verification
with many authors and limited data. In Proceedings of the 22Nd International
Conference on Computational Linguistics - Volume 1, COLING ’08, pages 513–
520, Stroudsburg, PA, USA, 2008. Association for Computational Linguistics.

[91] Kim Luyckx and Walter Daelemans. The effect of author set size and data
size in authorship attribution. Literary and Linguistic Computing, 26(1):35–55,
2011.

[92] Stefan R. Maetschke, Karin S. Kassahn, Jasmyn A. Dunn, Siew-Ping Han,
Eva Z. Curley, Katryn J. Stacey, and Mark A. Ragan. A visual framework for
sequence analysis using n-grams and spectral rearrangement. Bioinformatics,
26:737–744, March 2010.

[93] C. Mascol. Curves of Pauline and Pseudo-Pauline style I. Unitarian Review,
30:452–460, 1888.

[94] C. Mascol. Curves of Pauline and Pseudo-Pauline style II. Unitarian Review,
30:539–546, 1888.

[95] Jane E. Mason, Michael Shepherd, Jack Duffy, Vlado Kešelj, and Carolyn Wat-
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Appendix A

Information about Dataset blogs

A.1 Dataset Properties

Dataset of blog posts in English labelled by an author and a topic.

There are two topics: Fashion (i.e., related to outfits and accessories) and Beatuy

((i.e., related to beautification of the skin, nails and hair).

There are five authors in the set.

The post are stored in a directory tree: topic-directory/author-directory/post-

entry-file

• topic-directory have value "Beauty" or "Fashion"

• author-directory have a value of "auth1", "auth2", "auth3", "auth4" or "auth5"

— a label of an author (each author from a separate blog).

• post-entry-file names have format nnnn.txt - where nnnn is zero-padded number

id

A post-entry file contains the textual content of one blog post.

Table A.1 presents statistics about the dataset, and Figure A.1 a histogram of

document length in words.

dataset # of # of # of min # of docs doc length in words
authors topics docs per auth/topic min max mean

blogs 5 2 3712 78 1 2906 290

Table A.1: Statistics of blogs dataset.

A.2 Preparation of the Dataset

The blogs files were downloaded between May 16, 2016 and Jul 1, 2016 using wget

Linux command.
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Figure A.1: Histogram of length of documents in the blogs dataset.

The blogs have been identified by checking all blogs included in an online list of

20 beauty blogs (the list has been found through a web search)

We included only blogs that have posts on Fashion as well.

We also excluded three blogs because for them either:

• it was impossible to automatically extract the content of a post only (without

the related posts), or

• there was no category (topic) information in the html files, or

• downloading through wget did not work because there were not links in the files

That resulted in five blogs extracted (labelled as auth1, auth2, auth3, auth4,

auth5).

Posts of two topics were used: Beauty and Fashion. First, for each post all of

its topic categories were identified either based on meta data labels or on category

links. A post may have more than one such category. For each blog, we identified

beauty-related and fashion-related categories. A category named beauty or hair is

considered beauty-related, a category named fashion is considered fashion-related, and

in a case when categories are more fine-grained, there are identified as beauty-related

or fashion-related based on menus. We considered posts that have a fashion-related

category as having the "Fashion" topic and posts that have a beauty-related category

as having the "Beauty" topic. We only kept posts of these topics, excluding posts

not belonging to these topics. We also excluded each post that belongs to both these

topics.
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Also author labels of posts were identified, based either on meta data info related

to an author or a link related to the author information. In the cases (two out of the

five blogs) in which these labels varied across the posts in a blog, only the posts with

the most frequent label (which was the label of the main author of a blogs) were kept.

The processing of files consisted of:

• extracting only the posts of a blog — one post per document

• extracting only textual content of posts (removing all html tags)

• removing empty posts

• identification of strings related to authors and blogs directly, namely: names

of authors and blogs and links of blogs, emails of authors, links containing

author/blog names, by manually constructed regular expression for each blog.

They were replaced by identical strings across all authors, namely ‘^^’ for names

of authors and blogs and ‘^^^^’ for author- and blog-related links (these strings

were chosen because the character ’^’ does not appears in original texts)



Appendix B

Information about SVM Implementation

In experiments described in Chapter 4, we use linear SVM implementation of Weka

[55] system, namely the weka.classifiers.functions.SMO object of version 3.6.9 [145].

We use the implementation with default parameters. Below we include an excerpt

of the Weka documentation of the object [145] that lists the values of the default

parameters:

-no-checks

Turns off all checks - use with caution!

Turning them off assumes that data is purely numeric, doesn’t

contain any missing values, and has a nominal class. Turning them

off also means that no header information will be stored if the

machine is linear. Finally, it also assumes that no instance has

a weight equal to 0.

(default: checks on)

-C <double>

The complexity constant C. (default 1)

-N

Whether to 0=normalize/1=standardize/2=neither. (default 0=normalize)

-L <double>

The tolerance parameter. (default 1.0e-3)

-P <double>

The epsilon for round-off error. (default 1.0e-12)

124



125

-M

Fit logistic models to SVM outputs.

-V <double>

The number of folds for the internal

cross-validation. (default -1, use training data)

-W <double>

The random number seed. (default 1)

-K <classname and parameters>

The Kernel to use.

(default: weka.classifiers.functions.supportVector.PolyKernel)

Options specific to kernel

weka.classifiers.functions.supportVector.PolyKernel:

-D

Enables debugging output (if available) to be printed.

(default: off)

-no-checks

Turns off all checks - use with caution!

(default: checks on)

-C <num>

The size of the cache (a prime number), 0 for full cache and
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-1 to turn it off.

(default: 250007)

-E <num>

The Exponent to use.

(default: 1.0)

-L

Use lower-order terms.

(default: no)



Appendix C

Copyright Form

This appendix contains the copyright form from IEEE Symposium on Visual Analytics

Science and Technology 2012 for our publication [62].
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IEEE COPYRIGHT AND CONSENT FORM
 
 
To ensure uniformity of treatment among all contributors, other forms may not be substituted for this form, nor may any wording of the form be
changed. This form is intended for original material submitted to the IEEE and must accompany any such material in order to be published by the
IEEE.Please read the form carefully and keep a copy for your files.
 
 

TITLE OF PAPER/ARTICLE/REPORT, INCLUDING ALL CONTENT IN ANY FORM, FORMAT, OR MEDIA (hereinafter, "The
Work"):Relative N-Gram Signatures: Document Visualization at the Level of Character N-Grams

COMPLETE LIST OF AUTHORS:Magdalena Jankowska, Vlado Keselj, Evangelos Milios

IEEE PUBLICATION TITLE (Journal, Magazine, Conference, Book):IEEE Symposium on Visual Analytics Science and
Technology 2012

COPYRIGHT TRANSFER

1. The undersigned hereby assigns to The Institute of Electrical and Electronics Engineers,Incorporated (the "IEEE") all rights under copyright that
may exist in and to: (a) the above Work,including any revised or expanded derivative works submitted to the IEEE by the undersigned based on the
Work; and (b) any associated written or multimedia components or other enhancements accompanying the Work.

CONSENT AND RELEASE
2. ln the event the undersigned makes a presentation based upon the Work at a conference hosted or sponsored in whole or in part by the IEEE, the
undersigned, in consideration for his/her participation in the conference, hereby grants the IEEE the unlimited, worldwide, irrevocable permission to
use, distribute, publish, license, exhibit, record, digitize, broadcast, reproduce and archive, in any format or medium, whether now known or hereafter
developed: (a) his/her presentation and comments at the conference; (b) any written materials or multimedia files used in connection with his/her
presentation; and (c) any recorded interviews of him/her (collectively, the "Presentation"). The permission granted includes the transcription and
reproduction ofthe Presentation for inclusion in products sold or distributed by IEEE and live or recorded broadcast ofthe Presentation during or after
the conference.

3. In connection with the permission granted in Section 2, the undersigned hereby grants IEEE the unlimited, worldwide, irrevocable right to use
his/her name, picture, likeness, voice and biographical information as part of the advertisement, distribution and sale ofproducts incorporating the
Work or Presentation, and releases IEEE from any claim based on right of privacy or publicity.

4. The undersigned hereby warrants that the Work and Presentation (collectively, the "Materials") are original and that he/she is the author of the
Materials. To the extent the Materials incorporate text passages, figures, data or other material from the works of others, the undersigned has obtained
any necessary permissions. Where necessary, the undersigned has obtained all third party permissions and consents to grant the license above and has
provided copies of such permissions and consents to IEEE.

   [ ] Please check this box ifyou do not wish to have video/audio recordings made ofyour conference presentation.   

   See below for Retained Rights/Terms and Conditions, and Author Responsibilities.

AUTHOR RESPONSIBILITIES

 
The IEEE distributes its technical publications throughout the world and wants to ensure that the material submitted to its publications is properly
available to the readership of those publications. Authors must ensure that their Work meets the requirements as stated in section 8.2.1 of the IEEE

Figure C.1: Page 1 of Copyright Form from IEEE Symposium on Visual Analytics
Science and Technology 2012.



129

PSPB Operations Manual, including provisions covering originality, authorship, author responsibilities and author misconduct. More information on
IEEEs publishing policies may be found at http://www.ieee.org/publications_standards/publications/rights/pub_tools_policies.html. Authors are
advised especially of IEEE PSPB Operations Manual section 8.2.1.B12: "It is the responsibility of the authors, not the IEEE, to determine whether
disclosure of their material requires the prior consent of other parties and, if so, to obtain it." Authors are also advised of IEEE PSPB Operations
Manual section 8.1.1B: "Statements and opinions given in work published by the IEEE are the expression of the authors."
 

RETAINED RIGHTS/TERMS AND CONDITIONS

General

1. Authors/employers retain all proprietary rights in any process, procedure, or article of manufacture described in the Work.

2. Authors/employers may reproduce or authorize others to reproduce the Work, material extracted verbatim from the Work, or derivative works for
the author's personal use or for company use, provided that the source and the IEEE copyright notice are indicated, the copies are not used in any way
that implies IEEE endorsement of a product or service of any employer, and the copies themselves are not offered for sale.

3. In the case of a Work performed under a U.S. Government contract or grant, the IEEE recognizes that the U.S. Government has royalty-free
permission to reproduce all or portions of the Work, and to authorize others to do so, for official U.S. Government purposes only, if the contract/grant
so requires.

4. Although authors are permitted to re-use all or portions of the Work in other works, this does not include granting third-party requests for
reprinting, republishing, or other types of re-use.The IEEE Intellectual Property Rights office must handle all such third-party requests.

5. Authors whose work was performed under a grant from a government funding agency are free to fulfill any deposit mandates from that funding
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Author Online Use

6. Personal Servers. Authors and/or their employers shall have the right to post the accepted version of IEEE-copyrighted articles on their own
personal servers or the servers of their institutions or employers without permission from IEEE, provided that the posted version includes a
prominently displayed IEEE copyright notice and, when published, a full citation to the original IEEE publication, including a link to the article
abstract in IEEE Xplore.Authors shall not post the final, published versions of their papers.

7. Classroom or Internal Training Use. An author is expressly permitted to post any portion of the accepted version of his/her own IEEE-copyrighted
articles on the authors personal web site or the servers of the authors institution or company in connection with the authors teaching, training, or work
responsibilities, provided that the appropriate copyright, credit, and reuse notices appear prominently with the posted material. Examples of permitted
uses are lecture materials, course packs, e-reserves, conference presentations, or in-house training courses.

8. Electronic Preprints. Before submitting an article to an IEEE publication, authors frequently post their manuscripts to their own web site, their
employers site, or to another server that invites constructive comment from colleagues.Upon submission of an article to IEEE, an author is required to
transfer copyright in the article to IEEE, and the author must update any previously posted version of the article with a prominently displayed IEEE
copyright notice. Upon publication of an article by the IEEE, the author must replace any previously posted electronic versions of the article with
either (1) the full citation to the IEEE work with a Digital Object Identifier (DOI) or link to the article abstract in IEEE Xplore, or (2) the accepted
version only (not the IEEE-published version), including the IEEE copyright notice and full citation, with a link to the final, published article in IEEE
Xplore.

INFORMATION FOR AUTHORS
IEEE Copyright Ownership

Figure C.2: Page 2 of Copyright Form from IEEE Symposium on Visual Analytics
Science and Technology 2012.
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It is the formal policy of the IEEE to own the copyrights to all copyrightable material in its technical publications and to the individual contributions
contained therein, in order to protect the interests of the IEEE, its authors and their employers, and, at the same time, to facilitate the appropriate re-
use of this material by others.The IEEE distributes its technical publications throughout the world and does so by various means such as hard copy,
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Author/Employer Rights
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employer has consented to the transfer of copyright, to the representation and warranty of publication rights, and to all other terms and conditions of
this Form. If such authorization and consent has not been given to you, an authorized representative of your employer should sign this Form as the
Author.
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1. The undersigned represents that he/she has the power and authority to make and execute this form.
2. The undersigned agrees to identify and hold harmless the IEEE from any damage or expense that may arise in the event of a breach of any of the
warranties set forth above.
3. In the event the above work is not accepted and published by the IEEE or is withdrawn by the author(s) before acceptance by the IEEE, the
foregoing grant of rights shall become null and void and all materials embodying the Work submitted to the IEEE will be destroyed.
4. For jointly authored Works, all joint authors should sign, or one of the authors should sign as authorized agent for the others.

Magdalena Jankowska 01-08-2012
Author/Authorized Agent For Joint Authors Date(dd-mm-yy)

THIS FORM MUST ACCOMPANY THE SUBMISSION OF THE AUTHOR'S MANUSCRIPT.
Questions about the submission of the form or manuscript must be sent to the publication's editor.Please direct all questions about IEEE copyright
policy to:
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