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Abstract

We define expertise modeling as profiling an expert, a knowledgeable person in one
or more domains, based on evidence from research articles into one or more research
topics. The traditional text classification approach involves classifying a document
into a class where classification hierarchy is limited to one level. However, the real-
world problems are more complex and could be related to hierarchical structure and
therefore, there has been numerous research in a hierarchical classification. Millions
of enthusiastic researchers contribute in the form of research articles in conferences or
journal publications and apply for research grants, and the task of assigning reviewers

to research articles and correct research topic for the grant application is non-trivial.

For our research, we have trained a hierarchical classifier on titles and abstracts of
research articles and it predicts one or more research topics for a given article of an
expert. We have used traditional Bag-of-Words (BOW) representations of the text
which is enriched using a semantic knowledge from Wikipedia’s concepts (BOC) and
categories (BOK). For each of these document representations, a hierarchical classi-
fier is trained and their outputs are combined using consensus methods to predict a
research topic. In reality, research articles can belong to multiple research topics and

therefore two approaches to multi-label a research article are proposed.

We evaluate and compare the performance of the hierarchical model with a base-
line, a flat classifier, and using different training set and different evaluation measures
such as precision, recall, and f-measure. The combined outputs from hierarchical clas-
sifiers, BOW, BOC, and BOK, are compared with a flat classifier and a hierarchical
classifier based on BOW. The results from various approaches, comparison of the

performance of different hierarchical classifiers and current issues are also discussed.

x1
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Chapter 1

Introduction

Expertise modeling is about profiling an expert, a knowledgeable person in one or
more domains, based on evidence from research articles into one or more research
topics. Traditionally, finding an expert was manually achieved by interviews, by
assessing the depth of the knowledge in the research areas and based on expert’s self-
assessment. However, this process is often erroneous and time-consuming. Academic
institutes have profound research environment where researchers continuously publish
new knowledge in journals, conferences, and personal blogs. Each of these resources is
linked with authors, affiliations, citations, and publications. It altogether contributes
to the academic network. In recent years, there has been increase in mining opportu-
nities for analyzing plethora of academic corpus for various purposes such as to find an
expert in particular domain, find correct class of the research article, create network
within and outside organization based on expertise of researcher/group that enables
senior administrator understand depth and breadth of research and future collabo-
ration, visualize academic research growth, and in future government$ Research &

Development funding options.

All these aforementioned applications will become a nontrivial task as research
community grows. Hence, a reliable system to identify correct expertise of researchers

that change over a time and categorization to a common nomenclature is required.

The main objective of the research is to predict a research topic of a research
paper as shown in Figure 1.1. The research topics are research groups of NSERC!
evaluation groups. A hierarchical structure consists of evaluation groups (Table 1.1)
at the first level and research topics (Table 1.2) as the second level or the leaf-level

as shown in Figure 1.2. The computational model is a hierarchical classifier which

Thttp://www.nserc-crsng.gc.ca/Professors-Professeurs /Grants-Subs /DGPList-PSDListe_eng.asp



Research Paper Computational Model

Research
Topic

A

| Training Data \

Figure 1.1: A trained computational model predict a research topic for a given re-
search paper.

is trained on research articles extracted from well-known journals. The objective of
the model is to identify for a given document d and the set of research topics and
evaluation groups as classes C, a classes JJ C C' at each level and moves further down
the hierarchy to predict one or more research topics. Our objective is to predict a

research topic for a given research article.

Hierarchical classifier
Title +
abstract
° ° Evaluation Groups
e e e Research Topics

Figure 1.2: A computation model, a hierarchical classifier, classifies a research paper
as a title and an abstract into research topic. R denotes the root node, evaluation
groups the first level, and research topics the second.

We define expertise modeling as profiling an expert, a knowledgeable person in one
or more domains, based on evidence from research articles into one or more research
topics. In this thesis, we are focused on classifying a document into one or more
research topics. The output from our proposed methodology can be used in various
ways to profile experts. The term(s) document, research article(s), a title and an

abstract and research paper(s) are used interchangeably in the thesis.



Id

Evaluation Groups

1501
1502
1503
1504
1505
1506
1507
1508
1509
1510
1511
1512

Genes, Cells and Molecules
Biological Systems and Functions
Evolution and Ecology
Chemistry
Physics
Geosciences
Computer Science
Mathematics and Statistics
Civil, Industrial and Systems Engineering
Electrical and Computer Engineering
Materials and Chemical Engineering

Mechanical Engineering

Table 1.1: Evaluation groups defined by NSERC

The high level process to create a training data to train a computation model is

explained in Figure 1.3. A journal’s aims and scope section uses keywords to define

the scope which are compared with each research topic in an evaluation group. The

research topic with exclusive match in an evaluation group is retrieved. Using jour-

nal’s ISSN number the articles of the journals are retrieved and each of these articles

are labeled with research topic label (refer Table 1.2).

Genes, Cells and Molecules

Label | Research Topic Keywords

LSAO01 | Immunology

Host-cell interactions; immune response; antigens; an-
tibodies; host-pathogen interactions; immunogenet-
ics; innate immunity; cytokines and antimicrobials;
antigen presentation; inflammation; lymphocyte; neu-
trophil; monocyte; macrophage; sinus; thymus ep-
ithelium; lymph node; spleen; chemokine; interleukin;
dendritic cell; B cell; T cell; plasma cell; mucosal im-
munity; immunoglobin; ecological immunology; Toll-
like receptors; evolution of immune responses

Table 1.2: An example of a research topic and keywords from evaluation group LSA
(1501) defined by NSERC.



— I Journal I
LSBO1

LSBO2

Exclusive match with
research topic in a

1501
1502
NSERC Evaluation
Groups ’ evaluation group
' LSBO09 :
L Get research topic
1512 Research Topics label & journal’s ISSN
Get articles of
the journal

[ Label each article ]

| keywords Aims & Scope

Via Novanet, Inc o
Exlibris API

Training
Data

Figure 1.3: High level overview of creating a training set for hierarchical classifier.

A hierarchical classifier is trained on raw input of titles and abstracts from journals
whose aim and scope matches keywords defined by Natural Sciences and Engineering
Research Council (NSERC) for each research topic. Three different representations
for each text based on lexical and semantic statistics are created. For each of these
representations, a hierarchical classifier is trained. For a given scientific paper, we
feed its title and abstract into hierarchical classifiers to predict research topics which

are inputs to consensus methods to predict a single research topic as shown in Figure
1.4.

Research Document Hierarchical Consensus ‘, "~ Research \
Articles (title | | | Representation Classification Methods ‘. Topic
+abstract) - ) —

Figure 1.4: High-level overview of the methodology.

The methodology is then tested using research articles of each expert and a profile

is created. The profile is the list of research topics predicted by hierarchical classifiers
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and consensus methods. The research topics in each profile could be ranked based of
number of occurrences in the predicted output to create a ranked profile. A general
test approach for our methodology is illustrated in Figure 1.5. However, our objective
is to predict a research topic or research topics of a given document and this research
work can be extended to various application such as auto-assignment of research pro-

posal to correct research topics for NSERC grant.

@
DJ @ i
Hierarchical Research topics Researcher’s
£ rankedbasedon )
- Classifier - Profile
) occurrences

Figure 1.5: A general approach to test the methodology.

Research I

Articles (title [[]
+ abstract

Researcher

i

It is a fact that a research article can belong to multiple research topics. A re-
search article can belong to research topic within the evaluation group or across the
evaluation group and such articles can be multi-labeled. We have proposed a couple

of methods to solve this problem which are discussed later in the Section 4.6.

We conducted various experiments with different classifiers such as Ridge classi-
fier?, Perceptron®, Naive Bayes (Bernouilli and Multinomial)?, and a ‘linear’ kernel
based Support Vector Machine (Linear SVM?®) using scipy® library on evaluation
group 1501 (Genes, Cells, and Molecules), here onward referred as LSA. Of these,
Linear SVM is scalable on sparse data and has better performance with different
range of features compared to other classifiers, and therefore it is an ideal classifier

for creating baseline and hierarchical models.

The performance of all the models used in the research was evaluated using differ-

ent amount of training set and different evaluation measures such as precision, recall,

Zhttp://scikit-learn.org/stable/modules/generated /sklearn.linear_model. RidgeClassifier.html
3http://scikit-learn.org/stable/modules/generated /sklearn.linear_model. Perceptron.html
4http:/ /scikit-learn.org/stable/modules /naive_bayes.html

Shttp:/ /scikit-learn.org/stable/modules/svm.html

Shttps://www.scipy.org/
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and Fl-score. We created a baseline model consisting of research topics of NSERC
evaluation groups as classes for flat classification. The performance of the flat classi-
fier is compared with different hierarchical models. The output from the hierarchical
classifiers based on different text representations is an input to the consensus methods
which outputs a single class is compared with baseline classifier. The limitations and

current issues with current approaches and methods used in the research are discussed.

The contributions of the research are as follows:

e (lassifying a research article into a research topic using hierarchical classifiers

based on pre-defined taxonomy.

e The use of features such as concepts and categories over BOW from Wikipedia

to enrich document representation.

e A research article can belong to multiple research topics within or across evalu-
ation groups and therefore, two methods are proposed to multi-label a research

article.

This thesis discusses related work on finding an expert (Section 2.1), disambigua-
tion of term(s) using Wikipedia (Section 2.2), and hierarchical classifiers (Section
2.3) in Chapter 2. In Chapter 3, different stages of the proposed methodology are
schematically represented. The stages of the methodology such as document rep-
resentations (Section 3.1), hierarchical classifiers (Section 3.2), predicting the class
(Section 3.3), and consensus methods (Section 3.4) are discussed. The data set size,
results from predicting the class approach, performance of different hierarchical mod-
els, baseline model, and consensus methods are shown and discussed in Chapter 4.
In this Chapter, we have investigated the result of poor performance on use of con-
cepts and categories by visualizing the data on the 2-Dimensional (2D) plot using
t-Distributed Stochastic Neighbor Embedding (t-SNE) (Maaten and Hinton, 2008).
The Section 4.6 on multi-labeling a document includes various insights for the scope
to multi-label a research article and two methods are proposed to multi-label a re-
search article. In the last Chapter 5 of the thesis, highlights the limitations of current

work, and directions for the future work.



Chapter 2

Related Work

There has been much work on finding an expert and research on this topic is now
fairly known. In this chapter of the thesis, we will highlight previous work on finding
an expert. Since our work involves classifying documents/research articles into one of
the research topics of the evaluation groups defined by NSERC, we will cover previous
work on hierarchical classification. In most of the natural language processing appli-
cations disambiguation of the text is a known problem and much research is done for
disambiguation of mentions which consists of one or more terms from the text. One
of the famous disambiguation approaches involves the use of Wikipedia concepts, also
know as Disambiguation to Wikipedia (Mihalcea and Csomai, 2007) is discussed in

this chapter.

2.1 Finding an expert

Finding an expert, the person who has the knowledge in one or more domains, is the
task of profiling of an expert and responding to the user’s query. Finding an expert
involves creating a profile of each user first and then searching the expert based on
user’s query. Another approach is to find an expert based on user’s query and match-
ing expert’s documents such as blogs, articles and question-answering repositories.

These problems are more related to information retrieval tasks.

Many researchers have used external sources to train the model and then pre-
dict the researchers’ expertise. (Chen et al., 2013) has used CitSeer! library to build
expert recommendation system for computer science. They used n-grams of a title
of each article to create candidate key-phrases and expanded using Wikipedia hy-

perlinks. (Charlin et al., 2012) proposed a framework to assign paper-to-reviewers

Thttp://citeseerx.ist.psu.edu/index
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using suitability score defined as a relevance measure for a pair of reviewer and pa-
per. Using learning methods such as Language Model (LM), Linear Regression (LR)
and Bayesian Probabilistic Matrix Factorization (BPMF) affinity score between pa-
per and reviewer is estimated from partially scored samples. The assignment problem
is then solved using Integer Programming (IP) approach. Their approach has shown
improvement in the result on two datasets of conference papers. A similar application
of finding expertise is done using DBLP? bibliography data and Google Scholar?® by
(Deng et al., 2008). There are various sources such as PubMed Central*, AMiner?,
Citeulike®, and Microsoft Academic API”, which can be used for finding an expert.
Of these datasets for expert finding, DLBP is used by (Moreira et al., 2013) to rank
expertise and Aminer by (Tang et al., 2008) to retrieve profiles of researchers. Both
of these applications are examples of information retrieval where for a given query, a

list of researchers are returned.

Finding an expert is not limited to querying scholarly databases, but also to ques-
tion answering repositories. In this expert retrieval task, a user asks a question and
their answers are extracted using topic modeling approaches used in (Riahi et al.,
2012) and (Yang et al., 2013). Answers are aggregated for each user and by applying
topic modeling to create expert’s profile. This is then used to list experts for a given

question asked by a user.

Our work is about creating a profile of each expert based on evidences. This pro-
file is the list of research topics. A profile of each expert is based on the output from

the classifiers for all of their documents and therefore, it is a classification problem.

Our work involves the use of controlled vocabularies that defines each research
topic. A very closely related work using controlled vocabulary from IEEE® on visu-

alization is done by (Isenberg et al., 2014). They have used user-defined keywords,

2http://dblp.uni-trier.de/

3https://scholar.google.ca/
4https://www.ncbi.nlm.nih.gov/home/develop/api.shtml
Shttps://aminer.org

Shttp://www.citeulike.org
Thttp://academic.research.microsoft.com
Shttp://www.ieee.org
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[EEE assigned keywords by group of professors, IEEE automated system (INSPEC)
and user selected keywords from IEEE paper submission form (PCS) to create a visu-
alization of keywords over a period to 10 years. They have used clustering approach
on articles submitted to five different conferences to group them into IEEE defined
keywords. The contribution is not limited to grouping the articles, but also enable
visualizing and maneuvering of all keywords in IEEE keywords set that allows re-
searchers to select more effective keywords. One of the objective of the research is

to bring all the articles published in “Visualization” domain to a common vocabulary.

A research, (Beel et al., 2016), on the need to create a common framework for
accepting research papers, a common terminology and system that enables exchange
of information between researchers is evaluated by questioning the quality of research
done in the past. It statistically highlights the short-comings in the research papers
on research-paper recommender systems published in the past. The short-comings
discussed by (Beel et al., 2016) ranges from selecting a data set, inappropriate method-
ologies and baseline models, evaluation parameters and variation in user study which
affects the reproducibility, use of promising approaches and overall quality of the
work. The future work of our research involves creating a recommender system for
researchers to help them create profile. The literature survey on research paper rec-

ommender system will help to overcome weaknesses posed by the authors.

2.2 Disambiguation to Wikipedia

Traditionally, text classification is based on BOW and each document is represented
using Term Frequencies (TF) and Inverse Document Frequency (IDF) as product of
TF and IDF. Each term of the document in a vector space of TF.IDF is indepen-
dent of another term in the same document. This technique has many problems: (i) a
meaningful phrase or multi-word mention breaks into individual word and its meaning
is lost, (ii) it ignores the position of the word and therefore ignores the semantic re-
latedness, (iii) it treats synonymous words as separate entities and polysemous words
as one single component (Wang and Domeniconi, 2008). These limitations do affect

the performance of the classifier and little can be done to improve by pre-processing.
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n-gram words have been used to address some of the limitation but it is computa-
tionally expensive. Therefore, it is essential to incorporate semantic information and
conceptual relatedness measures to be able to enhance the prediction capabilities of

classification algorithms.

In order to address these limitations, there has been much research to use seman-
tic relatedness between terms and it is classified into three categories, knowledge-
based systems, statistical approaches, and hybrid approaches (Altinel et al., 2015).
Knowledge-based systems extract semantic knowledge from external sources such as
WordNet, Wikipedia and MeSH.(Tsatsaronis et al., 2010), (Nasir et al., 2011), (Jing
et al., 2010), (Mavroeidis, 2005), (Budanitsky and Hirst, 2006), (Lipczak et al., 2014).
(Tsatsaronis et al., 2010) and (Nasir et al., 2011) used WordNet-based semantic relat-
edness measure of a pair of words called “Omioits” to create weighted TF.IDF vectors
and incorporated into the semantic kernel. (Budanitsky and Hirst, 2006) made an ex-
tensive effort to measure and compare semantic relatedness and semantic distance of
different approaches proposed for use in applications in natural language processing
and information retrieval. However, the use of WordNet has shown good perfor-
mance on some data sets, but it is restricted because it is manually built. Therefore,

researchers started looking for another external source, such as Wikipedia.

Wikipedia is the largest and most visited encyclopedia in existence. The articles
are densely linked to each other and with millions of incoming and outgoing links
to Wikipedia articles. In our research, we are using Wikipedia links to an article
for disambiguation to extract semantic knowledge of the terms/mentions. These are
called concepts. Wikification is the task of identifying concepts and entities in the
text by exploiting statistics behind in-links and out-links to Wikipedia articles (Milne
and Witten, 2008).

Concept-based knowledge from an external source such as Wikipedia has been
used extensively in the past to improve performance over BOW in Information Re-

trieval, clustering, and categorization tasks.
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(Banerjee et al., 2007) used concept based representation to cluster popular news
and blog feeds instead of overloading users with information. This concept-based
representation has shown to improve performance over BOW representation. Similar
use of Wikipedia concepts for clustering problem has been done by (Hu et al., 2008),
(Hu et al., 2009), (Huang et al., 2009), and (Huang et al., 2009). Recent work using
WordNet is done by (Altlnel et al., 2013), (Altinel et al., 2014), and (Poyraz et al.,

2014) where they have created higher-order semantic kernel for text classification.

Wikipedia-based concepts were used by (Gabrilovich and Markovitch, 2006) to
show that these vector representations can improve text classification results over
BOW and in later research, (Gabrilovich and Markovitch, 2007) proposed a new
approach, Explicit Semantic Analysis, by extending Latent Semantic Analysis using
Wikipedia-based concepts to measure semantic relatedness between fragments or long
text of the natural language. (Wang and Domeniconi, 2008) used Wikipedia-concepts
to built the semantic kernel for text classification. Their results show improved per-
formance over BOW representation using Wikipedia enriched representation and were
further improved using Wikipedia-based semantic kernels. Wikipedia concepts can
be used as an auxiliary classifier based on concepts with BOW concepts. (Yun et al.,
2012) created two-layer text classification framework based on syntactic and semantic
representation of Vector Space Model (VSM) and outputs from these classifiers are
combined to finally predict the class of each test samples. Term VSM and concept
VSM of training samples for each class are averaged to compute the centroid for each
class and then cosine similarity between centroid and test samples is measured which
results in k-dimension vector representation for each document, called the compressed
representation. Predicted class at the first level for each document and corresponding
compressed vector are aggregated as test samples and top level classifier predicts the

final class.

2.3 Hierarchical Classification

Unlike flat classification approach, hierarchical classification considers parent-child

class relationships which discriminate classes at each level and progressively moving
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down the hierarchy. These types of classification discriminate among a large number
of classes from different parents. A hierarchical classifier uses a pre-defined taxonomy
as discussed in (Silla and Freitas, 2010) and originally defined in (Wu et al., 2005) as
a binary relation over the set of finite classes C' and relation being identified using
“is-a” relationship. (Wu et al., 2005) defined “is-a” relationship as both transitive
and anti-reflexive, and (Silla and Freitas, 2010) added an asymmetric relationship to

it.

The mathematical representation of the properties mentioned are as follow:

Tree with one element, i.e root is the greatest element.

For all ¢;, ¢k, ¢; € C, ¢; = ¢, and ¢, = ¢;, then ¢; = ¢; (transitive).

For all ¢; € C, ¢; # ¢; (anti-reflexive).

For all ¢;,¢; € C, if ¢; = ¢; then ¢; # ¢; (asymmetric).

A pre-defined taxonomy/class structure is a valid structure if all these properties
are satisfied. The classification where the intermediary classes are created on the fly
is not a valid taxonomy (Silla and Freitas, 2010). We have used pre-defined taxonomy
of evaluation groups and research topics from NSERC that can be further divided to
create a denser tree structure. Current structure defined by NSERC is two level and

it satisfies all relationship properties.

In the real world, not all classification problems can be addressed using flat classi-
fication. Many problems have a structure in the form of hierarchy /tree and sub-trees
which may have different height as shown in Figure 2.1. To add further complexity,
node in the hierarchy can be related to another node within the sub-tree or across to
create Directed Acyclic Graph (DAG). Classification in the hierarchy is not necessary
to predict leaf node and hierarchical classification can be up-to mandatory leaf-node
prediction or non-mandatory leaf-node prediction. However, in our problem, we did

not have such complexity and have a tree with the maximum height of length 2.
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Figure 2.1: Example of simple tree (left) and DAG tree (right) based hierarchical
class structure.

In our hierarchical structure, we are interested in predicting leaf node class which
represents research topics of the evaluation groups defined by NSERC. Besides the
structure of hierarchical model, based on type of local information used, it is catego-
rized into the local and global classifier. Local classifier approach has three standard
ways of using local information and they are Local Classifier per Node (LCN), Local
Classifier per Parent Node (LCPN), and Local Classifier per Level (LCL) (Silla and
Freitas, 2010).

A local classifier per node, LCN, uses local information where each node is trained
as a binary classifier of positive and negative samples. This type of approach can use
any training methods defined in (Silla and Freitas, 2010). Early work on hierarchical
classification using LCN is done by (D’Alessio et al., 2000) to improve speed and
F-measure. Web, a heterogeneous collection of web content, has hierarchical struc-
ture and (Dumais and Chen, 2000) used LCN for classifying text. They have used
multiplicative decisive rule and Boolean decision rule based on some threshold at
the top-level to combine the result and have improved result over flat classification.
In all these classification approaches, classifiers can predict mandatory leaf node or
non-mandatory leaf node or both as in (Sun and Lim, 2001). In threshold based
top-down approach, the classifier may incorrectly classify a document into incorrect
class at the top level or fail to meet threshold at the top level. In either of the case,

it suffers from blocking problem. (Sun et al., 2003), and (Sun et al., 2004) proposed
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performance measures and blocking measures to assess the contributions of misclas-
sified documents and methods to mitigate blocking problem, respectively. There are
among others who have worked on hierarchical classification, LCN, are (Liu et al.,
2005), (Wu et al., 2005), (Cesa-Bianchi et al., 2006), (Cesa-Bianchi et al., 2006), and
(Esuli et al., 2008). This type of hierarchical classification is one of the most widely
researched. Also, there has been many works on Directed Acyclic Graph (DAG) by

various researchers such as (Jin et al., 2008), and (Guan et al., 2008).

Local classifier per parent node LCPN, a type of using local information, is build
by training parents at the same level or same level and descendants, except leaf nodes.
This type of local approach is tested from a top-down, but it is not mandatory to
follow this approach. Most suitable ways of training this type local classifier is “sib-
lings” and “exclusive siblings” policy (Silla and Freitas, 2010). An extension of this
type of approach, called “selective classifier”, is proposed by (Secker et al., 2007).
In their approach, they call it a “select top-down approach”, but renamed as “select
classifier” by (Silla and Freitas, 2010) because it selects classifier at each parent class
nodes with highest classification accuracy. (Holden and Freitas, 2008) proposed an op-
timized algorithm using swarm intelligence to select classifier by doing a global search
that considers entire tree structure at once. Improvements over selective classifier ap-
proach is also done by (Silla and Freitas, 2009) and (Secker et al., 2010). Most recent
work on LCPN by (Ramirez-Corona et al., 2016) predicts non-mandatory leaf-node
by considering all possible paths from top-down and pruning path based on minimum
probability threshold. Similar work is done by (Herndndez et al., 2014) where they
have used Information Gain to prune the path to predict non-mandatory leaf node.
Our local hierarchical classification approach uses this type of local information and
exclusive sibling policy to train the model and classifies a document from top-down

into mandatory leaf node class.

Local classifier per level, LCL, uses local information by training one multiclass
classifier for each level independent of the parent nodes. This is the least used type
of local information. (Cerri et al., 2014) worked on multi-label hierarchical struc-

ture using Hierarchical Multi-label Classification with Local Multi-Layer Perceptron
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(HMC-LMLP), previously proposed in their work (Cerri and de Carvalho, 2011) and
(Cerri et al., 2011), and improved result from previous work by altering parameter
values. HMC-LMLP is a local HMC method where it makes predictions at each
level and output from the previous level is an input for the Multi-Layer Perceptron
network associated with the next level. In their previous work, they suggested two
alternative, the Back-propagation algorithm and the Resilient back-propagation algo-
rithm. In their very recent work (Cerri et al., 2016), they proposed new hierarchical
multi-label classification method using multiple neural networks for classifying pro-
tein function. Similar work for multi-label categorization is done by (Madjarov et al.,

2016) using Support Vector Machine and Random Forest.

Global approach overcomes drawbacks of a local classifier that it suffers from
blocking problem (Silla and Freitas, 2010) where due to threshold used at higher level
in local classifier, the classification may stop at intermediate level without reaching
the leaf node. Global classifiers trains all the nodes in the tree simultaneously to have
one classification model and this is relatively complex. Each test sample is simulta-
neously applied to each node in the hierarchy and thereby eliminating the blocking
problem. There is limited research on hierarchical classification that uses global in-
formation. One of the work by (Levati¢ et al., 2014) is on multi-label hierarchical
structure using trees. (Borges et al., 2013) proposed a new algorithm, Competitive
Neural Network (HC-CNN), and compared its performance on Global-Model Naive
Bayes on eight protein function dataset. Similar work on protein function prediction
is done by (Alves et al., 2008), where they have proposed a new algorithm, Multi-label
Hierarchical Classification with an Artificial Immune System, that allows multi-label
identification and hierarchical classification. It has two versions of algorithms, one
builds a global classifier that predicts all classes while other builds local classifier to

predict each class.

Many work has been done in the past to deal with hierarchical structure. In re-
cent years, hierarchies have become very popular for organizing text documents such
as web content, and Wikipedia. These hierarchical structures have as large as hun-

dred thousand categories and millions of documents. The challenge posed by such
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complex hierarchical structure is not just the sparsity, but the problem arise dealing
with imbalance in data across classes at different levels, complexity to train, and
complex relationships between categories. To deal with this problem there has been
various competitions such as BioASQ? challenge on large-scale biomedical semantic
indexing and question answering, and Large Scale Hierarchical Text Classification
(LSHTC'?) challenge series which aims to assess and solve hierarchical problem by
involving larger research community. In recent challenge competition LSHTC-4, the
winning team, (Puurula et al., 2014), used ensemble of sparse generative models ex-
tending Multinominal Naive Bayes. It performs classification by predicting instances
per label. A trained regression models on different classifiers are used to approxi-
mate optimal weights per label in the data set. The Linear Regression uses variants
of Feature-Weighted Linear Stacking by distributing the weight of 1 uniformly to

different baseline classifiers with maximum score.

9http://bioasq.org/
Ohttps:/ /www.kaggle.com/c/lshtc



Chapter 3

Methodology

In this chapter, we discuss the methodology. Figure 3.1 is used to classify a research
article into one of the research topics defined by NSERC. Research journals are used
as the source of titles and abstracts of the articles for each research topic. NSERC
defines twelve evaluation groups and each evaluation group has research topics with
keywords. Using this pre-defined taxonomy, a hierarchical classifier is created. We
have used two different classifiers based on Wikipedia concepts and categories to
improve the performance of hierarchical classifier on BOW. The output from these
three classifiers is combined using different approaches to finally predict up-to three

research topics for each document.

Input (title +
abstract)

Document
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Figure 3.1: A methodology used to train and classify research article into a research
topic. Each article is a combined text of the title and an abstract as an input to the
methodology which is converted to different document representation and vetorized.
These document vectors are an input to hierarchical classifiers and their outputs are
generalized to output a single class using consensus method. The training process of
the methodology is similar expect the output stage. lg —tf stands for log normalized
term frequency, bt f means binary term frequency, C;_,, is any of the n classes.

In the following sections, a description of each step in the methodology is explained

17
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starting with document representation, hierarchical classifier, approaches to combine

different outputs from the hierarchical classifiers, and multi-labeling a document.

3.1 Document Representation

Textual corpus is generally represented as BOW for text analysis, which is then con-
verted into term frequency (TF) and inverse document frequency (IDF) (Manning
et al., 2008). Each document is converted into a vector of terms calculated using a
product of TF and IDF. To improve our representation of the documents, a seman-
tic knowledge, called concepts, from Wikipedia is extracted using Wikipedia Miner
Toolkit (Milne and Witten, 2013). Additionally, Wikipedia categories using Sun-

flower, an extended version of Tulip, are also retrieved (Lipczak et al., 2014).

3.1.1 Bag of Words

The traditional approach involves the use of Bag-of-Words BOW for text analysis
which is a statistical measure of terms. Each document’s title and abstract is pre-
processed to remove English stop words!, duplicate records/articles, articles with no
abstract, and the text is stemmed using Potter Stemming. Then, for each document
d a weight for the term ¢ is assigned by calculating the number of occurrences of
t in d. This weighting scheme is called term frequency (7F;4). Since there is no
restriction on length of abstract, there can exist high frequency of term which may
dominate during classification. To diminish such effect, modified weighting scheme
called log normalization (1 4+ T'F;4) is used. Then, an inverse document frequency
(IDF,,) is calculated for each term to understand how common or rare is the word
in the corpus of all the documents D as shown in Equation 3.1. In Figure 3.1 the
TF.IDF,, s in vectorization stage represents the product of log normalized TF and
IDF. It is calculated as logarithmic inverse of frequency of term ¢ in a document d

over the corpus D as shown in Equation 3.1.

Dl
1+ |{de D:ted}

IDF, p = log (3.1)

Lwww.nltk.org
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Finally, a product of TF and IDF is calculated for each ¢t € D as shown in Equation
3.2

TFIDF,4p=TF.q%IDF,p (3.2)

An important advantage of doing product is that the term with high frequency
and low document frequency will have a high score and eliminates common terms by

assigning a lower value (Manning et al., 2008).

This type of document representation has limitations. First it assumes terms inde-
pendent from each other and breaks the meaning of the terms that appears together.
It ignores underlying semantic and syntactic connection. It means the order of the
terms in the text is ignored by this representation. It treats polysemous word(s) as

single entity and synonyms as different entity (Wang and Domeniconi, 2008).

3.1.2 Bag of Concepts

To supersede the drawbacks of BOW, we have used Wikipedia knowledge base for
disambiguation of term(s). Wikipedia is the largest publicly created network of in-
links and outlinks of articles which removes disambiguation in the text by referring a

term(s) to the right article. We call these terms as concepts.

Using Wikipedia Miner Toolkit (Milne and Witten, 2013), concepts for a given
document is extracted and new vector representation for each document using TF.IDF
is created. In this representation, for each document, a Boolean term frequency is
calculated. In the process of concept identification, for each occurrence of the concept
in the text, a single instance is retrieved. Each of these concepts identified has unique
identification number and name of the concept which links to the Wikipedia article.
A score is assigned to each concept based on similarity to the text and this score is the
probability. Wikipedia is good source for disambiguation, but it also have irrelevant
concepts. The list of concepts for each wikified text needs to be pruned by selecting

appropriate probability threshold.
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Machine learning is the subfield of computer science that "gives computers the ability to learn without being explicitly
programmed” (Arthur Samuel, 1959). Evolved from the study of pattern recognition and computational learning theory in artificial
intelligence, machine learning explores the study and construction of algorithms that can learn from and make predictions on data
- such algorithms overcome following strictly static program instructions by making data-driven predictions or decisions, through
building a model from sample inputs. Machine lezrning is employed in a range of computing tasks where designing and
programming explicit algorithms is unfeasible; example applications include spam filtering, optical character recognition (OCR),
search engines and computer vision,

Figure 3.2: Sample input of text for wikification to Wikipedia Miner Toolkit.

Machine learning is the subfield of computer science that "gives computers the ability to learn without being
explicitly programmed" (Arthur Samuel, 1959). Evolved from the study of pattern recognition and
computational learning theory in artificial intelligence, machine learning explores the study and construction
of algorithms that can |earn from and make predictions on data - such algorithms overcome following strictly
static program instructions by making data-driven predictions or decisions, through building a model from
sample inputs. Machine learning is employed in a range of computing tasks where designing and

programming explicit zlgorithms is unfeasible; example applications include spam filtering, optical character
recognition (QCR), search engines and computer vision.

Figure 3.3: Wikified text from Wikipedia Miner Toolkit.

In the Example in Figure 3.2, a human reader understand what terms goes to-
gether and can disambiguate the meaning of the term(s) in the text. However, ma-
chines are not capable to disambiguate such information and therefore external knowl-
edge such as Wikipedia is used that maps term(s) to a concept as shown in Figure 3.3.
It not only identifies the terms but also disambiguate them to correct interpretations.
Each concept has a unique identity, probability score, and the name of the concept
(title of Wikipedia article) in the output from Wikipedia Miner Toolkit. The name
of the concept may consists of more than one term and therefore each name of the

W

concept are joined using “_

Bag-of-Concepts (BOC) is created for each document using the name of the con-
cepts. Concepts for each document are represented as TF.IDF vector calculated as
discussed in Sub-section 3.1.1, except for the Term Frequency (TF) where a binary
weighting scheme is applied. In this weighting scheme each concept is assigned a score

of either [0,1] based on its presence in the document.
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3.1.3 Bag of Categories

Wikipedia is a densely linked network of information manually built over years. The
information is not limited to concepts and link to articles like typical web structure,
it also categorizes the articles. The concepts identified by Wikipedia are not 100%
accurate. Some amount of noise is expected and this may affect chances to improve
classification. Therefore, another representation is chosen to enrich BOW further.
In the Sub-section 3.1.2, we mentioned that concepts are linked to Wikipedia arti-
cles. Each Wikipedia article has one or more categories representing the width and
categories are linked to other categories representing the depth. We have extracted

categories for each concept in the text to enrich BOW representation.

Wikipedia based tool, Sunflower, an extended version of Tulip (Lipczak et al.,
2014), extracts categories for corresponding concepts. Tulip uses many languages to
decipher the correct categories of the concept. To each category a score is assigned
by Sunflower based on relatedness with the concept. Based on the given depth and
width, it retrieves the categories and can be visualized as a graph as in Figure 3.4a.
For each concept in the text, a set of categories is retrieved. All these categories
from all the concepts for each document are combined to create a BOK. BOK are
represented as vectors of TF.IDF where binary representation scheme is used for T'F

as calculated in Sub-section 3.1.2.

A concept is an input to Sunflower to which it outputs a list of categories each
with a value of relatedness. An example in Figure 3.4a, the concept “Pattern Recog-
nition” is directly linked to categories, “Sciences” (center-trimmed category at the
top), “Machine Learning” (center-trimmed category at the bottom) and further to
other categories. The problem with using categories is the level of depth and width.
The depth of the tree is the distance in number of levels. Whereas, width is the
direct relationship with the concept. For an example, in Figure 3.4b, the concept
“computer vision” have categories “packaging” and “packaging machinery” which is

an application of computer vision in the packaging industry.

It is understood from these examples that there could be categories which are not
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Figure 3.4: Categories from Sunflower for a given concept.

relevant or too abstract. It is very important to do vertical and horizontal pruning of
the tree to retrieve the relevant categories. Sunflower retrieves the list of categories
with relatedness score. The depth and width of categories can be controlled using

Sunflower tool that enables pruning based on parameters.

3.2 Hierarchical Classification

Local classifiers are grouped based on how they use local information. Local infor-
mation is used in three ways in local hierarchical classification: a local classifier per
node (LCN), a local classifier per parent node (LCPN), and a local classifier per level
(LCL) (Silla and Freitas, 2010). For our research, we have used LCPN for hierarchical
classification and training is performed by leveraging the “exclusive siblings” policy.
A local classifier is trained as a binary classifier consisting of node to be trained as
a positive and rest as negative samples where the positive and negative samples are
from the siblings and descendants of the same parent. This is called ”siblings” policy.
The more restrictive form, ”exclusive siblings” policy, of training classifier would be
to not allow any descendant nodes in the siblings policy to be a part of positive and

negative nodes or samples.
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Figure 3.5: An example of local classifier per parent node LCPN.

To illustrate an “exclusive siblings” policy of training a local hierarchical classifier,
refer to Figure 3.5. Suppose node 2 is to be trained according to LCPN “exclusive sib-
lings” policy, then N,y will have positive samples (N(Jg)) from node {2} and negative
samples (N(g)) from nodes {1,3}. But, in the case of “siblings” policy, N2 will have
N(Jg) = {2, 2.1, 2.2} and negative samples Ny = {1, 1.1, 1.2, 1.3, 3, 3.1, 3.2, 3.1.1,
3.1.2, 3.2.1, 3.2.2}.

Not all policies for training local classifier are suitable for different types of local
classifiers. LCN can use any of the mentioned policies, LCPN can use either “exclu-
sive siblings” or “siblings” policy, and “exclusive siblings” policy is suitable for LCL.
A One-vs-Rest (O-v-R) classifier by default uses ”exclusive siblings” policy for train-
ing the data. For our research and for hierarchical classification, we have used O-v-R
classifier for training each parent node. By default, O-v-R classifier uses “exclusive
siblings” policy and a O-v-R classifier is created for top-level (Evaluation Groups),

and three at leaf-level for all research topics of each evaluation groups.

The advantage of hierarchical classifier is its better performance over flat classi-
fier. The hierarchical classifier breakdowns the problem into sub-problem by making
a decision at the prior level before it moves down to the child nodes. This results in
pruning the tree vertically and less number of nodes are involved in classification as

it traverses down the hierarchy. In contrast, a flat classifier trains all the nodes at
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the leaf-level and performance is affected when there are a large number of classes
to train. The poor performance also accounts for imbalance in training samples for
positive and negative classes such as in O-v-R classifier. The NSERC hierarchical
classification problem can also be solved using a flat classifier, but the performance is
expected to degrade when a number of classes are added to the current implementa-
tion. Since the depth of the tree is limited to two-level and large width of the tree, the
hierarchical classifier will perform better by pruning tree at the top-level and making

a decision on the sub-tree it traverses.

3.3 Predicting The Class

This section of the thesis discusses different approaches used to predict a mandatory
leaf-node. We have discussed two methods to predict the class at the leaf-level. One
of the approaches is referred as path with maximum probability at each level of a

parent node and the other as path with maximum product of the probabilities.

In hierarchical classification, LCPN, we use O-v-R classifier for each node that
outputs a confidence score for each class to which a document belongs. These confi-
dence scores are probabilities from O-v-R classifier. In the first approach, We follow
the path with maximum probability at each level of a parent node and further predict
probabilities of the child nodes. A class at the leaf node with maximum probability
is the predicted class. This method is applied to all hierarchical classifiers based on
document representation. The approach to predict a class based on this process is
illustrated in Figure 3.6 where a hierarchical classifier predicts the node LSA of the
parent node R with maximum probability and moves further down the hierarchy and

predicts the node with value 0.40.

In the second approach, a parent-child nodes in the hierarchical structure are
combined by taking the product of the probabilities for each possible path from the
root to the leaf node and predict the class with maximum probability. This method

considers a parent-child relationship along the path and this approach has been used
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Figure 3.6: The nodes with green color is the path with maximum probability at
each level for a parent node. The number at the bottom below the leaf-nodes are
the product of the probabilities for each path from top-down and the node above red
color value is a class with maximum product of the probabilities.

by (Herndndez et al., 2014). This approach can be defined as given a set of classes
C ={cy,c9,...,¢;} of path p where [ is the leaf node starting from root node 1, the

product of each path p for a vector v using a chain rule is as follow:

P(cy, ¢, ...q|v) = P(ciles, cs, vy e, 0) P(eales, cay vy e, 0) + Peq|v) (3.3)

In a given taxonomy, the classes are independent of each other and classes at lower

level is a subset of higher level node. Equation 3.3, can be simplified as follows:

P(cy,ca, ..., q|v) = P(cr|v)P(ea|v)...P(c|v) (3.4)

The Equation in 3.4 calculates the product of the probabilities for each path and
the path with maximum probability is selected and the class at leaf-node as the pre-
dicted class as in Figure 3.6. The values below each leaf-node is the product of the
probabilities along the path and the value in red color is the path with maximum of

the product of the probabilities.
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