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ABSTRACT

With the enhancement in technology, people are relying more on mobile devices for
accessing social media sites, online shopping or financial transactions. These devices are
smart but the methods of authentication are password- or biometric- based, which make
the authentication process either frustrating or expensive in terms of cost and computation.
Weak passwords, and the absence of authentication mechanisms in mobile devices cause
breach of security and privacy of the user data in case of physical theft. In order to mitigate
this problem, we study an integrated approach that utilizes smartphone sensor data,
network data, and usage data, in authentication schemes and access control mechanisms
with smartphones. The proposed scheme switches between the implicit and explicit
authentication depending on the usage patterns of the smartphone, at different time
intervals of the day. Based on that, an access control mechanism has been proposed. We
have also investigated how different weighting techniques play a role in determining the
priority towards the sensor selection for user authentication. The proposed approach was
tested on a publicly available dataset. The results show that our approach is viable and

effective for authentication along with access control using smartphones.
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CHAPTER 1 INTRODUCTION

Smartphones are becoming an essential part in everyone’s life. Be it for accessing social
media sites, online shopping or financial transactions, smartphones are capable of handling
these tasks seamlessly. With the increase in the number of smartphone users and their usage
in almost all aspects of our daily lives, the chances of hackers attacking these devices have
also increased. In addition, the mobile devices are more vulnerable to physical theft. If the
owner of the device does not have an effective access control and protective measure, the
information stored in the device can easily be compromised. Hence, it is very essential to
have an authentication scheme which will keep the device secure at all times.

The current authentication methods used in smartphones are standard i.e. they are based on
“What you know”, “What you have” or “What you are”. Each of these categories have
some drawbacks and need user interaction with the device in order to prove his identity.
Passwords, Personal Identification Number (PIN), or Unlock patterns in mobile devices
are the best examples of “What you know” category. But people generally do not use this
category or use easy to guess passwords or patterns since they prefer convenience over
security [1]. In the category of “What you have”, only One Time Password (OTP) can be
used in smartphones. But it is cumbersome to use OTP for each and every application as
well as for screen locks since OTP is mostly preferred as a second factor of authentication.
Biometrics such as fingerprint, retina scan, voice recognition etc. belongs to the third
category i.e. “What you are”. These methods are highly secure as compared to others but
the major drawback is, their high cost and complex computation which are not very feasible
for devices with limited resources.

Many of the smartphone applications are programmed in such a way that they keep the
user logged in for all the time until the user manually logs out of that application. These
applications include email, social media or any other banking or payment related
applications which are linked to our credit cards. Even after knowing that we have sensitive
information stored in our mobile phones 36% of the users do not protect their phones with
passwords or PIN [2] due to which the information can easily be compromised if an

attacker gets hold of the phone.



Also with the increase in the processing power, RAM, and the integration of numerous
sensors, the smartphones are capable of processing all the integrated sensor data but these
sensors are mostly used for navigation and/or for exercise related applications. In this thesis
we propose an authentication scheme which is based on the user profiles made from various
sensor data. The motivation behind this research is based on the assumption that there is
some stability in the user daily routine. For example, a user may follow the same route to
the office every day, go for groceries at the same store, go to the same place for lunch, call
the same person every day at the same time, use the same type of applications or perform
the same activities like walking, running, driving a vehicle etc. at the same time. All this
information can be collected using the sensors and can be used to make user profiles which
can further be used to authenticate the user.

There is a lot of research that has been done in the field of implicit authentication. Kayacik
et al. [3] in their study proposed a sensor based authentication scheme which has the
capability of deciding when to shift from training to deployment mode. Also their scheme
is capable of determining the detection threshold below which an explicit authentication
will be triggered. Elaine et al. [4] in their study proposed an implicit authentication scheme
based on behavior patterns. They calculate an authentication score based on the recent user
activities. The score will increase in case of a good event and will decrease in case of bad
event. By good event they mean the habitual events and negative event means the not
usually observed behavior of that particular user.

In previous works, the authors have three major setbacks. The first being a fixed threshold
for the entire day. There can be some scenarios in the entire day where a user might not do
the same set of activities in the particular timestamp. The second setback is that the authors
do not assign weights to the sensors in their works. There might be a possibility that some
sensors would yield more information about a particular user but might not yield the same
amount of information for another. The third setback is; the authors have not utilized the

thresholds they obtained for each user to provide access control mechanism.

1.1 BRIEF INTRODUCTION OF THE PROPOSED APPROACH

In this thesis, we propose an approach of calculating different thresholds for different time

bins and sensors. During the training phase the 24-hour data of the user will be divided into



intervals of particular duration for different sensors and the data for two consecutive days
will be matched in those time spans so that it will learn about the match percentage for
every sensor. In the testing phase these percentages will be the threshold for that time
window. If in any time bin the match percentage will be less than the threshold an explicit
authentication will be triggered. Also in the training phase it will calculate the aggregate
match percentage for each sensor in order to check the priority of sensor for a user.
Depending upon the priority the weights will be assigned to the sensors. After this the
aggregate match percentage will be calculated based on weighting scheme and those
percentages will decide about the access control in different time bins.

Since tracking the user activity and accumulation of the sensor data is crucial for our
proposed scheme, we have developed an android application which collects data from all
the available sensors and detects the activities of the user like walking, running, in vehicle,
on bicycle, still or tilting. All this information can be combined to make the user profiles.
We are testing our approach on the GCU dataset [3]. It is a publicly available dataset and

contains the data collected from cell towers, Wi-Fi networks and applications.

1.2 OUTLINE OF THE THESIS

In the rest of the thesis, Chapter 2 gives an overview of authentication, factors of
authentication, sensors available in today’s smartphones, architecture of cellular & Wi-Fi
networks and access control. Chapter 3 involves detail about existing works in which
sensor data has been used for different purposes. Chapter 4 explains the proposed
methodology in detail. Chapter 5 discusses about the technical specifications of the
implementation. This chapter also includes code snippets for each module with the
detailed explanation. The in-depth description of the experiments conducted and the
evaluated results supporting our proposed approach are contained in Chapter 6. We

concluded this thesis with the limitations and future work in Chapter 7.



CHAPTER 2 BACKGROUND

In this chapter, we explained the terms and concepts used in this thesis. We begin with the
discussion of authentication and its factors. Then we discuss about various sensors
available in the smartphones. We also give brief introduction about the architecture of
cellular and Wi-Fi networks followed by a brief discussion about the access control

mechanisms used in current systems.

2.1 AUTHENTICATION

In daily life we come across so many situations where we need to prove our identity in
order to gain access to any information. These situations can be digital or traditional. By
digital situation, we refer to a scenario where one needs to enter his/her username &
password or use a biometric in order to gain access to his/her computer, tablet, mobile,
social media account, online banking etc. On the other hand, by traditional situation we
refer to a scenario where one needs to show his/her Physical Identity Card in order to prove
that he/she is the person he/she is claiming to be. For example, let us consider that Person
A Sent Person B some money through a money transfer facility such as Western Union or
Moneygram. The agent at the facility would ask Person B for an identity proof to ensure
that he is the same person on whose name the reception of the money is authorized. So, in
both the situations one needs to prove his/her identity to gain access to sensitive
information. The process of determining whether a person is the one who he claims to be
or not is termed as Authentication.

Before the authentication process, the credentials of the user are stored either in a database
or locally in operating system or within an authentication server. Than as an authentication
process these credentials are matched with the ones the user enters. If a match is found he
will be considered as an authorized user and get access to the authorized information. [5]

The basic type of authentication process is shown in Figure 1.
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Figure 1 Basic Authentication [6]

2.2 FACTORS OF AUTHENTICATION
2.2.1 Knowledge factor

This factor of authentication relies on something you know. The user needs to prove his
knowledge to authenticate. The most common example is the use of password for getting
access of any account you created. The other examples could be personal identification

number (PIN) for ATM access, or answer to security question etc. [7]

o
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Figure 2 Knowledge Factor [§]




2.2.2 Possession factor

This factor of authentication relies on something you have. This factor of authentication
can be understood as a lock and key mechanism. In order to open the lock, you must possess

the key. One of the example is access cards used in offices to mark attendance or to open

the doors. [7]

RSN
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Figure 3 Token Generator [7]

2.2.3 Inherence factor

This factor of authentication relies on something you are. These are usually biometric

methods which includes fingerprint, voice recognition, retina scan, etc. [7]

Figure 4 Fingerprint [9]



2.2.4 2-Step Verification
2-step verification is a process of adding an additional layer of security to your account. In

this process you will first enter your password and than it requires you to enter an additional
information. That information will not be something you already know but will be some
unique string of numbers generated dynamically. That information will be given to you via
email, text, call or an authenticator app. You will be given access to your account only after
you enter that information correctly. Also there is a timestamp associated with that
information after which that number will expire and you need to request a new number.
So, with this process no one will be able to access your account even if they know your

password. [10]

Step 1 Step 2

Email/Username

your-username

') -~
Password Enter cade

KRR ¥ 123456

Figure 5 Two-Step Verification [8]

2.3 SENSORS

The sensor is a device that detects and responds to some type of input from the physical
environment. The input could be light, heat, motion, moisture, pressure or any other
environmental phenomenon. The output of the sensor is generally a signal that is converted

to human-readable display or can be transmitted to a server for further processing. [11]



Today most of the smartphones have many built-in sensors capable of detecting motion,
orientation and various environmental conditions. These sensors provide precise and
accurate raw data which can further be processed to know about movement and positioning
of the device or to get knowledge about the changing ambient environment. There are many
applications which use the sensors to solve one or the other purpose. Let us take an example
of a game. We always wonder that how the device movement will make the character of
the game to move. This is achieved using the gravity sensors to infer the complex user
gestures and motions, such as tilt, shake, rotation or swing. The other example is the
weather application which uses the temperature and humidity sensor to calculate and report
the dew point. There are 3 main categories of sensors supported by Android platform:
Motion Sensors

These sensors measure acceleration forces and rotational forces along three axes. This
category includes accelerometers, gravity sensors, gyroscopes, and rotational vector
Sensors.

Environmental sensors

These sensors measure various environmental parameters, such as ambient air temperature
and pressure, illumination, and humidity. This category includes barometers, photometers,
and thermometers.

Position sensors

These sensors measure the physical position of a device. This category includes orientation
sensors and magnetometers. [12]

Figure 6 shows the growth of sensors built in the smartphones in the past few years.
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Figure 6 Sensor Growth in Smartphones [13]



2.4 ARCHITECTURE OF CELLULAR NETWORK

The cellular network is distributed over a geographical area divided into regions called
cells. The wireless coverage within the cell is provided by a cell site which has a BSC
(Base Station Control). BSC incorporates power sources, transmitter, receiver, antennas
and interface equipment. One BSC serves many BTS (Base Transceiver Station) which is
actually the cell tower and allows mobile phones to access the cellular network. Many cell
sites within an area are served by one MSC (Mobile Switching Center). MSC is connected
to the Class 5 switch of a telephone network. MSC is also connected to GSN (Gateway
Support Node) which is connected to a router for accessing internet in the mobile devices.
In the whole cellular network, the connection between the mobile equipment & BTS and
BSC & BTS are wireless. The rest of the connections are wired.

Whenever a person uses the cell phone to make a call or receive a call, MSC is responsible
for routing it from and to mobile stations. The components of MSC are:

e HLR (Home Location Register): In HLR the data related to each subscribed user is
stored.

e VLR (Visitor Location Register): The exact location of the active users in an area
served by MSC is stored in VLR database. The information about that user is
deleted as soon as he/she leaves that area.

e AUC (Authentication Center): It is responsible for authentication and security
services. [14]

The basic cellular network architecture is shown in Figure 7.
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2.5 ARCHITECTURE OF Wi-F1 NETWORK

Wireless network most commonly referred as Wi-Fi is a technology in which radio signals
of high frequencies are used to transmit data from one device to the other. A wireless
network consists of several components that makes the communication possible through
air medium. These components are called stations and are categorized as follows:

e Wireless Clients: Clients can be either mobile nodes such as smartphones, laptops,
etc. or fixed nodes such as desktops, workstations etc. having Wi-Fi facility.

e AP (Access Points): This is a hardware device which facilitates the communication
in wireless network by allowing a Wi-Fi compliant device to connect to the wired
network.

e NIC (Network Interface Cards): The interface between the device and the wireless
network infrastructure is provided by network interface cards. These cards can be
fit inside the device or can be plugged in to the device like an external adapter.

In the whole WLAN (Wireless Local Area Network) architecture there can be many access
points and clients connected to internet through those access points. The area covered by
one access point is called BSS (Basic Service Set). In WLAN architecture there can be
many BSS’s connected together and are known as ESS (Extended Service Set). In ESS,
the AP’s connected by a distributed system to which facilitates communication among

them [14]. The basic Wi-Fi network architecture is shown in Figure 8.
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Figure 8 Wi-Fi Network Architecture [14]
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2.6 Access CONTROL

Access control is a security technique which can be used to set some rules for checking the
operations an authorized user can perform on a system. In places like library, university,
office, etc. the systems are shared by many people. In such scenarios, the access control is
needed to put constrains onto which resources a legitimate user is allowed to access. Also
the purpose of access control is to put restrictions on what action an application running by
the user can perform [15]. The access control model can be built on the basis of many
factors. One of the factors is, roles of the employees in an organization. So, based on the
responsibilities of an employee, he/she will be given access to the respective resources.
This is known as Role Based Access Control and is shown in Figure 9. In addition, Rule

Based Access Control are used in various sectors, such as financial institutions.

Figure 9 Basic Access Control [16]
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CHAPTER 3 RELATED WORK

In this chapter we present the work of other researchers in the field of smartphones. They
used the data collected from smartphone sensors in variety of ways. Figure 10 gives an

outline of the work which we are going to present in this chapter.

Literature Survey

' ' Implicit
Traffic Analysis . Authentication

Malware | ' User Behavior
Detection | Patterns

Figure 10 Outline of the Literature Survey

3.1 TRAFFIC ANALYSIS

Shafiq et al. [17] in their study compared cellular Machine-to-Machine (M2M) traffic such
as telematics, smart metering, point-of-sale terminals, and home security and automation
systems with traditional smartphone traffic. The purpose of their study is to know whether
or not the traffic from M2M devices demands new cellular network design and
management. They have collected traffic data from tier-1 cellular network in the United
states and characterized M2M traffic from a wide range of perspectives, including temporal
dynamics, device mobility, application usage, and network performance. They found from
their results that the patterns of traffic coming from M2M devices are significantly different
from smartphones.

Maier et al. [18] in their study focused on the usage of mobile hand-held devices (MHDs)
from a network perspective. They conducted their research on anonymized packet level
data collected from more than 20,000 residential DSL customers. Their results show MHDs
are active on up to 3% of the monitored DSL lines. Most of the devices are used for

multimedia content and for downloading mobile applications. Also they found from the
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traffic analysis that Apple devices such as IPhones and [Pods are the commonly used
devices.

Li et al. [19] used the data collected from a big cellular company to identify smartphone
OS platform. They used TAC (Type Allocation Code) number which can be retrieved
from the first eight digits of IMEI, for identifying the manufacturer and model of the device
which can further be used to retrieve the OS information. The user browsing behavior is
compared based on traffic dynamics and user application. From the results they found that

108 users generated maximum traffic volume than android and windows.

3.2 MALWARE DETECTION

Liu et al. [20] in their study focused on the detection of malwares in android based
smartphones by analyzing the source code and behavior of the application. They combined
the two techniques for this purpose, static and dynamic analysis. Static analysis is done
without actually running the application. They analyzed the sensitive API of the source
code by using data flow analysis and regular expression matching technology. Dynamic
analysis is achieved by dynamic running the application in a software simulator and using
the log analysis approach, the behavior of the application is monitored through the log
output.

Eric et al. [21] presented a methodology for the analysis of application behavior based on
the logs from android logging system. Log entries are mapped to bit vectors where each
dimension is requested permission/action of the applications and services running on the
device. They used Self-Organizing maps for analyzing the logs and generated the pattern
of requested permission and performing actions of the applications which allows them to
better understand the applications and analyze malware applications easily.

Burguera et al. [22] proposed a framework for malware detection by collecting traces based
on crowdsourcing. For demonstrating their framework, they used two types of data sets:
artificial malware and crowd collected malware. They designed an application Crowdroid
which is a lightweight client for collecting data traces from real time users. This application

monitors Linux kernel system calls and send it to the centralized server for processing.
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3.3 USER BEHAVIOR PATTERNS

Hirabe et al. [23] in their study demonstrates the logging of all the touch operations in an
Android system. The motivation behind this study is the claim of the authors that with the
user’s touch operations his emotion, skill, etc. can be estimated. They used the statistical
approach to analyze the frequency and speed of the 7 recognized touch operations.

Jie et al [24] implemented an automatic navigation system which can predict the future
destination and route of the user based on the historical data. This system is developed by
keeping in mind the problems of the existing navigation applications. One of these
problems is that the existing navigation applications needs lot of operations by the user
such as destination setting, zooming etc. which might be risky while walking or driving.
Bedogni et al. [25] in their study investigated that how the sensor data collected from a
smartphone can be used to detect the user motion type. They collected the sample sensor
data and labeled the patterns to each motion type. Based on the labeled data they compared
the performance of different supervised algorithms for classifying the motion type. As a
part of this study the motion recognition algorithm is integrated into an Android application
and the information coming out of this application is being forwarded to other context
aware applications. The authors also analyzed the factors which helps in improving the
classification accuracy and at the same time maintaining a balance between the system
performance and energy consumption.

Ma et al. [26] proposed a framework called MoodMiner which is capable of determining
the mood of the user. The framework uses the data (Sensor and communication data)
collected from the mobile phone to obtain pattern of the user behavior. The motivation
behind this study is that the mood related mental health problems have huge impact on the
quality of life and there is no convenient and easy technique for assessing & analyzing the

mood of the person.

3.4 IMPLICIT AUTHENTICATION

Cheng et al [27] in their study presents an authentication framework SilentSense, which
uses the features obtained from the touch behavior and the micro-movement of the device

while screen-touch operations in order to differentiate between the owner and the attacker.
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The authors assert that different users have unique way of using the smartphone and these
unique ways can be learnt and detected from sensor data and touch events.

Yanzhi et al [28] in their study proposed a user verification system to detect possible user
spoofing in mobile healthcare systems. The user verification is done based on the unique
gait patterns which is obtained from the smartphone’s accelerometer sensor data.
Weidong et al. [29] in their study proposed a framework ‘SenGuard’ for implicit
authentication in smartphones. It captures data from multiple sensors available in the
smartphones and use that as a source of authentication. In their initial prototype they use
data from four sensors: voice, location, multi-touch and locomotion.

Kayacik et al. [3] in their study proposed a user behavior modelling technique for sensor
based authentication. They are using temporal and spatial models for assigning a comfort
score for sensor events at particular location and time. The comfort score depends on the
frequency of occurrence of an event. Once the user profile is created they are comparing
the current user behavior with the profile. If the behavior of the user diverges sufficiently
from the profile, an explicit authentication can be triggered. In their approach the device
will automatically switch from the training mode to the deployment mode when it learns
the user behavior. The other key thing in their approach is that the device will decide on its
own the detection threshold.

Elaine et al. [4] in their study proposed an implicit authentication scheme based on behavior
patterns. They calculate an authentication score based on the recent user activities. The
score will increase in case of a good event and will decrease in case of bad event. By good
event they mean the habitual events and negative event means the not usually observed
behavior of that particular user.

Yao et al. [30] in their study proposed an event-driven implicit authentication scheme. They
investigated standard deviation and EWMA (exponentially weighted moving average)
based algorithms for computing the threshold. With this method of threshold computation,
their designed scheme is adaptive to shifts in user behavior. Their approach needs minimal
training and since its event-driven there is no requirement of continuously running in the
background.

Buriro et al. [31] in their study proposed a multi-modal behavioral biometric scheme for

user authentication in smartphones. For their approach they are using the features collected
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when the user answers a call. These features include slide swipe, arm movement in bringing
the phone close to the ear and voice recognition. They are comparing different

classification algorithms, they used for their approach.

3.5 MOTIVATION AND RESEARCH PROBLEM

From the literature survey we explored, we found that existing approaches used the
smartphone sensors or its usage data in a variety of ways. The cellular network data was
used to know differences in M2M traffic, to get information about operating system of
smartphones, and mostly for what purposes user use smartphones [17 - 19]. The application
behavior data and log entries in smartphones are utilized to detect malwares in mobile
devices [20 - 22]. By using touch operations data, emotion of the user is predicted and
navigation history is used to predict the future route or destination [23, 24]. Smartphone
sensor data is also used by some researchers to determine user’s movement type or mood
[25, 26]. There is also a lot of research in the field of using smartphone sensor or usage
data for user verification and authentication [3, 4] [27 - 31]. Some researchers used touch
operations, micro movements and gait patterns [27] [28] for this purpose.
As far as we have surveyed, none of the researchers’ have achieved an accuracy with which
they can assure that their technique is showing high degree of reliability. Also some of their
techniques have a drawback. The authors consider the score obtained after analyzing the
data for the entire day. But there is a high possibility that there might be time slots which
achieve a score of 100% alongside with other time slots which are achieving a score as low
as 40% but the score for the entire day might yield close to 55%. Now, impersonating a
user with a score of 55% is relatively easier than impersonating a user with score 95%.
Thus we believe that, calculating the score for the entire day by aggregating scores of all
time slots, is more susceptible to impersonation when compared to that of the score of
individual time slots.
Observing all the limitations in earlier studies, a new approach has been proposed for
creating the user profiles based on the smartphone usage.

e Instead of creating user profile based on the data collected from entire day we are

considering small time intervals. This will give different threshold for each time

interval rather than giving one threshold for complete day.
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e We are assigning weights to the sensor according to their importance in terms of
the information they give for a particular user. The importance will be grounded
on the steadiness of the user in using that sensor.

e Based on the threshold for any time bin the user will be given access to different

applications in the device.
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CHAPTER 4 AN INTEGRATED APPROACH FOR

AUTHENTICATION AND ACCESS CONTROL

4.1 PROPOSED APPROACH

The authentication scheme proposed in this thesis is based on the user behavior. There are
millions of smartphone users and the way everyone uses their smartphones is unique.
People tend to follow a certain routine like going to office following the same route, going
to same restaurant for lunch, staying in office for a particular time, connecting to same
Wi-Fi signal everyday, using certain type of applications, etc. All this information can be
gathered from the smartphone of a user and can be used to build the user profile. There are
different methods of creating user profiles as discussed in Chapter 3. But all those methods
are creating profile of the users for the entire day. But in our approach we are also
considering the fact that there could be certain time bins in the entire day in which there
will be no stability in the user behavior. So, we are creating user profiles for short time
intervals instead of the entire day.

We are also considering the fact that not all users use all the features or sensors of the
smartphones. Some users might show stability in using applications or connecting to same
Wi-Fi signals whereas others might show stability for location or performing some activity
like running or walking at fixed time. So, the priority of sensors in terms of the information
it can provide for a user varies. Considering this, in our approach we are investigating
weighting techniques to assign weights to different sensors. We suggested two weighting
schemes for calculating the weighted average of match percentage for all sensors and
compared them with the simple average.

Furthermore, based on the match percentage in different time bins, the access control
mechanism can be implemented. For example, if in certain time interval the match
percentage is approaching 100% the user will have full access to the device, if its 50% the
user will not be able to access secure applications like banking or corporate mails but he
will be able to access less secure applications like games etc. And if its near to 0% than it
will always be explicit authentication. That would be the benefit of considering different

threshold for different time bins.
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4.2 PROPOSED SCHEME FOR AUTHENTICATION

4.2.1 Sensor Data Collection

As a part of this thesis we developed an android application which collects data from
various sensors available in the smartphones. This data includes values from
accelerometer, light, pressure, GPS, Wi-Fi signals, etc. Also this application is capable of
recognizing the user activities like walking, running, on foot, in vehicle, still, tilting or on
bicycle. But we have not used this application to actually collect the real time data.
Instead we test our approach on GCU dataset Version 1 [3]. This dataset contains
anonymized data from Wi-Fi networks, cell towers and application use. It was collected
in 2013 from 7 users consisting of staff and students of Glasgow Caledonian University.
Android devices are used to collect this data. We are using 2 weeks’ data from all the 7

users to test our scheme.

4.2.2 Dividing data into time bins

The original data was collected at a sampling rate of approximately 10 seconds for each
sensor. We group the data from each sensor into time bins of 15 minutes. We choose 15
minutes’ time bin for testing but it can be made flexible. After this the data for 2

consecutive days was matched in the respective time bins and the match percentage was

calculated.

Sensor Start Time |End Time Values
I'GCU. RunningApplicationPrabe 00:00:00  |00:15:00  61169e51d285340242042c04020 20 3508988c5a2 b3ab3ZT6BeT0456d | 23021B8a29d463cdad5elBoaoadcBIT4Mb24ad 12001 22d41 1a [
GCU. RunningApplicabionProbe 00:15:00  00:30:00 | 61169e51d29534024 2042004029 20 3508868c5a2 b0abI2TEEeTO456d | 2302185220046 cdaiSelBcaZeadcBI7I4fib2eadi 1200122041 1a
GCU. RunningApplicatonProbe 00:30:00  00:45:00  61169e51d28534024 242004020 20 3586888:5a2 00abI2TEBeTO456d 2302185129046 cdafSelBcaeadcBITI4b24a011 200122041 1a
GCU. RunmingApplicabionProbe |00:45:00  01:00:00  61169e571d28534024 2042004029 20 350B888c5a2 b0ab32TEeT0456d | 2302185122904 63cdadSelBclaZeadcBITd4b2ead 1200122441 1a
GCU. RunningApplicalionProbe 01:00:00 0111500 61169e51d28534024 24 2c04e 2020 358R088C5a2 b0ab32TEBeT0456d | 23028520046 3cdai5elBclaZeadcBITI4b2 el 1200122041 1a
GCU.RunningApplicationProbe 01:15:00  01:30:00  61169251428534 024204 2e04020 20 35060880522 00ab327E8aT0456d | 2302185229046 cdaf5elBrialeaLeBO7 041242001 200122441 1a
GCU.RurningApplicabionProbe 01:30:00  01:45:00  61189e51d28534024 204 200402020 3508088052 b0ab32TEBeT0456d | 230218922946 edaliSelBciaeadeBOT04Mb24a0i 1200122441 1a
GCU.RurningApplicationProbe 01:45:00  02:00:00  61189251d285340242e4 2004020 20 35880880522 b0ab32TEBeTO456d | 2302B%a20d463cdai5elBcaZeascBO7 04 b24 2001200122441 1
GCU RunningApplicationProbe 02:00:00  02:15:00  61169e51d28534024204 2004020 24 358808852 200ab 32760704564 | 230285 a29d46 cdabbelBelaleaseBO7 04242011 200122441 1a
GCU. RunningAppli 02:30:00  61169e51429534024 204 2ee4620 24 35080886522 00ab32TEBTO406d | 230218822046 Jcdal5alBelaleadcBITO424 2001 2bc122d41 1a
GCU. RunningAppli 02:45:00 61169e51d28534024 204 2cc4 02024 35080886522 00ab32TEBeT0456d  2302(88a29d4E8 Jedal5elBelaleadcBITI4M24 2001 20e1 22441 1a
GCU RunningApplicaionProbe | 02:45:00  02:00:00  61189e51428534024 204 2cc4e20 2d 3508988:5a2 bab 32 TEBe 04564 | 23028512 20d483cdaf5elBciaZeadc BT 040240 120122441 1
GCU. RunningApplicaionProbe 03:00:00  03:15:00 | 61189e51d285340242e42c04e202d 358808852 b0ab32TE0T0456d | 2302185220046 3cdab5elBcaeascBI7041b24a04 1200122441 1a
GCU.RunningApplicationProbe 03:15:00  03:30:00  61169051d28534024 204 2c04e20 24 350808852 b0ab32TEBeT0456d | 2302189220046 3cdafselBcaeadcBITI4b2 491206122441 1a

Figure 11 Data from Application Usage
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Figure 12 Data from Cell Tower
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Figure 13 Data from Wi-Fi Networks

4.2.3 Comparing Data

To compare data between two consecutive days in every time bin we used Union and

Intersection. Union gives us all the distinct values in the particular bin and intersection

gives us the common values in that bin. We are then calculating the match percentage as

follows:

Let us consider, in Day D, time bin T; applications running in the phone are A, B & C

and in Day D, time bin T applications running are B, C & D. So,
D1 UD2={A,B,C,D} =4
D1 NnD2={B,C}= 2

Match Percentage
=(2 +4)x100

=50%
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Figure 14 Match Percentage for Application Usage
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Figure 15 Match Percentage for Cell Tower
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4.2.4 Weighting Schemes

In the training phase based on the match percentage, the device will learn that for which
sensor there is more stability in the usage for any user. The higher the match percentage,

the more is the stability. Herein, stability refers to the consistent usage of a sensor by a
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user. For example, if the match percentage for application usage in any time bin is 100%
it means that user is using the same applications daily in that particular time bin. So,
based on these percentages the device will give priorities to the respective sensors in the
testing phase. Based on those priorities, the weights will be assigned. We are proposing
two weighting schemes for this purpose but this is flexible and any weighting scheme can

be applied on our approach.

Weighting Scheme 1:

This weighting scheme is based on the number of values collected from any sensor. When
the data between two consecutive days will be matched the number of values in each time
bin for every sensor in the previous day will be considered for this weighting scheme. The
Maximum, Average and Minimum of those values will be calculated and will be used as
weights for the sensors. If a sensor has highest priority the weight for that sensor will be
its Maximum, the weight for second sensor will be its average, and so on. Let us consider
the following matrix represents the sensors and its maximum, average and minimum

values:

Sensor 1 Max 1 Average 1 Min 1
Sensor 2 Max 2 Average 2 Min 2
Sensor 3 Max 3 Average 3 Min 3
Sensor n Max n Average n Min n

Suppose, the match percentage for Sensor 1 = S{MP
Sensor 2 = S,MP
Sensor 3 = S;MP

And, SiMP > S,MP > S;MP

Then,

{(S1MP * Max 1) + (S2MP * Average 2) + (S3sMP * Min 3)}

Weighted A =
eighted Average {(Max 1) + (Average 2) + (Min 3)}
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Since in this dataset we had only 3 sensors so we provided the calculation by considering
only those sensors. But this weighting scheme can be extended for n sensors in following
way:
Suppose, the match percentage for Sensor 1 = S{MP

Sensor 2 = S;MP

Sensor 3 = SsMP

Sensor n = SyMP

And, SSMP > SoMP > SsMP > ... > SaMP
Then,
Weighted Average
{(S1MP * Max 1) + (S2MP * Average 2) + (S3MP * Average 3) + -+ ... ... +
B (Sn - 1MP * Average (n — 1)) + (SnMP * Min n) }
{(Max 1) + (Average 2) + (Average 3) + -+ ...... + Average(n — 1) + (Min n)}
Weighting Scheme 2:

This weighting scheme is based on the number of sensors. Let us consider there are n
sensors. The sensor with highest match percentage will get the weight n, second highest

will get (n-1), etc. down to 1.

] {(SIMP * n) + (S2MP* (n —1)) + -+ e ee cee oo + (SnMP % 1) }
Weighted Average =
m+n—-—1)+ ... + 1}
where, SIMP > S2MP > - ... ... ... > SnMP

Suppose, there are three sensors in the device and match percentages of these sensors for
User X in time bin T are denoted as SiMP, S:MP, and S;MP where,
SiMP > SoMP > SsMP

then the weighted average for this user in time bin T will be calculated as:

{(S1MP * 3) + (S2MP * 2) + (S3MP * 1)}
{3+2+1}

Weighted Average =
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4.3 PROPOSED SCHEME FOR AcCESS CONTROL

Once the weighted average is calculated for every time bin, those values will act as the
deciding factor for access control. If the value is reasonably high, the user will be having
complete access to the device. If the value is very low, for instance, close to zero, then
there will always be an explicit authentication for that particular time interval. And if the
the match is in between, for instance, near to 50% then the user will have limited access to
the device based on the pre-set security settings.

Figure 17 is the diagrammatic representation of the proposed scheme for access control. In
this figure Si, S, ...... , Sarepresents different sensors in smartphones. D1, Do, ...... , Dn
represents different days. T, To, ...... , Tn represents different time bins in a particular day
and WA represents the weighted average as discussed in section 4.2.
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Figure 17 Proposed Scheme for Access Control
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CHAPTER 5 IMPLEMENTATION

5.1 DEVELOPMENT ENVIRONMENT AND LIBRARIES USED

The proposed methodology is implemented in Java and run under MAC operating system.
The sensor data collection application is developed using Android in Android Studio and
run under Android platform in Samsung Galaxy S6 device. Table 1 shows the development

environment used for implementing the proposed approach.

Programming Language Java 1.8.0_101
Android Application Minimum Version Android 4.0.3
Android Application Target Version Android 6.0
Operating System Mac OS 10.12
Device Android OS Version Android 5.0.1

Table 1 Development Environment for Proposed Approach

The data collected from the users are saved in an excel sheet. So, open source java library
is used to read data from those sheets. Also to recognize the activities (running, walking,
etc.) of the user an open source google API is used. All those libraries are listed in

Table 2.

Recognizing Activities of User GoogleActivityRecognition API
Reading Data from Excel Sheets JXL jar
Table 2 Libraries Used

The IDE’s used for writing, editing, building and debugging the code are listed in
Table 3.

Java Programming Netbeans 8.0.2
Android Application Android Studio 1.4
Table 3 IDE used
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5.2 IMPLEMENTATION DETAILS OF EACH PROCESS IN THE PROPOSED
APPROACH

5.2.1 Sensor Data Collection Using an Android Application

As discussed in section 4.2 the first step in this approach is to collect data from the sensors
in the user’s device. This is achieved using an android application, the code snippet for

which is as follows:

In order to activate any sensor available in the Android operated smartphone,
SensorManager class is used. Following is the code which will first create the object of
SensorManager class and then it connects to the sensor service by calling getSystemService
function and passing sensor service as a parameter to that function.

private SensorManager sensor_manager;

sensor_manager = (SensorManager) getSystemService(Context.SENSOR _SERVICE);

After getting the sensor service, the sensor will be instantiated by using getDefaultSensor
function and passing the type of sensor we want to instantiate. Sensor is the class used to

create an instance of a specific sensor.

public Sensor pressure_sensor,

public Sensor light sensor;

public Sensor accelerometer sensor;
public Sensor proximity sensor;

public Sensor gravity sensor;

public Sensor linearAcceleration _sensor,
public Sensor gyroscope_sensor;

public Sensor orientation_sensor;

public Sensor rotationVector_sensor;
public Sensor ambientTemperature sensor;
public Sensor gps_sensor;

public Sensor magnetometer orient sensor;,

public Sensor accelerometer orient sensor;,
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pressure_sensor = sensor_manager.getDefaultSensor(Sensor.TYPE PRESSURE);
light_sensor = sensor_manager.getDefaultSensor(Sensor.TYPE LIGHT);
accelerometer_sensor =

sensor _manager.getDefaultSensor(Sensor.TYPE ACCELEROMETER);
proximity_sensor = sensor_manager.getDefaultSensor(Sensor.TYPE _PROXIMITY);
gravity sensor = sensor_manager.getDefaultSensor(Sensor.TYPE _GRAVITY);
linearAcceleration_sensor =

sensor_manager.getDefaultSensor(Sensor.TYPE LINEAR ACCELERATION);
gyroscope_sensor = sensor_manager.getDefaultSensor(Sensor.TYPE _GYROSCOPE);
ambientTemperature sensor =

sensor_manager.getDefaultSensor(Sensor.TYPE AMBIENT TEMPERATURE),
rotationVector _sensor =

sensor_manager.getDefaultSensor(Sensor.TYPE ROTATION VECTOR),
accelerometer_orient_sensor =

sensor_manager.getDefaultSensor(Sensor.TYPE ACCELEROMETER);
magnetometer_orient_sensor =

sensor_manager.getDefaultSensor(Sensor. TYPE MAGNETIC FIELD);

After getting the sensor we can register a SensorEventListener for a given sensor by

providing the name of the sensor as a parameter to registerListener() function. The

sampling frequency at which the sensor values will be collected is also passed as a

parameter to this function. When we call this function, that particular sensor will be

activated and start listening to the changes within its hardware. The following snippet will

register the light sensor.
sensor_manager.registerListener(MainActivity.this, light sensor,

SensorManager.SENSOR_DELAY NORMAL);
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When we want to stop the sensor from listening to the changes, we need to unregister it by
calling unregisterListener() function and passing the name of the sensor as one of the
parameters as shown below:

sensor _manager.unregisterListener(MainActivity.this, light_sensor);

After the sensor is registered, if there is any change encountered in the sensor reading or
there is any new reading, onSensorChanged() function is called. The parameter passed to
this function is the object of SensorEvent class. The type of sensor and the value of it can

be extracted from this class as shown in the following snippet:

@Override

public void onSensorChanged(SensorEvent event) {

if (event.sensor.getType() == Sensor.TYPE ACCELEROMETER)
{

accelerometer values x = event.values[0];

accelerometer values y = event.values[1];

accelerometer _values z = event.values[2];

/
/

For using the GPS and get information about the location of the user, LocationManager
class is used. The instance of this class is created to access the location services by calling
getSystemService() function as shown below:

LocationManager locationManager = (LocationManager)

getSystemService(Context. LOCATION SERVICE);,

After this we checked whether there is a GPS provider available by calling

isProviderEnabled() function as shown in the following code snippet:

public boolean provider = false;

provider = locationManager.isProviderEnabled(LocationManager.GPS PROVIDER),;
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Now if the GPS provider is available the location updates are requested by calling
requestLocationUpdates() function and passing name of the GPS provider, minimum time
between those updates, minimum distance after which the updates will be checked and
current context as parameters for that function. After this the latitude and longitude values
of the location is obtained by calling getLastKnownLocation() function. Following is the

code snippet for this process:

public Location location;

if (provider)
{
if (location == null) {

locationManager.requestLocationUpdates(
LocationManager.GPS PROVIDER,
MIN TIME BW UPDATES,
MIN DISTANCE CHANGE FOR_UPDATES, MainActivity.this),

if (locationManager != null) {
location = locationManager
.getLastKnownLocation(LocationManager.GPS PROVIDER),
if (location != null) {
latitude = (float) location.getLatitude();

longitude = (float) location.getLongitude(),
/
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In addition to the sensor data, user daily activities are collected by using Google
ActivityRecognition API. We first created an object of GoogleApiClient class and use that
to get connected to Google Play Services. The code snippet for connection process is shown

below:

GoogleApiClient mApiClient = new GoogleApiClient. Builder(this)
.addApi(ActivityRecognition.API)
.addConnectionCallbacks (this)
.addOnConnectionFailedListener(this)

build();

mApiClient.connect();

After getting connected, we started a new service ActivityRecognizedService from which
we are requesting activity updates by calling requestActivityUpdates() function and
passing Goolge API client and time interval at which we need updates, as parameters.
Following is the code snippet for this process:
@Override
public void onConnected(Bundle bundle) {

Intent intent = new Intent(this, ActivityRecognizedService.class),

Pendinglntent pendinglntent = Pendinglntent.getService(this, 0, intent,
PendingIntent. FLAG_UPDATE CURRENT);

ActivityRecognition. ActivityRecognitionApi.requestActivityUpdates(mApiClient,
10000, pendinglIntent);
/

In the service we defined a function onHandleIntent() and handled the intent which is
passed to this service from the main activity. That intent holds all the activity data like
name of the activity and its confidence. We send this data back to the main activity by
using sendBroadcast() function and passing the intent containing all the information as a

parameter to this function. This process is achieved by writing the following code:
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@Override
protected void onHandlelntent(Intent intent) {
if (ActivityRecognitionResult. hasResult(intent)) {
ActivityRecognitionResult result = ActivityRecognitionResult.extractResult(intent);
if (result.getMostProbableActivity().getConfidence() >=75) {
Log.i(TAG, getType(result.getMostProbableActivity().getType()) + "t" +
result.getMostProbableActivity().getConfidence()),
i = new Intent("ACTIVITY RECOGNITION DATA");
i.putExtra("Activity", getType(result.getMostProbableActivity().getType())),
i.putExtra("Confidence", result.getMostProbableActivity().getConfidence());
i.putExtra("Time", epochTime());
i.putExtra("Wi-Fi" getWi-FiSignals()),
sendBroadcast(i);
M
private String getType(int type) {
if (type == DetectedActivity. UNKNOWN)
return "Unknown'"’;
else if (type == DetectedActivity.IN VEHICLE)
return "In Vehicle",
else if (type == DetectedActivity.ON_BICYCLE)
return "On Bicycle";
else if (type == DetectedActivity. ON_FOOT)
return "On Foot";
else if (type == DetectedActivity.STILL)
return "Still";
else if (type == DetectedActivity. TILTING)
return "Tilting";
else

",

return ",

31



For getting information about the Wi-Fi signals we used Wi-FiManager class. We created
the instance of this class by calling getSystemService() function. The parameter passed to
this function is WI-FI_SERVICE of the current context. WI-FI_SERVICE is the Wi-Fi
manager for management of Wi-Fi connectivity. After getting service we get the name of
the Wi-Fi signal to which the user is connected by calling getSSID() function. The code

snippet for the whole process is shown below:

public String getWi-FiSignals() {
String ssid = null;
final Wi-FiManager Wi-FiManager,
final Wi-Filnfo info;
List<ScanResult> results = null;
String etWi-FilList = "";

String textStatus = "";

ConnectivityManager connManager = (ConnectivityManager)
this.getSystemService(Context. CONNECTIVITY SERVICE);
NetworkInfo networklnfo = connManager.getActiveNetworkInfo();
if (networklnfo!=null) {
if(networklnfo.getType() == ConnectivityManager.TYPE WI-FI) {
Wi-FiManager = (Wi-FiManager) this.getSystemService(Context. WI-
FI SERVICE),
info = Wi-FiManager.getConnectionlnfo();
ssid = info.getSSID();
Logv(TAG, "SSID: " + ssid),

/
/
return ssid;
/
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We received the information, sent by the Service, in the main activity by creating an object
of BroadcastReceiver class as shown in the code snippet below:
BroadcastReceiver receiver = new BroadcastReceiver() {
@Override
public void onReceive(Context context, Intent intent) {
activity = intent.getStringExtra("Activity"),
String confidence =" " + intent.getExtras().getInt("Confidence"),
time =" " + intent.getStringExtra("Time");
Wi-Fi =" " + intent.getStringExtra("Wi-Fi"),

5.2.2 Android Permissions

For an Android application to access data from sensors, Wi-Fi signals or GPS we need to
set some permissions in AndroidManifest.xml file. For getting information about the
Wi-Fi signals and for recognizing activities of the user we set following two permissions:
<uses-permission  android:name="android.permission. ACCESS WI-FI STATE" />
<uses-permission

android:name="com.google.android.gms.permission. ACTIVITY RECOGNITION" />

For collecting data from available hardware sensors and GPS we set the following
permissions:

<uses-permission android:name="android.permission. BODY SENSORS" />
<uses-permission android:name="android.permission.ACCESS COARSE LOCATION"
/>

<uses-permission android:name="android.permission. ACCESS FINE LOCATION" />

5.2.3 Java Application for Creating Profiles and Assigning Weights

As discussed in section 4.2, for this thesis we created an android application which can
collect the user data but we haven’t used that application to actually collect the data. For
testing our approach, we used publicly available data set named GCU dataset. This section

explains the implementation detail of each step discussed in Chapter 4.
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For matching the data between two consecutive days we are using Union and Intersection.
For this we created functions union() and intersection(). The parameters passed to these
functions are the lists containing data for a particular time bin for two consecutive days.
The union() function will return the list of all the distinct values and intersection() function
will return the list of common values. Than the size of both the lists will be calculated by
using list.size() function and match percentage will be calculated based on the sizes. This
process is achieved by writing the following code snippet:

List union = union(dayl,day2),
List intersection = intersection(dayl,day2);
double unionsize = union.size(),
double intersectionsize = intersection.size();

match_percent = (intersectionsize/unionsize) * 100,

public static <T> List<T> union(List<T> listl, List<T> list2) {
Set<T> set = new HashSet<T>();

set.addAll(listl),
set.addAll(list2),

return new ArrayList<T>(set);

/

public static <T> List<T> intersection(List<T> listl, List<T> list2) {
Set<T> list = new HashSet<T>();

for (Tt list]) {
if(list2.contains(t)) {
list.add(t);

/
/

return new ArrayList<T>(list);
/
After we got the match percentages for every time bin of each sensor, we checked the
stability in usage for that sensor based on those percentages and assign weights
accordingly. For checking the priority, we are first storing the percentages as values and

sensors as keys in a HashMap. After that we are applying sorting function on it which gives
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us the sorted HashMap of sensors and percentages with the highest value in the top. The
code snippet for this process is shown below:
private static HashMap sortByValues(HashMap map) {
List list = new LinkedList(map.entrySet());
Collections.sort(list, new Comparator() {
public int compare(Object o1, Object 02) {
return ((Comparable) ((Map.Entry) (0l)).getValue())
.comparelo(((Map.Entry) (02)).getValue()),
/
y2h

HashMap sortedHashMap = new LinkedHashMap();
for (Iterator it = list.iterator(), it.hasNext();) {
Map.Entry entry = (Map.Entry) it.next();
sortedHashMap.put(entry.getKey(), entry.getValue()),
/

return sortedHashMap;
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CHAPTER 6 EVALUATION RESULTS AND ANALYSIS

For testing our approach, we used subset of GCU dataset Version 1 [3]. This is a publicly
available dataset and comprises of the data collected from 7 users. All the users are either
staff or students of the Glasgow Caledonian University. The data was collected in the
year 2013 by using Android devices and comprises of data from cell towers, Wi-Fi
networks and application usage. The length of the original dataset varies from 2 weeks to
14 weeks for different users. But we are using only 2 weeks’ data for each user. The
different fields in this dataset are:

e Timestamp

e Probe name (GCU.CellProbe, GCU.RunningApplicationsProbe,

GCU.Wi-FiProbe)

e Username

e Date

e Time

e List of values for each observed probe
All the information available in this dataset is anonymized. Table 4 below summarizes

the data we are using.

1 Number of Users
2 Number of Days for Each User 15
3 Number of Sensors

Table 4 Dataset Details

6.1 EVALUATION ANALYSIS FOR ALL USERS

The evaluations discussed in chapter 4 for comparing the data and assigning weights are
applied on data for each user. The data from each sensor is divided into time bins of 15
minutes for each day. For two consecutive days that data is compared to get the match
percentage. The results of every user for few random days and time bins is discussed in the

following sub sections.
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6.1.1 Evaluation analysis for User 1

Figure 18 shows the match percentage of application usage of user 1 in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 18 that for this user there is

not much difference in the threshold of different time bins for application usage.

l

lication Usage

T iy

Application Usage

Match Pertentige

Tisene B

Time B

Figure 18 Match Percentage in Different Time Bins for Application Usage (User 1)

Figure 19 shows the results of match percentages of cell tower in each time interval for
randomly selected two consecutive days. The graphs show us that there is high variation in

the percentages for different time bins.
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Figure 19 Match Percentage in Different Time Bins for Cell Tower Location (User 1)

Figure 20 shows the same information for Wi-Fi Networks. This sensor also shows

disparity in the match percentages for different time bins.
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Figure 20 Match Percentage in Different Time Bins for Wi-Fi Networks (User 1)

Hence, it is clear from the above observations that user 1 shows stability in usage of the
smartphone during certain time intervals but not in the entire day, except for the application
usage.

The next thing we investigated is the need of assigning weights to the sensors. As a proof
of our argument we generated graphs for four random time bins of each day for every
sensor. These graphs are shown in Figure 21 and Figure 22. From these graphs we can
clearly see that user is showing more stability in application usage followed by the Wi-Fi

and then cell tower for most of the days.
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Figure 21 Stability of Different Sensors in Random Time Bins (User 1)
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Figure 22 Stability of Different Sensors in Random Time Bins (User 1)

So, based on the information we got from the above graphs we assigned weights to the
sensors according to the stability they are showing for this user. We did this by using two
weighting techniques discussed in Chapter 4 and calculated the weighted average
according to both the techniques. We have also calculated the simple average and
compared it with the other two techniques. The results of this comparison are shown in
Figure 23 and Figure 24.

We observed from the graphs in Figure 23 and Figure 24 that the weighting scheme 1 is
giving the high aggregate percentage followed by weighting scheme 2 and average for most

of the time bins. So, weighting scheme 1 is showing better results for user 1 in this dataset.
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Figure 23 Comparison of Different Weighting Schemes (User 1)
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Figure 24 Comparison of Different Weighting Schemes (User 1)
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6.1.2 Evaluation analysis for User 2

Figure 25 shows the match percentage of application usage of user 2 in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 25 that for this user the match

percentages are approximately same for all time bins.

Figure 25 Match Percentage in Different Time Bins for Application Usage (User 2)
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Figure 26 shows the results of match percentages for user 2 of cell tower in each time
interval for randomly selected two consecutive days. The graphs show us that for most of
the time bins it is approximately 50% but still there is high variation in the percentages for

different time bins.
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Figure 27 shows that this user shows very less stability in terms of connecting to Wi-Fi
signals for most of the time. This sensor also shows disparity in the match percentages for

different time bins.
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Figure 27 Match Percentage in Different Time Bins for Wi-Fi Networks (User 2)

Hence, it is clear from the above observations that user 2 also shows stability in usage of
the smartphone during certain time intervals but not in the entire day except for the

application usage.

The next thing we investigated is the need of assigning weights to the sensors. As a proof
of our argument we generated graphs for four random time bins of each day for every

sensor. These graphs are shown in Figure 28 and Figure 29.
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Figure 29 Stability of Different Sensors in Random Time Bins (User 2)
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From these graphs we can clearly see that user is showing more stability in application
usage followed by the Wi-Fi and then cell tower for most of the days except for time bin

14:45:00 — 15:00:00 where stability in cell tower is greater than Wi-Fi.

We followed the same procedure for calculating weighted average using two different
techniques and comparing it with simple average for user 2 as well. The results of this

comparison are shown in Figure 30 and Figure 31.

Day 2 and Day 3

Time Bin

Figure 30 Comparison of Different Weighting Schemes (User 2)
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Day 6 and Day 7

Day 8 and Day 9

Figure 31 Comparison of Different Weighting Schemes (User 2)

We observed from the graphs that the weighting scheme 1 is giving the high aggregate
percentage followed by weighting scheme 2 and average for most of the time bins. For
certain time bins we observed that there is no difference or very less difference in the
weighted average and the simple average. By analyzing the data, we found that this
happens when the values of match percentages for every sensor is approximately same.
But overall for this user also, weighting scheme 1 is showing better results for dataset we

used.
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6.1.3 Evaluation analysis for User 3

Figure 32 shows the match percentage of application usage of user 3 in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 32 that for this user there is

not much difference in the threshold of different time bins for application usage except for

the fact that in certain time intervals the match percentage is 0 which means no stability at

T I

Figure 32 Match Percentage in Different Time Bins for Application Usage (User 3)

Figure 33 shows the results of match percentages of user 3 for cell tower in each time
interval for randomly selected two consecutive days. The graphs show us that for most of
the time bins it is 100% and user 3 is showing more stability in terms of cell tower as

compared to the previous two users.
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Figure 33 Match Percentage in Different Time Bins for Cell Tower (User 3)

Figure 34 shows high variation in match percentages of Wi-Fi Networks for this user.
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Figure 34 Match Percentage in Different Time Bins for Wi-Fi Networks (User 3)

Hence, it is clear from the above observations that user 3 shows stability in usage of the
smartphone during certain time intervals but not in the entire day except for the application

usage and cell tower.
The next thing we investigated for this user also is the need of assigning weights to the

sensors. As a proof of our argument we generated graphs for four random time bins of each

day for every sensor. These graphs are shown in Figure 35 and Figure 36.
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Figure 35 Stability of Different Sensors in Random Time Bins (User 3)
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From the above graphs we can clearly see that in a span of 15 days, user 3 is showing more
stability in application usage followed by the Wi-Fi and then cell tower for most of the
days and time bins.

The results of comparison of different weighting techniques for user 3 are shown in

Figure 37 and Figure 38.
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Figure 37 Comparison of Different Weighting Schemes (User 3)
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Day 9 and Day 10

TIME BIN

Figure 38 Comparison of Different Weighting Schemes (User 3)

We observed from the graphs that the weighting scheme 1 is giving the high aggregate
percentage followed by weighting scheme 2 and average for most of the time bins. So,

weighting scheme 1 is showing better results for user 3.

6.1.4 Evaluation analysis for User 4

Figure 39 shows the match percentage of application usage of user 4 in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 39 that for this user there is

not much difference in the threshold of different time bins for application usage.
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Figure 39 Match Percentage in Different Time Bins for Application Usage (User 4)
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Figure 40 shows the results of match percentages of user 4 for cell tower in each time
interval for randomly selected two consecutive days. The graphs show us that there is high
variation in the percentages for different time bins. Also for most of the time intervals its

0.

l

Cell Towe

Cell Tower

ll, b dld (s

Figure 40 Match Percentage in Different Time Bins for Cell Tower (User 4)

Figure 41 shows the same information for Wi-Fi Networks. This sensor also shows

disparity in the match percentages for different time bins.
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Figure 41 Match Percentage in Different Time Bins for Wi-Fi Networks (User 4)

Hence, it is clear from the above observations that this particular user shows stability in
usage of the smartphone during certain time intervals but not in the entire day except for
the application usage.

The next thing we investigated is the need of assigning weights to the sensors. As a proof
of our argument we generated graphs for four random time bins of each day for every

sensor. These graphs are shown in Figure 42 and Figure 43.
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Figure 42 Stability of Different Sensors in Random Time Bins (User 4)
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Figure 43 Stability of Different Sensors in Random Time Bins (User 4)

From these graphs we can clearly see that in a span of 15 days, user 4 is showing more
stability in application usage followed by the Wi-Fi and then cell tower for most of the
days.

So, based on the information we got from the above graphs we assigned weights to the
sensors according to the stability they are showing for this user as well and compared the
results of these techniques. The results of this comparison are shown in Figure 40 and
Figure 41.

We observed from the graphs that the weighting scheme 1 is giving the high aggregate
percentage followed by weighting scheme 2 and average for most of the time bins. So,

weighting scheme 1 is showing better results for user 4.
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Figure 45 Comparison of Different Weighting Schemes (User 4)
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6.1.5 Evaluation analysis for User 5

Figure 46 shows the match percentage of application usage for user 5 in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 46 that for this user there is
not much difference in the threshold of different time bins for application usage except for

the fact that in certain time bins the match percentage is 0 that mean no stability at all.

WMl oo

Figure 46 Match Percentage in Different Time Bins for Application Usage (User 5)

Figure 47 shows the results of match percentages of user 5 for cell tower in each time
interval for randomly selected two consecutive days. The graphs show us that user 5 is not

showing any steadiness in usage of smartphone in terms of cell tower for most of the time.

= R

Figure 47 Match Percentage in Different Time Bins for Cell Tower (User 5)
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Figure 48 shows the same type of information as of cell towers for Wi-Fi Networks. Either

there is high variation or it is 0.

- ;  [RERRNEE

Figure 48 Match Percentage in Different Time Bins for Wi-Fi Networks (User 5)

Hence, it is clear from the above observations that user 5 also shows stability in usage of
the smartphone during certain time intervals but not in the entire day.

The next thing we investigated is the need of assigning weights to the sensors. As a proof
of our argument we generated graphs for four random time bins of each day for every

sensor. These graphs are shown in Figure 49 and Figure 50.
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From these graphs we can clearly see that over a period of 15 days, user 5 is not showing

much stability in smartphone usage for any of the sensors for most of the days and time

intervals.

So, when we applied different weighting techniques for this user, we observed that even

weighting scheme 1 is not giving as good results as it is giving for other users. This is

because of the fact that this user is not showing much stability for any of the given sensors

Day 2 and Day 3

= &8 & 3 § 8 °

ateuaag

in this dataset. The results of this comparison are shown in Figure 51 and Figure 52.
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Figure 52 Comparison of Different Weighting Schemes (User 5)
good for this user for most of the days, it is still performing better than weighting scheme

We observed from the graphs that despite of the fact that even weighting scheme 1 is not
Figure 53 shows the match percentage of user 6 for application usage in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 53 that for this user there is

slight difference in the threshold of different time bins for application usage.

2 and simple average in few of the time intervals.
6.1.6 Evaluation analysis for User 6
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Figure 53 Match Percentage in Different Time Bins for Application Usage (User 6)

Figure 54 shows the results of match percentages of user 6 for cell tower in each time
interval for randomly selected two consecutive days. The graphs show us that there is high

variation in the percentages for different time bins.

l

Cell Tower

' uhhl RN

Figure 54 Match Percentage in Different Time Bins for Cell Tower (User 6)

Cell Tower

Figure 55 shows the same information for Wi-Fi Networks. This sensor also shows

disparity in the match percentages for different time bins.
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Figure 55 Match Percentage in Different Time Bins for Wi-Fi Networks (User 6)

Hence, it is clear from the above observations that user 6 shows stability in usage of the
smartphone during certain time intervals but not in the entire day except for the application
usage.

The next thing we investigated is the need of assigning weights to the sensors. As a proof
of our argument we generated graphs for four random time bins of each day for every

sensor. These graphs are shown in Figure 56 and Figure 57.
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Figure 56 Stability of Different Sensors in Random Time Bins (User 6)
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Figure 57 Stability of Different Sensors in Random Time Bins (User 6)

From these graphs we can clearly see that user is showing more stability in application

usage followed by the cell tower and then Wi-Fi for most of the days.

We assigned weights to different sensors for this user. The results of this comparison are

shown in Figure 58 and Figure 59.
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Day 8 and Day 9

— 1 T V]

—Af g Srhames ¥

e U S T

120

[ 13

(2]
i

:

20

DS OREED
ST - geNmET
DI 20RE LT
ST RS
Eitarg o ard
ORSITE-A0REIE
[LETE R
B aL -t
e {E i i 2 H
[VETETE
SESETL - B0EERT
BEStAT-20aem
DS FCE-30RER
SRS -0
0L - 20065
ST
DRSS IS
[EHEAR
DS -HREN
ST - AN
SFEL - 2006
DESETT -8
OESLE-WRELT 5
OFSLTE-200TE S
OESFTI-SRIETT 3
RSETI-S00 L]
S FAL-A00E0T
BT -t
OFSH SR
0L S 200060
SESER- MOSEND
BESER- 209500
DS HIG-A0SELD
OFST- 200D
OFSF J0SESD
[EiE
S R
05150 005D
DS BRER
OESTR- M
DOSEEN 0SETD
ST WU
RN TE D
05T T SRETD
DESFII-2E LD
RESTTE- p0rRetD
DOSH - HRE0T
EEpg e

Day 12 and Day 13

—_—urrag

—Welghiing Schames I

walghting Schame 1

(el O-0EED
DT - OO £
DT -0 0T T
D ST - ORI
WS- WUET
ST I -0 TE
00 S0 - (- OEOE
DL - (O 02

| OG0T SL

(O STET - 0FET
[T - G OFsl
WOETE- O 0r gL
BT -000ELT
PFSTLT - (00T
DS - OOFOERT
LR - (TR
DSl - O OESL
DFSTST - (FONSE
ST 0FOERT
DOFETHT - OFOONT
DO ET - DEOFED

| DOFSTET - FOB-ET

S TI-000ETL 5
DFSTTL-OF0FTT m
ST OEOETT F
ST 00T F

| DO 00T

DS - O ORFOL
S a- (0 50
(ST R0 (R 0060
[ - G OF 2
FETE0- S0 E
OO Ew L0 - OO 0E-L0
POSTAN- (OFOF L0
D05 80 - 000 50
ORLET - (RO 50
DS~ 0 0E S0
D ST50 - (OO S0
O T - O OEN
DOST ) OO
5 OFOEED
DT - (O ORED
SR T0 - (U070
D ST D800 20
DO T QT
ST~ 005 T

| - 0R0E0D

DT 00 00O O

Figure 59 Comparison of Different Weighting Schemes (User 6)
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We observed from the graphs that the weighting scheme 1 is giving the high aggregate
percentage followed by weighting scheme 2 and average for most of the time bins. So,

weighting scheme 1 is showing better results for user 6.

6.1.7 Evaluation analysis for User 7

Figure 60 shows the match percentage of application usage for user 7 in every time bin for
two consecutive random days. We have expanded the graph for 2 hours’ duration in order
to show clear picture of the results. It is clear from the Figure 60 that for this user there is

not much difference in the threshold of different time bins for application usage.

TN

Figure 60 Match Percentage in Different Time Bins for Application Usage (User 7)

Figure 61 shows the results of match percentages of cell tower for user 7 in each time
interval for randomly selected two consecutive days. The graphs show us that there is not
much variation in the percentages for different time bins except that it is 0 for most of the

time bins.
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Figure 61 Match Percentage in Different Time Bins for Cell Tower (User 7)

Figure 62 shows disparity in the match percentages of user 7 for different time bins for

Wi-Fi networks.

il

Figure 62 Match Percentage in Different Time Bins for Wi-Fi Networks (User 7)

Hence, it is clear from the above observations that this particular user shows stability in

usage of the smartphone during certain time intervals but not in the entire day.
The next thing we investigated is the need of assigning weights to the sensors. As a proof

of our argument we generated graphs for four random time bins of each day for every

sensor. These graphs are shown in Figure 63 and Figure 64.
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Figure 65 Comparison of Different Weighting Schemes (User 7)
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From these graphs we can clearly see that user 7 is showing more stability in application
usage for sure. But as far as Wi-Fi and cell towers are concerned, for certain time bins this
user is showing more stability for Wi-Fi than cell tower and for some time intervals it is

vice versa.
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Figure 66 Comparison of Different Weighting Schemes (User 7)

68

120

0
0
40
20

FONVINIIMAL

F9VINIIHIL

So, it is beneficial to create user profiles for short time intervals instead of creating them
for the entire day. In that way, we will be having different thresholds, based on which the
device can determine whether to opt for implicit or for explicit authentication. Herein, the

From the evaluation analysis we observed that most of the users are showing stability in
application usage for the entire day but that is not the case for cell tower and Wi-Fi network.

We observed from the graphs that for this user either the weighting scheme 1 is giving the
high aggregate percentage followed by weighting scheme 2 and average or they are

6.2 SUMMARY OF THE EVALUATION RESULTS

approximately equal.



user need not use any password or any type of explicit authentication in those time intervals
where he is steady in using his device or in short, where the match percentage is
significantly high. Also if in any time interval the user is showing medium stability he/she
will be having limited access to the device features in that time interval. That level of
limitation can be set by the user in the security and privacy settings. Finally, if the user is
not showing any stability in a time interval, he/she always need to use explicit
authentication in that particular time bin. So, the match percentage in different time
intervals will decide that whether or not, the data can be used for authentication. Also these
percentages will decide how much access of resources should be given to the user. This is
generalized in the following equation:
Let X be value of match percentage, then the decision can be made as follows:

X% ~ 0—— The data is not significant to be used for authentication
X% ~ 50—— The data is not entirely significant to be used for authentication,

so limited access

X% ~ 100—— The data is significant to be used for authentication

The benefit of using weights is, the sensor yielding more information about the user will
be given more importance and hence will increase the threshold. The higher the value of
threshold for a user, the more difficult it would be for someone to impersonate his/her
activities. If we do not apply any weighting technique and calculate the simple average
than all the sensors will be given equal importance. So, the sensor for which the user is not
showing any stability at all, will decrease the overall threshold and it will be easier to

impersonate the usage patterns of that particular user.
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CHAPTER 7 CONCLUSION

In this thesis, we studied how smartphone usage & network data can be used for
authentication & access control. For this purpose, we used a publicly available dataset
containing data from cell tower, Wi-Fi network and application usage of 7 users. The data
was divided into time bins in order to investigate variations in thresholds for a user in
different times of a day. We suggested that based on the match percentages, the significance
of data to be used for authentication and access control can be decided. We have also
evaluated two weighting techniques to assign weights to the sensors. The results of our
evaluation showed that by applying weighting schemes, the match percentage can be
increased which might be helpful in mitigating impersonation attacks in implicit

authentication scheme.

For this research the dataset which we used was small containing data for only two
weeks. Hence we have not considered whether the day is a weekday or weekend. But it
can be implemented by using our approach. This can be achieved with an additional tag
which represents whether it is a weekday. The tag can be added to user profile to
differentiate between the pattern of weekday and weekend. While comparing the data,
user behavior pattern of weekday will be matched to another weekday and pattern of
weekend will be matched with weekend. The rest of the approach will work in the similar

way.

We have not tested our approach on real time streaming data. So at this point of time we
cannot comment on how it will perform on data coming live from mobile devices. But we
can apply this approach in addition with some classification algorithm in order to increase
the accuracy and reliability of our approach. It will involve the training and the testing
phases. When the user buys a phone with this feature of implicit authentication, the device
will learn his behavior for few days. In that training phase, the device will generate some
patterns of user profile for different time bins of both weekday and weekend based on some
machine learning algorithm. It will also decide about the priorities of those sensors in the
training phase. In the testing phase, the data coming from the device will be grouped into
time bins and classification accuracy will be calculated for every 15 minutes (or the size of

the time bin). Based on that accuracy, the user will be given access to the device.
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7.1 LIMITATIONS

Even though the results of our evaluations are good for the dataset we used, there are some
limitations of our approach. The first limitation is, we tested our approach on a publicly
available dataset. We are not sure how it would affect if the approach were to be applied
on real time Live data. The second limitation is that, we utilized only one dataset for
evaluating our approach and hence we do not know how it will perform when we have
other datasets with more sensors values stored in it. The third limitation is that for every
user we compared the data between two consecutive days. But we couldn’t observe how

our approach would behave when the data is compared between 3 or 4 consecutive days.

7.2 FUTURE WORK

Our future works includes conducting a user study to collect real time data from the
application we developed and test our approach on that data. We would also like to test our
approach on the other available similar datasets.

In addition, we would also like to make this a hybrid approach, so that it should work fine
if the device has to be shared by multiple users. In such scenarios, the device will learn
different behaviors during the training phase and when the testing phase starts, it will match
the user behavior with all the stored patterns. If any of the pattern is matched, then the user

will be considered as an authentic user.
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