
EULERIAN AND LAGRANGIAN STUDIES OF CIRCULATION ON
THE SCOTIAN SHELF AND ADJACENT DEEP WATERS OF THE

NORTH ATLANTIC WITH BIOLOGICAL IMPLICATIONS

by

Shiliang Shan

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy

at

Dalhousie University
Halifax, Nova Scotia

August 2016

© Copyright by Shiliang Shan, 2016



TABLE OF CONTENTS

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Abbreviations and Symbols Used . . . . . . . . . . . . . . . . . . . . . . xii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Objectives of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Chapter 2 General Oceanic Conditions on the Scotian Shelf and Relevant

Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Circulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Sea Surface Temperature Observed by Satellite and Buoy . . . . . . . . . 16

2.4 Temperature Transects Observed by Glider . . . . . . . . . . . . . . . . 22

Chapter 3 Sable Gully and Adjacent Waters . . . . . . . . . . . . . . . . . 24

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Numerical Modelling System . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2.1 Multi-Nested Circulation Model . . . . . . . . . . . . . . . . . . 28

3.2.2 Particle Tracking Model . . . . . . . . . . . . . . . . . . . . . . 31

ii



3.3 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.4 Physical Processes Affecting Circulation and Hydrography . . . . . . . . 47

3.4.1 Circulation during a Storm Event . . . . . . . . . . . . . . . . . 48

3.4.2 Annual Mean Circulation . . . . . . . . . . . . . . . . . . . . . . 57

3.4.3 Seasonal Mean Circulation . . . . . . . . . . . . . . . . . . . . . 64

3.5 Particle Movement in the Sable Gully . . . . . . . . . . . . . . . . . . . 67

3.5.1 Design of Particle Tracking Experiments . . . . . . . . . . . . . 67

3.5.2 Particle Movements Forward and Backward in Time . . . . . . . 70

3.5.3 Residence Time . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.6 Implications for Whale Distribution and Migration . . . . . . . . . . . . 85

3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Chapter 4 Central Scotian Shelf Adjacent to Halifax . . . . . . . . . . . . 89

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.2 Numerical Modelling System . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.3.1 Sea Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.3.2 Hydrography . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.3.3 The Nova Scotia Current . . . . . . . . . . . . . . . . . . . . . . 112

4.4 Physics Controlling Surface Temperature Variability in Summer . . . . . 117

4.5 Coastal Upwelling on the Scotian Shelf . . . . . . . . . . . . . . . . . . 121

4.5.1 Observed Coastal Upwelling . . . . . . . . . . . . . . . . . . . . 121

4.5.2 Simulated Coastal Upwelling . . . . . . . . . . . . . . . . . . . 128

4.5.3 Role of Irregular Coastline and Topography in Coastal Upwelling:

A Process Study . . . . . . . . . . . . . . . . . . . . . . . . . . 136

4.6 Implications for Salmon Migration . . . . . . . . . . . . . . . . . . . . . 141

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

iii



Chapter 5 North Atlantic . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5.2 Circulation of the North Atlantic . . . . . . . . . . . . . . . . . . . . . . 148

5.3 Biophysical Particle Tracking Model . . . . . . . . . . . . . . . . . . . . 152

5.3.1 Horizontal Movement . . . . . . . . . . . . . . . . . . . . . . . 152

5.3.2 Vertical Movement (Diel Vertical Migration) . . . . . . . . . . . 154

5.3.3 Key Biological Parameters of Eels used in the Model . . . . . . . 156

5.3.4 Energy Expenditure . . . . . . . . . . . . . . . . . . . . . . . . 156

5.3.5 Design of Particle Tracking Experiments . . . . . . . . . . . . . 156

5.4 Particle Tracking Results . . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.4.1 Success and duration of Migration . . . . . . . . . . . . . . . . . 160

5.4.2 Energy Expenditure . . . . . . . . . . . . . . . . . . . . . . . . 167

5.4.3 Environmental Conditions Experienced along the Migration Route 167

5.5 Implications for Eel Migration . . . . . . . . . . . . . . . . . . . . . . . 174

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

Chapter 6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

6.1 Main Results and their Significance . . . . . . . . . . . . . . . . . . . . 178

6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Appendix A Circulation model . . . . . . . . . . . . . . . . . . . . . . . . . 184

A.1 DalCoast-Gully . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

A.2 DalCoast-CSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

Appendix B List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . 188

Appendix C Copyright Permission . . . . . . . . . . . . . . . . . . . . . . . 189

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

iv



LIST OF TABLES

3.1 Total volume transport through transect FF’ calculated using annual
mean results in experiment CR. . . . . . . . . . . . . . . . . . . . 63

3.2 List of particle tracking experiments using different model flow
fields and different values of the eddy diffusivity coefficient for the
random walk at different release depths. . . . . . . . . . . . . . . . 69

3.3 Percentage of the total number of particles above/at/below the depth
of the Gully rim (∼200 m) during selected tracking experiments in
mid-February and mid-August 2006 in ExpCTL . . . . . . . . . . . 71

3.4 The residence time estimated from tracking experiments using dif-
ferent values of the eddy diffusivity coefficient . . . . . . . . . . . 77

5.1 List of horizontal swimming behaviors considered in this study. . . 155

5.2 Number of scenarios conducted with different combinations of pa-
rameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

5.3 Overall success of the tested scenarios (taking into account the
oceanic circulation). . . . . . . . . . . . . . . . . . . . . . . . . . 163

5.4 Effects of ocean currents on the spawning migration of v-eels. . . . 166

v



LIST OF FIGURES

1.1 Major topographic features over the Gulf of St. Lawrence, Grand
Banks, Scotian Shelf, Gulf of Maine and Georges Bank. . . . . . . 5

2.1 Monthly mean sea level at 10 selected tide gauges in the Gulf of St.
Lawrence and along the coast of Nova Scotia. . . . . . . . . . . . 14

2.2 Annual and seasonal mean windroses at Sable Island based on the
hourly weather station records in 2006. . . . . . . . . . . . . . . . 15

2.3 MODIS satellite remote sensing data of sea surface temperature
(SST) over the Scotian Shelf and adjacent waters on (a) April 12
and (b) October 9, 2006. . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 MODIS SST over the central Scotian Shelf adjacent to Halifax on
(a) March 10 and (b) September 1, 2012. . . . . . . . . . . . . . . 19

2.5 Observed SST prior to 2014 at the Halifax Harbour Buoy. . . . . . 20

2.6 Normalized annual anomalies of temperatures at the bottom and
discrete depths for the Scotian Shelf-Gulf of Maine region. . . . . 21

2.7 Glider observed temperature in March, August and September 2012. 23

3.1 Major topographic features and domains of the five-level multi-
nested modelling system for the Sable Gully and adjacent waters. . 30

3.2 Vertical profiles of the time-mean currents at four mooring stations
in the Sable Gully. . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Vertical profiles of seasonal mean currents at the center of the Sable
Gully (SG11). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4 February and August mean surface and subsurface (200 m) mod-
elled currents in 2006 in the Sable Gully and adjacent waters. . . . 38

3.5 Tidal current ellipses of depth-averaged M2 and K1. . . . . . . . . 41

3.6 Vertical profiles of observed and simulated M2 and K1 tidal current
ellipses at SG11. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.7 Vertical profiles of observed and simulated temperature and salinity
in April along transect BB’ (Gully Head) and CC’ (Gully Mouth). 45

3.8 Vertical profiles of observed and simulated temperature and salinity
in August along transect BB’ (Gully Head) and CC’ (Gully Mouth). 46

vi



3.9 A snapshot of five-level multi-nested model results in control run
(CR) at the peak of tropical storm Alberto. . . . . . . . . . . . . . 49

3.10 Surface currents produced by submodel L5 at 00:00 UTC June 16,
2006 (day 167.0) in experiments (a) CR and (b) NW. . . . . . . . . 50

3.11 Vertical distributions of currents in the Sable Gully at along-canyon
transect AA’ on 03:00 UTC June 16, 2006. . . . . . . . . . . . . . 53

3.12 Vertical distributions of currents in the Sable Gully at across-canyon
transect CC’ on 03:00 UTC June 16, 2006. . . . . . . . . . . . . . 54

3.13 Vertical distributions of currents in the Sable Gully at along-canyon
transect AA’ on 18:00 UTC June 16, 2006. . . . . . . . . . . . . . 55

3.14 Vertical distributions of currents in the Sable Gully at across-canyon
transect CC’ on 18:00 UTC June 16, 2006. . . . . . . . . . . . . . 56

3.15 Vertical distributions of annual mean currents in control run (CR)
at along-canyon transect AA’ and across-canyon transect CC’. . . 58

3.16 Vertical distributions of simulated annual mean currents in the
Sable Gully at along-canyon transect AA’. . . . . . . . . . . . . . 60

3.17 Vertical distributions of simulated annual mean currents in the
Sable Gully at across-canyon transect CC’. . . . . . . . . . . . . . 61

3.18 Horizontal distributions of simulated annual mean volume transport
in the Sable Gully. . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.19 Horizontal distributions of simulated monthly mean volume trans-
port in February and August 2006 in the Sable Gully. . . . . . . . 65

3.20 Horizontal distributions of the monthly mean volume transport
forced by tides; wind; and other forcings. . . . . . . . . . . . . . . 66

3.21 Initial positions of color-coded particles released at 200 m over
Zone 1 of the Gully Marine Protected Area. . . . . . . . . . . . . 68

3.22 Schematics of two sets of tracking experiments in the Gully Marine
Protected Area in February and August 2006. . . . . . . . . . . . 69

3.23 Particle positions in the top 180 m; between 180 to 220 m; and
below 220 m at day 3 and day 6 in the case of forward in time
tracking in ExpCTL. . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.24 Same as Fig. 3.23, except that all particles are released at 00:00
February 17, 2006 and tracked backward in time in ExpCTL. . . . 73

3.25 Same as Fig. 3.23, except that all particles are released at 00:00
August 12, 2006 and tracked forward in time in ExpCTL. . . . . . 74

vii



3.26 Same as Fig. 3.23, except that all particles are released at 00:00
August 18, 2006 and tracked backward in time in ExpCTL. . . . . 75

3.27 Time series of the percentage of the total number of particles re-
mained in the initial release domain in ExpCTL. . . . . . . . . . . 78

3.28 Same as Fig. 3.27, except that the particles are carried by the model
flow fields without tides in ExpNT. . . . . . . . . . . . . . . . . . 79

3.29 Distributions of the estimated residence time based on tracking
experiments in ExpCTL . . . . . . . . . . . . . . . . . . . . . . . 81

3.30 Same as Fig. 3.29, except that the particles were carried by the
model flow fields without tides in ExpNT. . . . . . . . . . . . . . 82

3.31 Same as Fig. 3.29, except that the eddy diffusivity coefficient K is
10 times smaller than the value used in ExpCTL. . . . . . . . . . 83

3.32 Same as Fig. 3.29, except that the eddy diffusivity coefficient K is
10 times larger than the value used in ExpCTL. . . . . . . . . . . 84

3.33 Documented northern bottlenose whale sightings around the canyons
of the eastern Scotian Slope between 1967 and 2010. . . . . . . . 86

4.1 MODIS SST on September 1, 2012. . . . . . . . . . . . . . . . . 90

4.2 Domains and major bathymetric features of the four-level multi-
nested modelling system for the central Scotian Shelf. . . . . . . . 94

4.3 Scatterplots between observed and simulated amplitudes and phases
of tidal elevations. . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.4 Time series of observed and simulated tidal and non-tidal sea sur-
face elevations at a tide gauge in Halifax Harbour. . . . . . . . . . 98

4.5 Simulated and observed monthly-mean SST fields in February,
May, August and November 2012. . . . . . . . . . . . . . . . . . 103

4.6 Simulated and observed monthly-mean sea surface salinity (SSS)
fields in February, May, August and November 2012. . . . . . . . 104

4.7 Time series of the St. Lawrence River discharge near Québec City
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ABSTRACT

A thorough understanding of circulation and hydrography over the eastern Canadian

Shelf remains a major challenge within the field of physical oceanography. Reliable

predictions of physical oceanic conditions are of great importance to studies of marine

animal distribution and migration in the region. This thesis examines the circulation,

hydrography, and associated variabilities on the Scotian Shelf and adjacent deep waters.

An Eulerian perspective is taken and extensive use is made of a newly developed state-

of-the-art multi-nested ocean circulation modelling system. The model performance is

assessed extensively against various observations. Model results are used to quantify the

tide-topography interaction, wind-driven circulation, shelfbreak jet, cross-shelf transport,

upstream/downstream areas, and residence time in the Sable Gully Marine Protected Area.

A process study is conducted to investigate the contributions of tidal mixing and wind-

driven coastal upwelling to the formation of cold surface water along the Nova Scotia’s

coast in summer. The important influence on coastal upwelling of small-scale irregularities

in the coastline and nearshore bathymetry near the Halifax Harbour is identified and

explained through model sensitivity studies.

This thesis also investigates how the distribution and migration of marine animals

respond to changes in the physical marine environment. A Lagrangian perspective is

taken and a new biophysical particle tracking model is developed by adding the migratory

behaviors to the passive drift. An in-depth numerical study of the spawning migration

of American and European eels is conducted to examine the influence of the North

Atlantic circulation on their migration from the coastal ocean (e.g., Scotian Shelf) to the

Sargasso Sea. The model results suggest that orientated swimming behavior is required

for eels to reach their spawning areas within the expected time window. The presence of

ocean currents increases the duration of migration and travelled distances, particularly for

American eel migrating at low swimming speed. In addition, the implications of circulation

for the northern bottlenose whale in the Gully and Atlantic salmon transiting the Scotian

Shelf are briefly discussed. The expertise gathered in the present work can be used to

develop similar models for other regions and species.

xi
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temperature on the oxygen consumption rate

ue modelled normal flow at the eastern open boundary m s−1

ηe modelled surface elevation at the eastern open bound-

ary

m

ηw wind-driven surface elevation m

ηt tidal sea surface elevation m

uw depth-averaged wind-driven current m s−1

ut depth-averaged tidal current m s−1

uc depth-averaged climatological baroclinic current m s−1

c phase speed of the external gravity wave m s−1

h water depth m
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CHAPTER 1

INTRODUCTION

1.1 Background

Thorough understanding of the circulation and hydrography on the Scotian Shelf and adja-

cent North Atlantic is still an intriguing research topic in the field of physical oceanography,

due to the complex topography, highly variable forcing functions, and strong nonlinear

dynamics in the region. Reliable knowledge of physical oceanic conditions is also of great

importance to studies concerning marine animal distribution and migration in the region.

The Scotian Shelf is a rugged continental shelf lying off Nova Scotia over the northwest

Atlantic. The Shelf is about 700 km long and between 125 and 250 km wide, and

bounded between the Laurentian Channel on the northeast and the Northeast Channel on

the southwest (Fig. 1.1). There are several large shallow banks on the outer part of the

Shelf, and basins and smaller banks in the middle and inner Shelf. There are several deep

channels along the shelf break, especially the Sable Gully and Scotian Gulf, which extends

further onto the Shelf.

The Sable Gully and the central Scotian Shelf adjacent to Halifax are two of several

physically and ecologically significant areas on the Scotian Shelf. The Gully is a hotspot

of marine biodiversity (Rutherford et al., 2002) and is home to many marine organisms,

such as the northern bottlenose whale, dolphins, squid, shrimp and deep-water coral. The

central Scotian Shelf is dynamically and biologically complicated due to the effects of

such oceanic processes as tides, the Nova Scotia Current, coastal upwelling (Petrie et al.,

1987), slope water intrusion (McLellan et al., 1953; Hachey, 1953) and plankton blooms

(Greenan et al., 2008). The Sable Gully and the central Scotian Shelf are two study regions

selected in this study.
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Significant efforts have been made in monitoring oceanographic conditions on the

Scotian Shelf and adjacent waters. There are three ongoing comprehensive research

programs with observational components and some of their observations will be used in

this study. The first research program is the Atlantic Zone Monitoring Program (AZMP) of

the Department of Fisheries and Oceans Canada (Therriault et al., 1998). The AZMP was

implemented in 1998 with the aim of collecting and analyzing the biological, chemical, and

physical field data in the Canadian Northwest Atlantic shelf region. Three of the 14 AZMP

sections running from the coast to the shelf break are located on the eastern (Louisbourg

Line), central (Halifax Line) and western (Browns Bank Line) Scotian Shelf, respectively.

Seasonal and opportunistic hydrographic sampling along these sections are made to detect

and quantify the interannual oceanographic variability. A fixed station (Station 2) on the

Halifax Line is sampled at approximately biweekly frequency to monitor the shorter time

scale dynamics. The second research program is the Ocean Tracking Network (OTN)

(http://oceantrackingnetwork.org). The Halifax Line was also selected by

OTN for monitoring the oceanic condition and migration of marine animals on the Scotian

Shelf by deploying acoustic receivers, current-meters and other ocean-sensing instruments

since 2008. As a part of the OTN, autonomous underwater gliders have been used to

observe the oceanic conditions across the Halifax Line since 2011. Recently, a CODAR

(Coastal Ocean Dynamics Applications Radar) system was constructed and came into

operation as a part of the third research program known as the MEOPAR project (Marine

Environmental Observation Prediction and Response Network, http://meopar.ca).

The CODAR system is centred to the shelf waters off Halifax and provides real-time

surface ocean currents up to 200 km off the coast.

Previous observational studies demonstrated that the circulation and hydrography on

the Scotian Shelf and adjacent waters have significant temporal and spatial variability and

are influenced by many forcing functions such as surface fluxes of heat, freshwater and

momentum, low-salinity estuarine outflow from the Gulf of St. Lawrence, the advection of

the Labrador Current, and the Slope Water intrusion. Smith and Schwing (1991) reviewed

the circulation and variability on the eastern Canadian shelf including mean, seasonal

and wind-driven variabilities based on historical observations made before 1990. Loder

et al. (2003) studied the hydrographic and transport variability on the Halifax Line using

archived current and hydrographic observations and found strong seasonal variations in
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baroclinic transport of the Nova Scotia Current on the inner shelf and of the shelfbreak

current at the shelf edge. The sea surface temperature (SST) on the Scotian Shelf has a

strong seasonal cycle, with a mean range of about 16°C (Thompson et al., 1988). Satellite

images of SST presented in Petrie et al. (1987) demonstrated the development of a band of

cool water over the inner Scotian Shelf during a month-long period of upwelling-favorable

winds in 1984. The wavelike front associated with the upwelling is primarily due to

baroclinic instability. The seasonal variability of sea surface salinity on the Scotian Shelf is

influenced by the freshwater discharge from the St. Lawrence River (Sutcliffe et al., 1976;

Smith, 1989). The interannual and decadal variability of temperature and salinity on the

Scotian Shelf is affected significantly by variations of the equatorward transport of the

Labrador Current through the shelf-slope exchange (Petrie and Drinkwater, 1993).

Along with the observational studies, many numerical circulation models of different

complexity have been developed for the Scotian Shelf and adjacent deep waters. Diagnostic

models were used to study the seasonal circulation on the Scotian Shelf (e.g., Han et al.

1997; Hannah et al. 2001). Barotropic models were employed to study the wind-driven

circulation on the Scotian Shelf (e.g., Schwing 1992; Greenberg et al. 1997; Thompson

and Sheng 1997). Several prognostic three-dimensional (3D) circulation models have been

developed over the past decade. A 3D circulation modelling system known as DalCoast

was developed (Bobanovic, 1997; Thompson et al., 2007) to simulate the storm surge

and circulation over the eastern Canadian coast, particularly for the Scotian Shelf region.

Ohashi and Sheng (2013) further upgraded the DalCoast with an enlarged model domain

and better atmospheric forcing. Wu et al. (2012) developed a coupled ice-ocean circulation

model whose domain includes the entire east coast of Canada to study the connection of the

circulation over the Scotian Shelf to currents in other regions (e.g., the Labrador Current).

Urrego-Blanco and Sheng (2014) recently examined the subtidal circulation in the Gulf

of St. Lawrence, the Scotian Shelf and the Gulf of Maine using a nested-grid circulation

model for the northwest Atlantic. Brennan et al. (2016) assessed the sensitivity of a

northwest North Atlantic model to surface and boundary forcing and found that although

all surface forcing datasets are capable of producing model sea surface temperature close

to observed, the different datasets result in significant differences in modelled sea surface

salinity. It should be noted that tides are not included in the models developed by Wu et al.,

Urrego-Blanco and Sheng, and Brennan et al.. Recently, Katavouta (2015) developed a
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high resolution regional model (1/36°) of the Gulf of Maine, Scotian Shelf and adjacent

deep ocean. The regional model is then used to investigate the impact of seasonal changes

in stratification on tides. It should be noted that the Gulf of St. Lawrence is not included in

Katavouta’s model and the associated upstream lateral open boundary is specified using a

coarse resolution (1/12°) global model.

Despite the above observational and numerical studies on the circulation and hydrog-

raphy of Scotian Shelf, the literature on the circulation over several important regions

such as the Sable Gully is very limited. Petrie et al. (1998) reviewed the general physical

oceanographic conditions in the Sable Gully, primarily based on the sparse historical

observations and coarse shelf-scale numerical modelling results. Sandstrom and Elliott

(1984, 2011) discussed internal tides and their associated enhance mixing along the edge

of the Scotian Shelf, particularly in the Sable Gully. In addition, a multi-disciplinary

field program was carried out in 2006-07 over the Sable Gully (Greenan et al., 2014), in

which the physical oceanographic component consisting of the deployment and recovery

of four current-meter moorings and CTD (conductivity, temperature, and depth) surveys

was included. Swart et al. (2011) studied the tidal currents based on mooring observations

and employed a simple idealized 1.5-layer, linear model to examine the amplification of

tidal currents in the Gully. Greenan et al. (2014) recently discussed the mean circulation,

bottom-intensified tidal current, overtides and compounded tides and enhanced vertical

mixing in the Gully.

Beside the field observations mentioned above, only one published paper (Han et al.,

2001) was found in the literature focusing on the circulation in the Gully by employing

numerical circulation model. It should be noted that Han et al.’s diagnostic model was not

specifically developed for the Gully but for the Scotian Shelf and adjacent waters. The

model had a horizontal resolution of ∼2 km for the Gully and 61 vertical levels, and was

integrated only for 6-8 M2 cycles. Han et al. (2001) then examined the modelled 3D tidal

currents and seasonal mean circulation and found a cyclonic partial gyre along the Gully

flanks with southwestward flows along the continental slope.

Although the aforementioned observational and numerical studies have been very useful

in revealing the basic features of tidal and subtidal circulations and hydrographic distribu-

tions on the Scotian Shelf, the horizontal resolutions of previous numerical models are too

coarse to resolve the Nova Scotia Current, coastal upwelling and their associated frontal
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Figure 1.1: Major topographic features over the Gulf of St. Lawrence, Grand Banks,
Scotian Shelf, Gulf of Maine and Georges Bank. The red polygon outlines the Gully
Marine Protected Area. The red rectangle outlines the central Scotian Shelf adjacent to
Halifax. The 100 m and 200 m isobaths are shown in black and gray contours, respectively.

instabilities. For the Sable Gully region, although some current and hydrographic mea-

surements have been made, main physical processes affecting circulation in the Gully and

many important hydrodynamic properties (e.g., residence time, source and sink regions) of

the Gully Marine Protected Area have not been investigated. Thus, a better understanding

and quantification of the 3D circulation and hydrography, and their temporal and spatial

variability on the central Scotian Shelf adjacent to Halifax is required. In addition, a

high-resolution numerical circulation modelling study is needed in order to have better

knowledge of the circulation in the Gully.

The oceanic environmental conditions of the Scotian Shelf play an important role in

the life cycle of many marine species, some of which are categorized as threatened or

endangered species. My doctoral research focuses on physical processes that affect the
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habitat and life cycle of three species: whale, salmon and eel. These species all have

complex life cycles and are capable of migrating long distances. Many aspects of their life

cycles are still not well understood 1.

The endangered northern bottlenose whale is a species of beaked whale that is endemic

to the North Atlantic. One population has been found in the Sable Gully, Shortland Canyon

(50 km east of the Gully), and Haldimand Canyon (100 km east of the Gully) (Wimmer

and Whitehead, 2004). However, good knowledge of the 3D time-varying circulation and

its linkage to whale distribution and migration in the Gully and adjacent canyons requires

more study.

Atlantic salmon is widely distributed along the North Atlantic coast. The salmon is an

anadromous species, living in the sea and migrating to fresh water to spawn. Most Atlantic

salmon populations, particularly those in the southern range of their distribution, have

declined throughout the last century (Parrish et al., 1998). The OTN project has deployed

acoustic receivers on the Halifax Line to monitor the seaward migration of Atlantic salmon

on the Scotian Shelf. The circulation and hydrography on the central Scotian Shelf, which

has significant temporal and spatial variability, may affect the Atlantic salmon migration

and also requires further study.

American and European eels are widely distributed along the eastern coast of North

America and the coast of Europe, respectively. The eel is a catadromous species, living

in the fresh water and migrating to the open ocean to spawn. The American eel has been

designated as threatened species by COSEWIC (Committee on the Status of Endangered

Wildlife in Canada) since May 2012 and the European eel has been included as critically

endangered species on the IUCN (International Union for Conservation of Nature) Red

List of Threatened Species™ since 2010. In 1922, the Danish scientist Johannes Schmidt

first deduced the Sargasso Sea as the spawning ground of the European eel, based on the

location where the smallest eel larvae were found. However, the exact spawning area of

the European and American eels in the Sargasso Sea remains a mystery. In addition to the

migration routes eels take, the navigation cues they use and the environmental conditions

they experience are not well understood.

The above discussions suggest that better knowledge of the circulation and hydrography

1Both whale and eel are two of the 11 things along with for example black holes highlighted in a cover
story entitled “We know they’re out there: 11 things we’re sure exist - but have never seen” published in the
issue of March 19-25 of “New Scientist” magazine in 2016.
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on the Scotian Shelf, particularly over the Sable Gully and the central Scotian Shelf

adjacent to Halifax, is needed in order to realistically predict the 3D time-varying physical,

chemical and biological ocean state variables. In addition, detailed information on the

physical environmental condition of the Scotian Shelf and adjacent deep waters of the

North Atlantic is also required in order to explore marine animal migration corridors

and behaviors in these regions. It should be noted that the migration routes of Atlantic

salmon and American eel cover an extended area beyond the Scotian Shelf to include the

subtropical and subpolar gyres of the North Atlantic. Thus, knowledge of the basin-scale

circulation and hydrography of the North Atlantic, particularly the Gulf Stream and the

Labrador Current, is also required.

The oceanic environmental condition and its linkage to marine animal migration, can be

studied by two approaches: the Eulerian approach2 and the Lagrangian approach3. These

two approaches are often mentioned in textbooks of geophysical fluid dynamics (e.g.,

Batchelor 2000; Marshall and Plumb 2008).

The Eulerian approach is to investigate the evolution of flow properties at specific

locations in space as time varies. By comparison, the Lagrangian approach is to examine

the fluid motion by following an individual fluid parcel as it moves through space and time.

Mathematically, two derivatives are named after Euler and Lagrange as:

Eulerian derivative (
∂

∂t

)
fixed
point

(1.1)

Lagrangian derivative
D

Dt
=

(
∂

∂t

)
fixed
point

+ �u · ∇ (1.2)

where ∂
∂t

represents the time rate of change at a fixed position, �u is the velocity vector, and

∇ ≡
(

∂
∂x
, ∂
∂y
, ∂
∂z

)
is the spatial gradient operator at the same position. In Eq. (1.2), D

Dt

is called the Lagrangian derivative, which is also known as the substantial, the total, or

the material derivative. Physically, this term represents the time rate of change of some

characteristic of particular element of fluid (which in general is changing its position). In

comparison with Lagrangian derivative, the Eulerian derivative ∂
∂t

represents the rate of

2 named after the Swiss mathematician Leonhard Euler (1707-1783) who first formulated the equations
for fluid motion in a fixed frame of reference, considered one of the greatest mathematicians ever.

3 named after the French mathematician Joseph Lagrange (1736-1813), who noted for his early work on
fluid dynamics and tides. His academic advisor was Euler.
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change of some characteristic at a fixed point in space (but with constantly changing fluid

elements because the fluid is moving).

The most commonly used ocean circulation models are Eulerian and they usually define

the time-varying flow fields using spatial structured/unstructured grids. At a fixed grid

in space, the time rate of change of ocean state variables (e.g., current, temperature, and

salinity) is updated numerically. Ocean circulation modelling has experienced explosive

growth in the past few decades, due to theoretical and numerical advances converging with

expanded computational power.

Particle tracking models are Lagrangian and they track the movement of a particle

through space and time. Particle tracking models have increasingly been used to investigate

the transport pathways, mixing, residence time and hydrodynamic connectivity in the ocean

(e.g., Awaji 1982; Ridderinkhof and Zimmerman 1990; Bilgili et al. 2005; Shan and Sheng

2012. See Lynch et al. 2015 for a comprehensive review.). For the purpose of fisheries and

coastal management, it is important to know where marine animals are located at specific

times of the year and how they may be responding to oceanic conditions. The particle

tracking models, in combination with ocean circulation models and animal swimming

behavior, allow us to fill in some of the knowledge gaps left by observational studies and

test basic assumptions regarding animals’ movement and behavior. In these models, virtual

marine animals are simulated in the 3D oceanic environment, which is normally generated

by ocean circulation models.

1.2 Objectives of the Thesis

The main objectives of my doctoral research are twofold. The first objective is to examine

the circulation and hydrography on the Scotian Shelf and adjacent deep waters of the

North Atlantic. The second objective is to investigate how the distribution and migration

of marine animals are influenced by changes in the physical environment.

My thesis work is carried out over the following three specific ocean waters and three

representative species: (1) Sable Gully and northern bottlenose whale, (2) central Scotian

Shelf adjacent to Halifax and Atlantic salmon, and (3) North Atlantic and American and

European eels. For the study of circulation and associated variability, my thesis work

focuses on the Sable Gully and central Scotian Shelf from an Eulerian perspective by

using ocean circulation models. For the study of marine animal migration, my thesis work
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explores the influence of circulation on the migration of American and European eels in the

North Atlantic from a Lagrangian perspective by employing a biophysical particle tracking

model. The following scientific questions related to the above research are addressed in

this thesis:

a. Sable Gully and northern bottlenose whale

• How are the three-dimensional circulation and associated variability in the Sable

Gully and adjacent waters affected by tides, wind forcing and large-scale oceanic

circulation?

• To what extent is the Gully hydrodynamically connected to the adjacent regions?

What is the role of the circulation on the movement of passive particles in the Gully?

What is the residence time in the Gully?

• What are the implications of the circulation in the Gully for the northern bottlenose

whale?

b. Central Scotian Shelf adjacent to Halifax and Atlantic salmon

• What is the temporal and spatial variability of circulation and hydrography on the

central Scotian Shelf? What are the physical processes controlling the formation of

cold surface waters along the coast of Nova Scotia in summer?

• How does the nested-grid model perform in simulating the circulation and hy-

drography over the central Scotian Shelf in comparison with satellite and in-situ

observations?

• What is the spatial structure of the observed and simulated coastal upwelling plume

on the central Scotian Shelf and how does the plume evolve in time? What is the

role of irregular coastline and topography in the coastal upwelling?

• What are implications of the circulation and hydrography of the central Scotian

Shelf for the Atlantic salmon?

c. North Atlantic and American and European eels

• What are the effects of large scale ocean circulation on the seaward migration of

American and European eels in the North Atlantic?
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• Is orientated swimming behavior required for the seaward migration of American

and European eels from the coast to the Sargasso Sea?

To address the above questions, several numerical models have been developed as part of

my thesis work, which includes a nested-grid circulation model for Sable Gully (DalCoast-

Gully), a nested-grid circulation model for the central Scotian Shelf (DalCoast-CSS) and a

biophysical particle tracking model for simulating the seaward migration of American and

European eels.

1.3 Outline of the Thesis

This thesis is based on four peer-reviewed scientific papers and one manuscript in prepara-

tion. The rest of this thesis is structured as follows.

Chapter 2 presents the general oceanic conditions on the Scotian Shelf and relevant

in-situ and satellite remote sensing observations.

Chapter 3 examines the 3D circulation, tide-topography interaction, wind-driven circula-

tion, shelfbreak jet and cross shelf transport in the Sable Gully. The 3D circulation in the

Gully in 2006 is reconstructed using a multi-nested 3D ocean circulation model (DalCoast-

Gully) with realistic topography. The performance of the DalCoast-Gully in simulating

the circulation, hydrography and their associated horizontal and vertical variations in the

Sable Gully is assessed by comparing model results with various types of independent

oceanographic observations including current-meter observations, data-assimilative tidal

model outputs and CTD (conductivity, temperature, and depth) casts. A particle tracking

study is then used to examine the role of physical environments on the movement of passive

particles in the Gully Marine Protected Area (MPA). The residence time of the Gully is

quantified based on the particle trajectories. In addition, the implications of circulation on

the distribution and migration of northern bottlenose whale in the Gully are examined.

Chapter 4 investigates the temporal and spatial evolution of the circulation and hydrog-

raphy on the central Scotian Shelf adjacent to Halifax. A multi-nested circulation model

(DalCoast-CSS) is used in this chapter to simulate tides, the Nova Scotia Current and

coastal upwelling on the central Scotian Shelf adjacent to Halifax. The DalCoast-CSS

has the similar modelling framework to the DalCoast-Gully except that the innermost sub-

model covers the central Scotian Shelf adjacent to Halifax. The model results are validated
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against observations, including satellite remote sensing data from GHRSST (Group for

High Resolution Sea Surface Temperature) and Aquarius, and in-situ measurements taken

by tide gauges, a marine buoy, ADCPs (Acoustic Doppler Current Profiler) and CTDs.

Secondly, model results are used in a process study designed to examine the effect of tidal

mixing and wind-driven coastal upwelling on the formation of cold surface waters along

the coast of Nova Scotia. Thirdly, the observed and simulated coastal upwelling plumes

on the central Scotia Shelf are presented in this chapter. In addition, the role of irregular

coastline and topography in coastal upwelling is investigated by contrasting the results

from a suite of model runs differing only in the specification of coastline and topography.

Lastly, the implications of oceanic conditions, the surface temperature in particular on the

salmon migration on the Scotian Shelf are discussed.

Chapter 5 quantifies the effect of the general oceanic circulation on the seaward migration

of American and European eels from the coast to the Sargasso Sea. A biophysical particle

tracking model is used in this chapter to include background ocean currents and various

swimming behaviors. Ocean currents are simulated using a realistic, eddy-permitting

model of the North Atlantic. Several swimming behaviors are considered including:

passive drift, random swimming, true navigation to specific spawning sites and innate

compass orientation towards the spawning area in the Sargasso Sea. Several combinations

of swimming speeds and depths are also examined.

Chapter 6 gives an overall summary and conclusion.

Chapters 3 to 5 are mostly based on a collection of five ’stand-alone’ manuscripts in

different stages of publication. These manuscripts are listed in Appendix B. During the

course of thesis writing, integration efforts have been made to prevent redundancy. Chapter

3 is modified from two published papers, in which I was the lead author. Chapter 4 is also

modified from two manuscripts. One is published and the other one will be submitted for

publication soon. I was also the lead author for the above two manuscripts. Chapter 5 is

modified from a published paper. In this collaborative publication, I was the second author

and the principal contributor for the model implementation and simulation, and associated

description and discussion in this paper.
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CHAPTER 2

GENERAL OCEANIC CONDITIONS ON

THE SCOTIAN SHELF AND RELEVANT

OBSERVATIONS

2.1 Introduction

Marine environment conditions on the Scotian Shelf have significant spatial and temporal

variability. Many observational and numerical studies have been made in the past to

improve our understanding of circulation and hydrography, and their associated variabilities.

This chapter provides a brief description of the general oceanic conditions on the Scotian

Shelf and presents the latest and relevant in-situ and satellite remote sensing observations

for the region.

2.2 Circulation

The general circulation on the Scotian Shelf (SS) and adjacent waters is characterized

by southwestward (equatorward) currents with inshore and offshore branches (See Loder

et al. (1998) for a detailed review). The inshore branch is the Nova Scotia Current, which

originates in the Gulf of St. Lawrence (GSL). This Current turns onto the SS at Cabot

Strait and drifts southwestward along the coast of Nova Scotia and enters the Gulf of

Maine (GoM) at Cape Sable. The offshore branch represents a downstream extension of

the Labrador Current, which is the subpolar western boundary current in the northwest

Atlantic. The offshore branch of the Labrador Current reduces its transport while flowing

along the shelf break of the SS and entering the GoM through the Northeast Channel
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(Hannah et al., 2001; Han and Loder, 2003). The climatological flow over the SS outlined

above generally persists year-round, but with strong seasonal variations in the transport on

the inner shelf and at the shelf break. Both the Nova Scotia Current and the shelfbreak

current are thought to be strongest in winter and weakest in summer (Loder et al., 2003).

In addition to the alongshore currents, the onshore flow of the nutrient-rich Slope Water

occurs in several major cross-shelf channels (Smith et al., 2001), including Laurentian

Channel, Sable Gully, Scotian Gulf and Northeast Channel (see Fig. 1.1).

In addition to the Nova Scotia Current and the shelfbreak current mentioned above,

the salinity and sea level on the Scotian Shelf are also influenced by the St. Lawrence

River discharge, which peaks in May due mainly to the melting of sea ice and snow. The

freshwater discharge generates an estuarine plume and a density-driven coastal current that

propagates out of the Gulf of St. Lawrence and influences the salinity and circulation on

the Scotian Shelf. A salinity variation associated with the spring-discharge plume takes

about 6 months (Sutcliffe et al., 1976) and 8-9 months (Smith, 1989) to reach the Halifax

Line and Cape Sable, respectively. In addition, large sea level variations associated with

the spring-discharge plume appear in the tide gauge observations along the coast. To

demonstrate these variations, daily sea level observations from 1981 to 2010 at 10 tide

gauges in the Gulf of St. Lawrence and along the south shore of Nova Scotia are averaged

to generate the monthly mean sea levels (Fig. 2.1). At the head of the St. Lawrence Estuary

(stations 1-4, Fig. 2.1), the monthly mean sea levels show an eastward reduction of the

amplitude and phase propagation of the annual sea level maximum from April to July. The

further downstream propagation of the spring-discharge plume signature in the monthly

mean sea level is outweighed by other processes (e.g., wind stress and inverse barometer

effect) along the western side of the Gulf of St. Lawrence and along the south shore of

Nova Scotia.

Wind forcing is another forcing function affecting the circulation and hydrography on

the Scotian Shelf, particularly in the upper water column. Figure 2.2 shows the annual and

seasonal mean windroses calculated from hourly wind observations made by the weather

station at Sable Island in 2006. The large seasonal variability in the hourly wind speed

and direction is evident from these windroses with the predominant wind changing from

southwesterly in summer to northwesterly in winter. The dominant southwesterly wind is

favorable for coastal upwelling on the inner Scotian Shelf (Petrie et al., 1987).
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Figure 2.1: Monthly mean sea level at 10 selected tide gauges in the Gulf of St. Lawrence
and along the coast of Nova Scotia. Positions of the 10 tide gauges are marked by magenta
circles in (a). The black solid circles in (b) indicate the monthly mean sea level maxima.
The lower series have been offset by 0.1 m from the one directly above. The observed sea
level data are downloaded from http://www.meds-sdmm.dfo-mpo.gc.ca. The
observations from 1981 to 2010 at each station are used to calculate the monthly sea level.
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Figure 2.2: Annual and seasonal mean windroses at Sable Island based on the hourly
weather station records in 2006. Each concentric circle represents a different frequency,
emanating from zero at the center to increasing frequencies at the outer circles. Each
arm is broken down into discrete frequency categories that show the percentage of time
that winds blow from a particular direction and at certain speed ranges. Data were
extracted from the National Climate Data and Information Archive of Canada (http:
//climate.weather.gc.ca).
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2.3 Sea Surface Temperature Observed by Satellite and

Buoy

Sea surface temperature (SST) observations made by the Moderate Resolution Imag-

ing Spectroradiometer (MODIS) were obtained from the Ocean Color Website (http:

//oceancolor.gsfc.nasa.gov). It should be noted that the MODIS SST obser-

vations were often limited by the unfavorable atmospheric conditions such at high cloud

coverage and storms over the Scotian Shelf. Two snapshots of MODIS SST observations

on April 12 and October 9, 2006 presented in Fig. 2.3 are used to illustrate typical distribu-

tions of SSTs over the Scotian Shelf and adjacent waters in spring and fall of 2006. On

April 12, cold surface waters occurred over the eastern Scotian Shelf, Laurentian Channel,

Gulf of St. Lawrence and northwestern Grand Banks. Relatively warmer waters appeared

in the Gulf Stream to the south of 40°N. Over the Slope Water region, a sharp thermal

front with backward breaking waves were evident. On October 9, the SSTs were relatively

uniform on the continental shelf. The sharp thermal front with meanders, filaments and

backward breaking waves were also evident between the shelf waters and Gulf Stream

waters. The SSTs in the Sable Gully on these two days (Fig. 2.3) were relatively uniform.

Two snapshots of MODIS sea surface temperature (SST) observations shown in Fig. 2.4

are also selected to illustrate the Nova Scotia Current and coastal upwelling in the central

Scotian Shelf. The MODIS SST on March 10, 2012 (Fig. 2.4a) demonstrates the cold

water plume associated with the Nova Scotia Current over the inner Scotian Shelf. The

SST on September 1, 2012 (Fig. 2.4b) indicates an ongoing upwelling event near the coast.

The relatively cold filaments extended ∼100 km offshore and advected to the southwest by

the Nova Scotia Current.

The hourly time series of observed sea surface temperatures recorded by a marine

buoy outside Halifax Harbour for the past 14 years (March 2000-March 2014, Fig. 2.5a)

demonstrates that the SST has significant temporal variability on various timescales with

the seasonal cycle being the dominant. The monthly mean climatological SST calculated

from the 14-year hourly observations features a minimum of about 0.9°C in March and

a maximum of about 15.8°C in September. The SST also has significant interannual

variability around the monthly mean. For example, the monthly mean SST in March 2003

was about 1.5°C colder than the climatology and the monthly SST in August 2012 was

about 2.7°C warmer than the climatology. In addition, the monthly mean SSTs in other
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months of 2012 were all warmer than the climatology as shown in Fig. 2.5b. In fact, warm

temperature anomalies in 2012 were also observed at various locations from surface to

bottom over the SS and GoM as reported by Hebert et al. (2013) (Fig. 2.6, last column

represents year 2012 and is shaded in red and purple.) The seasonal anomaly of SST in

2012 calculated by subtracting the seasonal cycle from the observed SST is presented

in Fig. 2.5b. The seasonal anomaly of SST in 2012 was relatively small in winter and

relatively large in summer (magenta line in Fig. 2.5b). A rapid SST cooling of ∼10°C at

the end of August is associated with the upwelling event captured by the MODIS (Fig.

2.4b).
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Figure 2.3: MODIS satellite remote sensing data of sea surface temperature (SST) over
the Scotia Shelf and adjacent waters on (a) April 12 and (b) October 9, 2006. Data were
extracted from the Ocean Color Website (http://oceancolor.gsfc.nasa.gov).
The red polygon outlines the Gully Marine Protected Area. The red rectangle outlines the
central Scotian Shelf adjacent to Halifax. The 100 m and 200 m isobaths are shown in
black and gray contours, respectively.
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Figure 2.4: MODIS satellite remote sensing sea surface temperature (SST) over the central
Scotian Shelf adjacent to Halifax on (a) March 10 and (b) September 1, 2012. Data were
extracted from the Ocean Color Website (http://oceancolor.gsfc.nasa.gov).
In each panel, the white line indicates the glider track during the corresponding month.
The blue portion on the glider track highlights the path during the corresponding day. The
“◦” ,“+”,“×” indicate the positions of the marine buoy outside Halifax Harbour, Station 2
of Halifax Line, and three moorings of OTN project, respectively. The 100 (black) and
200 (gray) isobaths are shown.
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(b) Year 2012 Observed Daily Mean Seasonal Cycle Monthly Climatology Residual

Figure 2.5: (a) Hourly time series of observed sea surface temperatures (red) between
March 2000 and March 2014 and the monthly mean climatology (black) at the Halifax
Harbour Buoy. The monthly mean climatology was calculated from the 14-year hourly
observations. (b) Daily mean (red) sea surface temperature of 2012 calculated from the
hourly observations. The daily mean is separated into the annual and semiannual harmonics
(blue) and seasonal anomaly (magenta). The black line with open circles in (b) represents
the monthly mean climatology shown in (a). Note an upwelling event occurred at the end
of August 2012.
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Figure 2.6: Normalized annual anomalies of temperatures at the bottom and discrete
depths for the Scotian Shelf-Gulf of Maine region. These anomalies are based on the
1981-2010 means, divided by the standard deviation. Blue colors indicate below normal
anomalies, red colors above normal anomalies. (For 2012, the color scale had to be
increased above +3.5 SD and is shaded in purple.) 4Vn, 4Vs, 4W and 4X represent
Northwest Atlantic Fisheries Organization area over the Scotian Shelf and adjacent waters.
(Adapted from Hebert et al. 2013)
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2.4 Temperature Transects Observed by Glider

Autonomous underwater gliders are valuable platforms for ocean observations. An un-

derwater glider is able to move vertically and horizontally in a saw-tooth trajectory in the

ocean by using an active buoyancy regulating unit combined with a set of fixed wings.

With this special movement, a glider loaded with a suite of sensors can provide sustained

observations at high spatiotemporal resolution of the ocean interior. The glider has been

used to observe the ocean processes at various time and length scales including the eastern

and western boundary currents, fronts and eddies, and internal waves and turbulent dissipa-

tion (see Rudnick (2016) for a review). The glider observations are also useful to validate

numerical ocean circulation models and improve model skill through data assimilation.

Underwater gliders have been used to observe the oceanic conditions on the Scotian Shelf

since 2011. Figure 2.7 presents time-depth distributions of glider observed temperatures on

the Halifax Line in March and August-September 2012. The glider tracks are shown with

MODIS SSTs in Fig. 2.4. In March, the glider observations show the cold water plume

(<4°C) associated with the Nova Scotia Current centred at the 100 m isobath and relatively

warm waters in the deep layer of the Emerald Basin (Fig. 2.7a). In August-September, the

glider observations demonstrate the typical three layer distribution in the vertical on the

Scotian Shelf (Fig. 2.7b). The surface layer was relatively warm (>15°C) at this time due

to the positive heat flux from the atmosphere to the ocean. This warm surface layer traps

a cold intermediate water layer between the seasonal thermocline and warmer but saltier

bottom waters that intrude from beyond the shelf break, thus creating three distinct water

types in the vertical on the Scotian Shelf. Figure 2.7b also illustrates that the temperatures

in the top 20 m on September 2 and 5 were relatively cold as the glider flying through the

upwelling plume towards the coast .

The in-situ and satellite remote sensing data discussed in this chapter together with other

oceanographic observations will be used in later chapters to assess the performance of

nested-grid ocean circulation models.
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Figure 2.7: Underwater glider observations of temperature in (a) March 2012 and (b)
in August-September 2012. The gray areas highlight glider observations on (a) March
10 and (b) September 1, and the corresponding MODIS SSTs on the these two days
are presented in Fig. 2.4. The glider tracks are also shown in Fig. 2.4. The glider
observations were provided by the glider research group from Dalhousie University (http:
//gliders.oceantrack.org).
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CHAPTER 3

SABLE GULLY AND ADJACENT

WATERS
1

3.1 Introduction

The continental slope of the global ocean plays an important role in many physical,

geological, biological and chemical oceanic processes. Submarine canyons are steep-sided

valleys cut into the continental slope, and sometimes extend further onto the continental

shelf. As a unique geographic feature along the continental margin, there are at least

660 submarine canyons worldwide (De Leo et al., 2010). Submarine canyons are often

recognized as hotspots of biological activity, fueled by strong and localized currents

and upwellings that help transport food into canyons. Observations show that species

diversity and abundance are greater in canyons than in noncanyon areas at comparable

depths, indicating the importance of submarine canyons to the vibrant and complex marine

ecosystem (De Leo et al., 2010). Canyon ecosystems, and the physical processes that

support them, have been the main focus of some recent research projects (e.g., HERMES

from 2002 to 2009 and its successor HERMIONE, www.eu-hermione.net).

The Sable Gully is a large submarine canyon on the eastern seaboard of North America,

which is located approximately 40 km east of Sable Island on the edge of the eastern Scotian

Shelf and separates Banquereau Bank and Sable Island Bank (Fig. 1.1). Banquereau Bank

is located on the eastern flank of the Gully which is about 150 km west of the Laurentian

1This chapter was modified from two peer-reviewed papers entitled: (1)“Physical processes affecting
circulation and hydrography in the Sable Gully of Nova Scotia“ by Shan, S., J. Sheng, and B. J. W. Greenan
published in Deep Sea Research Part II: Topical Studies in Oceanography in 2014; and (2)”Modelling study
of three-dimensional circulation and particle movement over the Sable Gully of Nova Scotia” by Shan, S., J.
Sheng, and B. J. W. Greenan published in Ocean Dynamics in 2014.
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Channel. The Laurentian Channel is a trough of 300–400 m depth, spanning the Gulf

of St. Lawrence (GSL) from the northwest to southeast and through the Cabot Strait

to the continental slope. Sable Island Bank is located on the western flank of the Sable

Gully, featuring a narrow and crescent-shaped sandbar — Sable Island. As a broad, deep

submarine canyon, the Sable Gully is 10 km wide and 40 km long running from northwest

(head) to southeast (mouth), reaching depths of over 2000 m near its mouth and narrowing

significantly along its sinuous axis toward the head (Fig. 1.1). The Sable Gully is unique

among canyons on the eastern Canadian continental shelf because of its depth, steep slopes

and extension far onto the shelf.

The circulation and its variability in the Gully and adjacent waters are influenced by the

Labrador Current, the outflow from the GSL, and warm-core eddies pinched from the Gulf

Stream. Part of the Labrador Current that flows around the tail of Grand Banks reaches the

eastern Scotian Shelf by crossing the Laurentian Channel. Part of the low-salinity estuarine

water emanated from the GSL moves onto the eastern Scotian Shelf after passing western

Cabot Strait. The rest of the estuarine water continuously flows southeastward along the

Laurentian Channel and joins the Labrador Current at the shelf break of the Scotian Shelf

to form a southwestern shelfbreak jet outside the mouth of the Gully. To the south of the

Scotian Shelf break, the warm and salty Slope Water Jet flows northeastward (Csanady

and Hamilton, 1988).

The circulation and hydrography in the Sable Gully and adjacent waters can have

important implications for the nutrient supply to the ecosystem, commercial fishery and

natural gas industry operations of the region (Sable Offshore Energy Project, www.soep.

com). The Sable Gully is a hotspot of marine biodiversity (Rutherford et al., 2002), which

is home to a variety of marine organisms, such as northern bottlenose whale, dolphins,

squid, shrimp and deep-water coral. The Gully appears to be a prime habitat for whales and

offers an important source of food. It was suggested that whales feed year-round on deep-

water squid that is concentrated in the Gully, and their distribution and movement patterns

are related to foraging and access to food resources (Rutherford et al., 2002). Relatively

little is known, however, about the foraging behavior and distribution of these whales.

High concentrations of organic carbon at the head, and along the sinuous deep channel of

the Gully (thalweg), also suggest that the canyon may act as a conduit for the production

and export of organic matter to the deep ocean (Kepkay et al., 2002). The Gully’s unique
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physical attributes, its ecological significance and increasing human pressures, generated a

major conservation interest during the mid-1990s. In 2004, Canada designated the Sable

Gully as a Marine Protected Area (Gully Marine Protected Area Regulations, 2004) with

the intent of securing long-term protection for the core of the deep-water canyon ecosystem,

although the physical mechanism responsible for the nutrient transport required to sustain

the enhanced productivity in the Gully remains to be addressed.

The general circulation and hydrographic distributions over submarine canyons have

been studied using observational, theoretical and numerical methods. Submarine canyons

along the east and west coasts of North America are some of the most studied sites

(Shepard and Dill, 1969), including Baltimore Canyon (Hunkins, 1988), Carson Canyon

(Kinsella et al., 1987), Monterey Canyon (Hall and Carter, 2010 and references therein)

and Astoria Canyon (Hickey, 1997). Shepard et al. (1974) conducted one of the early

comprehensive observation studies on the circulation of submarine canyons. Hickey (1995)

provided a review of progress on understanding the interaction of the submarine canyon

with stratified coastal circulation. The progress was due to the availability of measurements

over canyon flanks and to the development of circulation models with realistic topography.

Klinck (1996) examined the effect of stratification (weakly or strongly) and direction of

alongshore flow (upwelling or downwelling) on the circulation near idealized submarine

canyons. Allen and Durrieu De Madron (2009) reviewed the state of the science describing

the dynamics of flows in submarine canyons and pointed out that accurate numerical

simulations over canyons are challenging.

Efforts have also been made to understand the physical processes of the Sable Gully

through observations and numerical modelling. Petrie et al. (1998) reviewed the general

physical oceanographic conditions in the Gully, primarily based on the sparse historical

observations and coarse shelf-scale numerical modelling results, to provide an initial

indication of the key resources and related conservation issues in the Gully. Sandstrom and

Elliott (1984, 2011) observed and discussed internal tides and their associated enhanced

mixing along the edge of the Scotian Shelf, particularly in the Sable Gully. A multi-

disciplinary field program was carried out in 2006-07 over the Sable Gully (Greenan

et al., 2014), of which the physical oceanographic component consisted of the deployment

and recovery of four current-meter moorings and conductivity, temperature, and depth

(CTD) (conductivity, temperature, and depth) surveys. Swart et al. (2011) studied the
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tidal currents based on mooring observations and employed a simple idealized 1.5-layer,

linear model to examine the amplification of tidal currents in the Gully. Greenan et al.

(2014) further discussed the mean circulation, bottom-intensified tidal current, overtides

and compounded tides and enhanced vertical mixing in the Gully. de Margerie and Lank

(1986) found relatively strong tidal currents over shallow banks and relatively weak tidal

currents in deep waters of the Gully using a two-dimensional (2D) tidal model. Han et al.

(2001) developed a diagnostic numerical model for the eastern Scotian Shelf to examine

the three-dimensional (3D) tidal currents and seasonal mean circulation. Their diagnostic

model had a horizontal resolution of ∼2 km for the Gully and 61 vertical levels, and the

model was integrated only for 6-8 M2 cycles.

Particle tracking models are widely used to investigate the transport pathways, mixing,

residence time and hydrodynamic connectivity in the ocean as mentioned in Chapter 1.

Based on our literature review, the only particle tracking study over the Sable Gully was

conducted by Cong et al. (1996). In their study, passive particles were tracked on the

Scotian Shelf at a fixed depth of 30 m using a non-tidal flow field driven mainly by the

wind forcing with a horizontal resolution of ∼5 km. They found that particles are retained

over some offshore areas on the Scotian Shelf, including the Gully and Banquereau Bank.

The Sable Gully’s complex topography and unique physical attributes pose a great

challenge for accurate numerical simulations of circulation and hydrography over the

Gully and adjacent waters. The main objectives of this study are, therefore, to simulate the

3D circulation and hydrography and examine the main physical processes over the Sable

Gully using a multi-nested ocean circulation model with realistic topography and a suite

of forcing functions. The innermost submodel of the multi-nested circulation model has a

horizontal resolution of ∼500 m over the Gully, which allows us to resolve small-scale

circulation features in the region. The simulated time-dependent 3D flow fields are then

used by a particle tracking model to examine the role of physical environments on the

movements of passive particles in the Gully.

This chapter is organized as follows. A multi-nested ocean circulation model for the

Sable Gully is described in Section 2. The model performance is assessed in Section

3 by comparing model results with oceanographic observations. The major physical

processes affecting the circulation and hydrography in the Gully and adjacent waters are

discussed in Section 4 based on model results in different experiments. A series of particle
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tracking experiments are presented in Section 5. Based on the particle movements, the

upstream/downstream area and residence time in the Gully are discussed and quantified.

The implications for the distribution and migration of northern bottlenose whale in the

Gully and adjacent canyons are discussed in section 6. The results of this study are

summarized in the final section.

3.2 Numerical Modelling System

The numerical modelling system used in this study has two components: a 3D circulation

model and a particle tracking model. The former is the multi-nested circulation model

developed for the Sable Gully and adjacent waters (DalCoast-Gully). The latter is based on

the fourth-order Runge-Kutta method to track the movements of passive particles carried

by the time-dependent 3D flow fields produced by DalCoast-Gully.

3.2.1 Multi-Nested Circulation Model

The ocean circulation model used in this study was modified from the circulation modelling

system developed previously for two coastal waters along the Nova Scotia coast: Lunenburg

Bay (DalCoast-LB, Yang and Sheng, 2008) and Halifax Harbour (DalCoast-HFX, Shan

et al., 2011). Both DalCoast-LB and DalCoast-HFX were extensively validated against

observations. In this study, the three innermost submodels of DalCoast-HFX are relocated

to the Sable Gully and adjacent waters for covering the core of the Gully Marine Protected

Area. The innermost submodel of the Gully is modified to have a finer resolution in the

vertical to accommodate the steep bathymetry and unique attributes of the Sable Gully at

the shelf break. As a result, the latest model setup is named as DalCoast-Gully. The main

advantage of the multi-nested model is that fine-scale circulation features in the Gully

can be resolved by the finest-resolution submodel driven by dynamically consistent open

boundary conditions provided by larger domain, coarser resolution submodels.

The DalCoast-Gully has five submodels with progressively smaller model domains

and finer horizontal resolutions covering from the northwest Atlantic to the Sable Gully

(Fig. 3.1). The two outermost submodels, L1 and L2, are based on DalCoast (Thompson

et al., 2007) and constructed from the Princeton Ocean Model (POM, Mellor, 2004).

Submodels L3 to L5 are based on the free-surface version of CANDIE (Sheng et al., 1998),

which is a 3D, primitive equation ocean circulation model that uses an A-grid, z-level
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and fourth-order advection scheme. The outermost submodel L1 is a 2D barotropic storm

surge model covering the eastern Canadian shelf from the Labrador Shelf to the Gulf of

Maine with a horizontal resolution of 1/12◦. Submodel L2 is a 3D prognostic model with

horizontal resolutions of 1/16◦ and 30 σ-levels in the vertical. Submodels L3 to L5 are also

3D and prognostic with horizontal resolutions of ∼2 km, ∼1 km and ∼500 m, respectively.

The bathymetry varies significantly in the Gully. A fine resolution topography (100 m)

for the Sable Gully region was constructed based on multibeam observations provided

by the Canadian Hydrographic Service. This newly constructed topography for the Gully

was used in submodels L4 and L5. To better resolve the steep topography in the model,

particularly along the shelf break, 80 unevenly-spaced z-levels in the vertical are used in

L3 to L5 with relatively fine vertical resolutions of 4 m in the top 100 m, and 8 m between

100 m and 250 m, and 100 m in the deep water. A detailed description of the nested-grid

modelling system is presented in appendix A. The DalCoast-Gully was integrated for 13

months from December 2005 to December 2006. The model results of year 2006 are used

in the validation, discussion and particle tracking experiments in this study.
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Figure 3.1: Major topographic features and domains of the five-level multi-nested
modelling system for the Sable Gully and adjacent waters. Submodel (a) L1 and (b)
L2 are based on DalCoast (Thompson et al., 2007), with horizontal resolutions of 1/12◦

and 1/16◦, respectively. Submodels (c) L3, (d) L4 and (e) L5 are based on CANDIE (Sheng
et al., 1998), with horizontal resolutions of ∼2 km, ∼1 km and ∼500 m, respectively.
The one arc-minute global relief dataset (ETOPO1, http://www.ngdc.noaa.gov/
mgg/global/global.html) was used for the bathymetry of L3. Bathymetry of
Submodels L4 and L5 is based on the multibeam observations. Red dots in (e), indicate
positions of four current moorings: SG02, SG10, SG11 and SG12; the dashed lines
represents three transects along the longitudinal axis of the Sable Gully (AA’); and across
the head (BB’) and mouth (CC’) of the Gully. Triangles in (e) denote CTD stations on the
transects. Land is masked in tan color. Scotian Shelf (SS), Gulf of St. Lawrence (GSL),
Laurentian Channel (LC) and Cabot Strait (CS) are marked in (b). Sable Island (SI) is
marked in (c). Sable Bank (SB) and Banquereau Bank (BB) are marked in (d).
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3.2.2 Particle Tracking Model

The movement of a particle in the water can be described by advection due to the currents

and random walk associated with the subgrid-scale diffusion:

�xt+Δt = �xt +

∫ t+Δt

t

�u(�x, t) dt+ �δt (3.1)

where �xt+Δt and �xt are respectively the 3D position vectors of a passive particle at time

t+Δt and previous time t, �u(�x, t) is the 3D velocity vector of model currents, and �δt is a

random displacement from t to t+Δt to account for particle movement associated with

subgrid-scale turbulence and other local processes which are not resolved by the model.

The random walk �δ(δx, δy, δz) is expressed as (Taylor, 1922):

δx = ξ
√

2KxΔt, δy = ξ
√

2KyΔt, δz = ξ
√

2KzΔt (3.2)

where ξ is a Gaussian random variable with zero mean and unit variance, and are different

in the three directions. Kx, Ky and Kz are respectively eddy diffusivity coefficients for

the random walk in the x, y and z directions, and Δt is the same time-step used in the

integration of Eq. (3.1). The fourth-order Runge-Kutta scheme (Press et al., 1992) is used

to calculate the part that depends on �u in Eq. (3.1) numerically.

The above particle tracking model can be used to answer where the particles go and

where the particles come through forward and backward in time tracking, respectively.

Considering a patch of particles carried passively by the model flow field (�u) with the

random walk (�δ), the positions of particles have a distribution of X at a time s. At a later

time t, where t > s, the positions of particles have a distribution of Y. The transition

probability density, P (s,X; t,Y), satisfies the following Kolmogorov forward equation

(Kolmogorov, 2000):

∂P (s,X; t,Y)

∂t
+∇ · [�u(t,Y)P ] = K∇2P (3.3)

where K(Kx, Ky, Kz) is the eddy diffusivity coefficient for the random walk with constant

values horizontally and vertically. The Kolmogorov forward equation is also known as

the advection-diffusion equation or Fokker-Planck equation. The Kolmogorov forward

equation is physically intuitive and commonly used to describe “where will the particles

go?”. The complementary question: “where did the particles come from?” can be

31



addressed by the Kolmogorov backward equation (Kolmogorov, 2000), which is the adjoint

of Eq. (3.3):

− ∂P (s,X; t,Y)

∂s
− �u(s,X) · ∇P = K∇2P (3.4)

The main difference in the forward and backward Kolmogorov equations is the advection

term, which can be expanded into two components:

∇ · (�uP ) = �u · ∇P + P∇ · �u (3.5)

If the flow field is non-divergent: ∇ · �u = 0, the backward tracking can be achieved by

reversing the flow field in time (Thygesen, 2011).

In this study, we set the vertical eddy diffusivity coefficient (Kz) for the random walk

in the control case to be about 180 ×10−4 m2 s−1 based on a correlation analysis for

observed temperature time series from a mooring at two depths in the Gully (Greenan

et al., 2014). Previous field dye tracing experiments in coastal waters demonstrated that the

observed horizontal eddy diffusivity coefficient is about 1000 times larger than the vertical

eddy diffusivity coefficient (Riddle and Lewis, 2000). Thus, the horizontal diffusivity

coefficient (Kh) for the random walk in the control case is set to be homogeneous and

isotropic (Kx=Ky=Kh) with a characteristic value of 180 ×10−1 m2 s−1. The simulated

3D flow field produced by DalCoast-Gully is non-divergent since the ocean is assumed

to be incompressible. It is justified, therefore, to use the reversed flow field produced by

DalCoast-Gully for the 3D tracking backward in time.

3.3 Model Validation

The performance of DalCoast-Gully in simulating the circulation, hydrography and their

associated horizontal and vertical variations in the Sable Gully and adjacent waters is

assessed by comparing model results with various types of independent oceanographic

observations including current-meter data, the OSU (Oregon State University) tidal dataset,

and CTD casts.

Current-meter observations to be used in the validation were made at four moorings

deployed in the Sable Gully (Fig. 3.1e) from late April 2006 to early August 2007. One

of the moorings was located at the Gully head (SG02). The other three moorings were

deployed on an across-canyon transect perpendicular to the longitudinal axis of the Gully

marked as SG10, SG11 and SG12 (Fig. 3.1e), which were on the eastern, central and
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western parts of the Gully, respectively. More discussion about this Gully observation

project can be found in Greenan et al. (2014).

To assess the accuracy of submodel L5 in simulating the time-mean circulation in

the Sable Gully, the instantaneous model currents in year 2006 are averaged to generate

the annual mean currents. Figure 3.2 shows vertical profiles of the simulated annual

mean currents at the four moorings in the Gully. The simulated annual mean currents

are characterized by relatively intense surface currents and a very strong vertical shear at

depths above the Gully rim (∼200 m). The simulated annual mean current speeds decrease

roughly linearly downward to near zero at the depth of the Gully rim. The simulated

surface currents at the four moorings are southwestward and greater than 10 cm s−1. At

depths below the Gully rim, the simulated annual mean currents are much weaker with

a northwestward mean flow along the longitudinal axis of the Gully (SG02 and SG11),

suggesting a weak and on-shelf transport in the Gully. Figure 3.2 also demonstrates that

the simulated currents have relatively large seasonal variability above the Gully rim and

small seasonal variability below the rim.

The vertical profiles of the simulated annual mean currents are in fair agreement with the

observed profiles at four moorings, particularly at SG10, SG11 and SG12 (Fig. 3.2). The

fit between the simulated and observed currents can be quantified in terms of γ2 defined as:

γ2 =

∑
(O −M)2∑

O2
(3.6)

where O and M denote the observed and simulated variables respectively. Thus, γ2 is

smaller when there is better agreement between observed and simulated values. At SG10,

SG11 and SG12, we found γ2 < 0.7 for both the eastward and northward components

of time-mean currents. These relatively low γ2 values indicate that DalCoast-Gully

reproduces reasonably well the vertical profile of observed currents in the Gully on the

annual mean timescale. At SG11, the simulated annual mean currents are consistent with

the observed values including the southwestward shear flow at depths above the Gully

rim and northwestward on-shelf flow at depths below the rim. At SG10 and SG12, the

observed currents and associated vertical variations above and below the Gully rim are also

reconstructed reasonably well by the model. At the Gully Head (SG02), there are relatively

large differences between the observed and simulated currents at depths below the Gully

rim, with γ2 values to be about 1.2 and 0.7 respectively for the eastward and northward

components of the currents. The exact reason for these large differences is unknown.
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It should be noted that current observations at SG02 were made only at depths greater

than 125 m. It is also worthwhile to note that the moorings along the longitudinal axis of

the Gully experienced significant knockdowns when the magnitude of the instantaneous

currents reached as high as 100 cm s−1 (Greenan et al., 2014). The large differences

between the annual mean currents and instantaneous currents indicate that there are strong

oscillating tidal components in the flow. These high velocities and knockdowns mean that

the nominal depths of the instruments may not accurately reflect their positions all the

time, which could explain some of large discrepancies between the observed and simulated

results.

In addition to the assessment of the simulated annual mean currents, Figure 3.3 presents

vertical profiles of simulated seasonal mean currents at the center of the Sable Gully

where observations were collected by a mooring (SG11) from April 2006 to August 2007

(Fig. 3.1e). The simulated seasonal mean currents feature relatively intense surface currents

with a very strong vertical shear at depths above the Gully rim (∼200 m). The simulated

seasonal mean surface currents in the Gully are southwestward throughout the year with

relatively large magnitudes in the fall and winter. The current speeds decrease almost

linearly downward to near zero at the depth of the Gully rim. At depths below the Gully

rim, the seasonal mean currents are much weaker with a northwestern mean flow along

the Gully thalweg, suggesting the weak and on-shelf transport in the Gully. The vertical

profiles of the simulated seasonal mean currents are in good agreement with the observed

profiles at SG11, including the southwestern shear flow at depths above the Gully rim and

northwestern on-shelf flow at depths below the rim.
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Figure 3.2: Vertical profiles of the horizontal components (Ue, Vn) of time-mean currents
at four mooring stations: SG02, SG10, SG11 and SG12 in the Sable Gully. The positions
of four moorings are marked in Fig. 3.1e. The blue solid curves with cross marks represent
the annual mean currents in 2006 produced by submodel L5 of DalCoast-Gully. The two
black curves represent the minima and maxima of simulated seasonal mean currents. The
open red circles represent the mean currents computed from current-meter observations
from April 2006 to August 2007. The endpoints of the red horizontal line segment on each
red circle represent the observed minima and maxima of seasonal mean currents.
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Figure 3.3: Vertical profiles of seasonal mean currents in the eastward (Ue) and northward
(Vn) directions at the center of the Sable Gully (SG11). The position of this mooring
is marked in Fig. 3.1e. The blue solid curves with crosses represent the seasonal mean
currents in 2006 calculated from the non-tidal component in submodel L5. The open red
circles represent the seasonal mean currents calculated from the non-tidal component of
the current-meter observations from April 2006 to August 2007. The horizontal red lines
indicate ±1 standard deviation of the observed hourly non-tidal component.
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The subtidal circulation in the Sable Gully has profound seasonal variability, especially

in the subsurface. Figure 3.4 presents monthly mean currents in February and August 2006

at two selected depths (surface and 200 m) produced by submodel L5 of DalCoast-Gully.

At the surface, the simulated February mean currents feature a southwestward flow over

Banquereau Bank with magnitudes of ∼10 cm s−1. Over the Gully and Sable Island

Bank, the February mean surface currents turn cyclonically and run roughly southward.

The February mean surface currents are southwestward and relatively strong in the deep

waters off the Scotian Slope. It should be noted that the mean wind stress in February is

northwesterly over the domain of submodel L5 (Figs. 3.4a and 2.2). Based on the steady

Ekman (1963) theory, the steady-state surface currents forced directly by the wind stress

are at 45◦ to the right of the wind direction. The simulated surface currents shown in Fig

3.4a have an angle of about 135◦ to the right of the wind stress vectors, indicating that

other forcing functions (e.g., shelf-scale circulation) in addition to the wind forcing play

an important role in driving the monthly mean circulation. At the subsurface (200 m) (Fig.

3.4b), the simulated February mean currents feature a strong southwestward flow with a

typical magnitude of ∼10 cm s−1 along the shelf break outside the Gully. Inside the Gully,

the northwestward currents are relatively weak and less than 5 cm s−1 flowing along the

Gully thalweg. At the head of the Gully, the simulated February mean currents feature

a partial cyclonic circulation. There is a very weak southeastward return flow along the

western flank of the Gully. By comparison, the August mean surface currents have similar

circulation patterns as in February, except that the surface currents are stronger over the

Gully and weaker along the shelf break (Fig. 3.4a and c). At the subsurface (200 m), the

southwestward flow along the shelf break is relatively weak in August in comparison with

the flow in February. The monthly mean northwestward (on-shelf) subsurface currents

along the Gully thalweg diminished significantly to nearly zero in August.
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currents in 2006 in the Sable Gully and adjacent waters produced by submodel L5 of
DalCoast-Gully. Black arrows represent ocean currents. Open red arrows represent wind
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Tidal currents are an important component of the total currents in the Sable Gully (Swart

et al., 2011). We next examine the distributions of major tidal currents of M2 and K1

computed from submodel L5 results in March 2006, when the near-surface water column

was well mixed and the barotropic dynamics were dominant. It should be noted that tides

on the outer Scotian Shelf are affected by stratification as shown in the studies made by

Ohashi et al. (2009) and Katavouta (2015).

The simulated tidal currents during this period have significant spatial variations

(Fig. 3.5). The simulated depth-averaged tidal currents of M2 and K1 in March (Fig. 3.5a

and b) are relatively strong over shallow banks and relatively weak in the deep waters

over the Gully and adjacent continental slope. The simulated tidal currents intensified

from the mouth to head of the Gully (Fig. 3.5a and b) due to topographic funneling and

amplification of tidal energy travelling toward the Gully head (Swart et al., 2011).

The simulated depth-averaged tidal ellipses are in good visual agreement with the 2D

tidal model results produced previously by de Margerie and Lank (1986). The simulated

tidal currents of M2 and K1 are further compared with the OSU (Oregon State University)

tidal dataset for the east coast of North America. (A detailed description of this dataset

can be found at http://volkov.oce.orst.edu/tides/EC.html.) The OSU

tidal dataset is the best tidal dataset available to this region and it was generated using a

1/30◦ horizontal resolution barotropic tidal circulation model with assimilation of various

altimetric observations (Egbert et al., 1994; Egbert and Erofeeva, 2002).

The tidal current ellipses of M2 and K1 produced by submodel L5 are in good agreement

with the tidal current ellipses extracted from the OSU tidal dataset, especially in the Gully,

over the Scotian Slope, and the shallow bank to the west of Gully (Fig. 3.5a and b). The

model performance is quantitatively assessed by using a root-mean-square error estimate

in each direction defined as Erms = n−1
∑

n D, where n is the number of data points and

D is the root-mean-square difference over a tidal cycle between observed and simulated

velocities in each direction (Cummins and Oey, 1997; Carter, 2010; Hall et al., 2011):

D =

√
1

2
(A2

o + A2
m)− Ao Am cos(φo − φm) (3.7)

where A and φ are amplitudes and phases for a given tidal current constituent, and

subscripts o and m refer to observed and simulated values, respectively. The Erms(Ue, Vn)

are about (1.4, 1.5) cm s−1 for M2 and about (1.6, 1.7) cm s−1 for K1, where Ue and Vn

are eastward and northward components of depth-averaged tidal currents, respectively.
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It should be noted that the simulated tidal current ellipses of M2 and K1 are smaller on

the shallow bank to the east of the Gully in comparison with the OSU tidal dataset. The

OSU dataset has a horizontal resolution of 1/30◦ over the Sable Gully region, which barely

resolves the major topographic feature of the Gully (Fig. 3.5c and d). Therefore, the large

differences between our model results and the OSU dataset are partially due to the coarse

horizontal resolution in the OSU dataset. This is consistent with the previous finding by

Martin et al. (2009), who demonstrated that the coarse model resolution and bathymetry

are the major limiting factors affecting the accuracy of the OSU tidal dataset over certain

regions.

The model performance in simulating the vertical variations of tidal currents of M2

and K1 are further examined by comparing observed and simulated M2 and K1 tidal

currents at SG11 (Fig. 3.6), which was located at the center of the Sable Gully along its

longitudinal axis. The Erms(Ue, Vn) are also calculated according to Eq. (3.7) for the

eastward (Ue) and northward (Vn) components of tidal currents, which are about (2.5, 2.8)

cm s−1 for M2 and about (2.2, 2.8) cm s−1 for K1. Both the observed and simulated tidal

currents have significant vertical variability (Fig. 3.6). The observed tidal current ellipses

are relatively elliptical with the semi-major axis of about 10 cm s−1 in the upper water

column of less than 200 m. The tidal current ellipses change from elliptical shapes in

the upper layer to rectilinear shapes which align with the longitudinal axis of the Gully

below 400 m due to the topographic constraints. The observed tidal currents have large

amplification towards bottom, particularly for the K1. It was suggested that the observed

tidal amplification is mainly due to internal waves and internal tides trapped at the bottom

(Gordon and Marshall, 1976; Swart et al., 2011). The simulated tidal current ellipses

reasonably reproduce the observed tidal current ellipses including the complex tidal current

ellipses variations around the depth of the Gully rim (∼200 m) and the amplification in the

middle layer. However, the simulated tidal currents decrease near bottom in contrast to

the observations. It should be noted that submodel L5 uses staircase z-level grid with a

relatively coarse resolution in the vertical near the bottom. Explicitly resolving internal

waves and internal tides are challenging (Carter et al., 2012) and beyond the scope of this

study.
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Figure 3.5: Tidal current ellipses of depth-averaged (a) M2 and (b) K1 calculated from
the results produced by submodel L5 of DalCoast-Gully (in black) and OSU tidal dataset
(in red). For the illustration purpose, the tidal current ellipses are shown at every 8th grid
point of submodel L5 of DalCoast-Gully. Selected isobaths in meters are shown by the
gray contours. The lower panels show the model bathymetry used in (c) submodel L5
of DalCoast-Gully and (d) OSU tidal dataset based on Global Topography Version 12.1
(Smith and Sandwell, 1997).
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Figure 3.6: Vertical profiles of observed (in red) and simulated (in black) M2 and K1

tidal current ellipses at SG11. The ”+” marks the center of each ellipse. The location of
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The model performance in simulating hydrography in the Sable Gully is assessed by

comparing model results with the observed CTD temperature and salinity profiles made

at the time of mooring deployment in late April 2006 and recovery in early August 2007,

which allows us to examine the seasonal hydrographic variation in the Sable Gully. The

model results in August 2006 are used for a qualitative comparison with the observations

made in August 2007. Two across-canyon transects are selected for the comparison, one at

the Gully head (BB’) and the other at the Gully mouth (CC’) (marked in Fig. 3.1e). The

observed temperature and salinity fields were almost horizontally uniform along the two

transects (not shown), therefore, vertical profile plots are used for the direct comparison

between the observations and model results.

The observed hydrographic profiles in the Gully were characterized by large vertical

variations in both temperature and salinity in the top 500 m, with a cold intermediate layer

(CIL) centred at ∼50 m and warm intermediate layer (WIL) centred at ∼200 m (Figs. 3.7

and 3.8). The formation of the CIL is due mainly to the winter convection, wind-induced

strong mixing in the previous winter and advection of cold water from northeast. Based

on the warm and salty nature of the WIL, most likely the WIL water was originated over

the Slope Water region (Csanady and Hamilton, 1988). The CIL was more pronounced in

August in comparison with the CIL in April. The WIL was well-defined in April and had a

sharp turning point in both temperature and salinity at about 100 m at the Gully mouth in

August. The CIL and WIL alter the vertical stratification and may play an important role

in the generation, propagation and dissipation of internal tides and internal waves (Hall

et al., 2014) and may also have significant biological implications to marine organisms in

the Gully Marine Protected Area.

The hydrographic observations made in late April 2006 at the head and mouth of the

Gully are presented in Fig. 3.7. At the Gully head, the observed surface temperature at

this time was around 3◦C (Fig. 3.7a). There was a CIL below the surface layer centred at

about 50 m. Below the CIL, there was a WIL centred around 200 m. Below the WIL, the

observed temperature in late April was about 5◦C and decreased slowly with increasing

depths. The observed salinity at this time was relatively low and about 32.5 in the upper

water column of less than 50 m (Fig. 3.7b). The observed salinity increased significantly

with depth and reached about 34.5 at a depth of ∼200 m. Below 200 m, the observed

salinity increased gradually with increasing depths. At the Gully mouth (Fig. 3.7c and
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d), the observed temperature and salinity had similar vertical distributions as at the Gully

head, except that the CIL and WIL were relatively stronger. The observed temperature

reached up to 10◦C and the salinity was about 35 in the WIL.

The hydrographic observations made in early August 2007 at the head and mouth of the

Gully are presented in Fig. 3.8. At the Gully head, the observed surface temperature was

about 18◦C due mainly to the positive surface heat fluxes from the overlying atmosphere

(Fig. 3.8a). A CIL can be seen below the warm surface layer centred around 50 m. There

was a WIL below the CIL with the highest temperature (∼8◦C) at depth of 200 m. At

the Gully mouth (Fig. 3.8c and d), the observed temperature and salinity had the similar

vertical structures in comparison with the observations at the Gully head except for the

relatively stronger temperature and salinity gradients in the WIL.

The simulated temperature and salinity reproduce the general vertical variations in

observations in late April and early August, particularly above the CIL and below the

WIL (Figs. 3.7 and 3.8). The simulated temperature in the surface layer changes from

cold well-mixed to warm stratified due to the the positive surface heat flux (i.e., the ocean

gains heat from the atmosphere) in the model from April to August. It should be noted

that the simulated CIL and WIL are too diffusive in comparison with the hydrographic

observations. The simulated Slope Water intrusion is also too weak to propagate into the

Gully head. The high salinity water associated with the WIL could not be seen between

100 to 500 m in the model results at the Gully mouth. There are three main factors limiting

the accuracy of the DalCoast-Gully in simulating the CIL and WIL: (1) the coarse (∼200

km) horizontal resolution NCEP reanalysis dataset used in calculating the net heat flux in

the model, (2) the seasonal mean climatology used in submodel L2, and (3) the vertical

mixing parameterization used in the model.
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3.4 Physical Processes Affecting Circulation and

Hydrography

As shown in the previous section, the circulation and hydrography in the Sable Gully

have significant temporal and spatial variability. To quantify the main physical processes

affecting the circulation and hydrography in the Gully, the following three numerical exper-

iments were conducted with different configurations of the multi-nested ocean circulation

modelling system:

1. CONTROL RUN (CR): The DalCoast-Gully in this experiment is driven by the suite

of forcing functions discussed in Section 2, which include tides, wind forcing,

atmospheric pressure, sea surface heat/freshwater fluxes and open boundary forcing.

2. NO TIDES (NT): Same as the CR, except that the tides are turned off in this exper-

iment. Specifically, the tidal elevations (ηt) and tidal currents (ut) are set to zero

along the open boundaries of submodel L2 (see Eq. (A.1)).

3. NO WIND (NW): Same as the CR, except that the local wind stress is set to zero in

submodels L3, L4 and L5.

The model results from the above three experiments are used to quantify the role of the

tides, local wind and other forcings in the Sable Gully and adjacent waters. Let φCR, φNT

and φNW be model results in the experiments CR, NT and NW, respectively. The role of

the tidal forcing can be estimated by

Δφtide = φCR − φNT (3.8)

Similarly, the role of the local wind forcing can be quantified approximately by

Δφwind = φCR − φNW (3.9)

In addition to the tides and local wind forcing, the other processes, such as the outflow

from the Gulf of St. Lawrence, the equatorward Labrador Current, the Slope Water Jet and

net surface heat/freshwater fluxes can also affect the circulation and hydrography in the

Gully and adjacent waters. All of the processes other than the tides and local wind can be

estimated by

Δφother = φCR −Δφtide −Δφwind (3.10)

= φNT + φNW − φCR (3.11)
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The roles of tides (Δφtide), local wind forcing (Δφwind) and other processes (Δφother)

in the Sable Gully will be discussed next at three different timescales: the synoptic, annual

mean and seasonal mean timescales.

3.4.1 Circulation during a Storm Event

As mentioned above, local wind forcing plays an important role in affecting the circulation

and hydrography in the upper water column, particularly during storm events. We examine

the model results during tropical storm Alberto, which was the first tropical storm of the

Atlantic hurricane season in 2006. Alberto deepened into a powerful post-tropical storm as

it swept the Scotian Shelf on June 15 with maximum sustained winds of about 100 km h−1

(Franklin and Brown, 2008), resulting in large sea states over the Scotian Shelf.

The ocean response during the peak of the storm produced by DalCoast-Gully in control

run (CR) is shown in Fig. 3.9. At 00:00 June 16, the simulated sea levels reach a maximum

of about 0.4 m close to the storm centre near the Sable Island (Fig. 3.9a). The depth-

averaged currents produced by submodel L1 are strongest on the Scotian Shelf. The surface

circulation on the Scotian Shelf and the Gulf of St. Lawrence simulated by submodel L2

(Fig. 3.9b) at this time features strong well-defined storm-induced cyclonic circulation

centred on the Scotian Shelf. Relatively low surface salinity waters can be seen over the

western Gulf of St. Lawrence and the inner Scotian Shelf (Fig. 3.9b), due to the effect of

freshwater discharge from the St. Lawrence River. The near surface salinity over the Gully

is relatively high in the deep water to the south of the Gully (Fig. 3.9c). The simulated

surface current over the Sable Gully at this time is roughly northeastward at about 50

cm s−1 (Fig. 3.9d and e) and is affected strongly by the wind.

Figure 3.10 presents the surface currents at the peak of the storm produced by submodel

L5 in experiments CR and NW, which demonstrates that the wind-driven currents override

the tidal currents at this time. The northeastward surface current in the deep water to the

southeast of the Gully (Fig. 3.10a) is about 45◦ to the right of the wind stress direction,

which can be explained by the classic Ekman theory (1963). The surface currents in

experiment NW at this time are mainly tidal currents, which are significantly steered by

the local topography of the Gully (Fig. 3.10b). The westward tidal currents are separated

into two parts at the eastern flank of the Gully with one branch turning to the north, and

the other following the isobaths of the shelf break to the south. A very weak flow region

occurs to the west of the bifurcation point.
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Figure 3.9: A snapshot of five-level multi-nested model results in control run (CR) at the
peak of tropical storm Alberto at 00:00 UTC June 16, 2006 (day 167.0): (a) depth-averaged
currents (black arrows) and sea surface elevations (red/blue contours for positive/negative
values with a contour interval of 5 cm) produced by submodel L1; (b) surface currents
(black arrows) and sea surface salinity (images) produced by submodel L2; and (c-e) near
surface (2 m) currents and salinity produced by submodels L3-L5. Red open arrows are
wind stress vectors. For clarity, velocity vectors are plotted at every (a) 9th, (b) 8th, (c) 8th,
(d) 7th, and (e) 7th model grid point.
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Figure 3.10: Surface currents produced by submodel L5 at 00:00 UTC June 16, 2006 (day
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We next examine the distributions of currents in Δφtide, Δφwind and Δφother at two se-

lected transects, AA’ and CC’ (marked in Fig. 3.1e). Transect AA’ is along the longitudinal

axis of the Gully. Transect CC’ is located at the mouth of Gully and aligned roughly with

the isobaths. A new coordinate system is used in depicting currents at the two transects. In

this new coordinate system, the x-axis is along transect CC’ pointing to northeast (from C

to C’), and the y-axis is along transect AA’ pointing to northwest (from A’ to A). Thus,

the corresponding velocity components in x- and y- direction can be used to represent the

across-canyon (U) and along-canyon (V) velocities. The eastward and northward modelled

velocities are transformed to the tangential and normal components of the currents at each

transect. During the passing of storm Alberto, two snapshots with flood and ebb tide will

be discussed. Here, the flood (ebb) tide refers to the period between low (high) and high

(low) tidal sea surface elevations, during which the water in the Gully flows toward (away

from) the shelf.

Figures 3.11 and 3.12 present snapshots of the along-canyon (V), vertical (W) and

across-canyon (U) components of the 3D circulation during flood tide (03:00 June 16,

2006) at the transect AA’ and CC’, respectively. The tidal currents (Δφtide) are on-shelf

and reach up to 15 cm s−1 in the subsurface inside Gully (Fig. 3.11a-1). At the Gully

mouth, a layer of weak flow at the depth of the Gully rim (∼200 m) separates the on-shelf

tidal currents (Fig. 3.12a-1). The strong on-shelf tidal currents are accompanied by strong

upward vertical components of currents (Fig. 3.11a-2), which is required by the kinematic

bottom boundary condition on the transect,

w|z=−h = −u
∂h

∂s
|z=−h (3.12)

where (u, w) are the tangential and vertical velocity components along the transect (s) and

in the vertical (z), respectively. h is the water depth.2

Wind-driven horizontal currents (Δφwind) are only strong in the top surface mixed layer

(Figs. 3.11b-1, b-3 and 3.12b-1, b-3). The subsurface currents due to the wind are relatively

weak in comparison with those due to tides. The flow components driven by the processes

2 The bottom frictional boundary layer is not resolved in the current configuration of the model. The
slip boundary condition is used in the model, in which u in Eq. (3.12) represents the velocity above the
bottom frictional layer. If the model vertical resolution is fine enough to resolve the bottom frictional layer,
no-slip condition is required at the fluid-solid boundary and the water velocity is zero at the ocean floor.
Equation (3.12) is derived from the kinematic bottom boundary condition (D (z−(−h))

D t = 0) and valid for
both slip and no-slip boundary conditions.
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other than tides and wind forcing (Δφother) feature a strong jet (∼10 cm s−1) flowing to

the southwest with a core centred at 500 m over the shelf slope (Fig. 3.11c-3).

Figures 3.13 and 3.14 presents snapshots of the along-canyon (V), vertical (W) and

across-canyon (U) components of the 3D circulation during ebb tide (18:00 August 16,

2006) at the transect AA’ and CC’, respectively. The tidal currents (Δφtide) at this time

are off-shelf throughout the water column with magnitudes greater than 20 cm s−1 at

the Gully head (Fig. 3.13a-1). At the Gully mouth, the off-shelf ebb tidal currents at

this time (Fig. 3.14a-1) have a strong subsurface flow at the depth of the Gully rim. In

order to satisfy the kinematic bottom boundary condition on the transect, the off-shelf ebb

tidal currents are accompanied by strong downward vertical currents close to the bottom

(Fig. 3.13a-2). Wind-driven horizontal currents (Δφwind) are strong in the surface mixed

layers (Figs. 3.13b-1, b-3 and 3.14b-1, b-3). The time-dependent wind-driven currents

increase with time and can reach up to a few cm s−1 at subsurface (compare Figs. 3.13b-1,

b-3 and 3.11b-1, b-3). The wind-driven time-dependent vertical currents also increase from

0.05 cm s−1 to 0.1 cm s−1 (compare Figs. 3.13b-2 and 3.11b-2). The flow components

driven by other processes (Δφother) also demonstrate a strong shelfbreak jet flows to the

southwest with a core centred at 500 m, suggesting this shelfbreak jet is a persistent feature

(Figs. 3.11c-3 and 3.13c-3).
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Figure 3.11: Vertical distributions of currents (Δφtide, Δφwind and Δφother) in the Sable Gully at along-canyon transect AA’ (marked in
Fig. 3.1e) on 03:00 UTC June 16, 2006. The upper, middle and lower panels are the along-canyon (V), vertical (W) and across-canyon
(U) currents with positive values pointing to the northwest, upward and northeast, respectively. The vertical line indicates the position of
across-canyon transect CC’. Note that the color scale for W is different from that of U and V.
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Figure 3.12: Vertical distributions of currents (Δφtide, Δφwind and Δφother) in the Sable Gully at across-canyon transect CC’ (marked
in Fig. 3.1e) on 03:00 UTC June 16, 2006. The upper, middle and lower panels are the along-canyon, vertical and across-canyon currents
with positive values pointing to the northwest, upward and northeast, respectively. The vertical line indicates the position of along-canyon
transect AA’.
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Figure 3.13: Vertical distributions of currents (Δφtide, Δφwind and Δφother) in the Sable Gully at along-canyon transect AA’ (marked
in Fig. 3.1e) on 18:00 UTC June 16, 2006. The upper, middle and lower panels are the along-canyon, vertical and across-canyon
currents with positive values pointing to the northwest, upward and northeast, respectively. The vertical line indicates the position of
across-canyon transect CC’.
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Figure 3.14: Vertical distributions of currents (Δφtide, Δφwind and Δφother) in the Sable Gully at across-canyon transect CC’ (marked
in Fig. 3.1e) on 18:00 UTC June 16, 2006. The upper, middle and lower panels are the along-canyon, vertical and across-canyon currents
with positive values pointing to the northwest, upward and northeast, respectively. The vertical line indicates the position of along-canyon
transect AA’.
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3.4.2 Annual Mean Circulation

We next examine the main physical processes affecting the annual mean circulation in

the Gully based on the model results in three experiments. As shown in Fig. 3.2, the

annual mean circulation in the surface mixed layer of the Gully has a strong vertical shear.

The annual mean surface currents produced by the model in CR are southwestward and

relatively strong in comparison with subsurface currents (Fig. 3.15a-1 and a-3). There

is an on-shelf subsurface current inside the Gully with a typical magnitude of 1 cm s−1,

indicating the transport of slope water into the Gully (Fig. 3.15a-1). The southwestward

shelfbreak jet extends from the surface to 2000 m with a core centred at about 500 m

(Fig. 3.15a-3). The subsurface currents are much weaker along the slope in comparison

with the surface currents (∼15 cm s−1). At the mouth of the Gully (Fig. 3.15b-1), the annual

mean surface currents are northwestward on the eastern and southeastward on western side

of the Gully, respectively. The annual mean subsurface currents are characterized by an

on-shelf flow with magnitude of 0.2 cm s−1 and relatively weak off-shelf flow along the

sidewall of the Gully (Fig. 3.15b-1). The annual mean vertical currents are very weak in

the surface mixed layer and relatively strong in the subsurface due mainly to the nonlinear

interaction between the current and complex steep topography (Fig. 3.15a-2 and b-2).

A natural question arises about the roles of tides, wind forcing and other processes on

the annual mean circulation in the Sable Gully. To address this question, we compare the

annual mean model results in three numerical experiments CR, NT and NW:

< Δφtide > = < φCR > − < φNT > (3.13)

< Δφwind > = < φCR > − < φNW > (3.14)

< Δφother > = < φNT > + < φNW > − < φCR > (3.15)

where ”< >” denotes the annual mean. < Δφtide >, < Δφwind > and < Δφother >

are used to approximately represent the tidal residual currents, wind-driven currents and

currents due to other processes (e.g., shelf-scale circulation), respectively, in the annual

mean circulation of the Gully. We examine the three components at two selected transects,

AA’ and CC’ (Figs. 3.16 and 3.17).

The annual mean tidal residual currents (< Δφtide >) are relatively strong inside the

Gully, particularly over steep topography, in comparison with tidal residual currents off

the shelf slope. The surface tidal residual currents are strong and off-shelf inside the
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Figure 3.15: Vertical distributions of annual mean currents produced by submodel L5 of
DalCoast-Gully in control run (CR) at along-canyon transect AA’ (left panels) and across-
canyon transect CC’ (right panels). See Fig. 3.1e for the position of transects in the Gully.
The upper, middle and lower panels are the along-canyon, vertical and across-canyon
currents with positive values pointing to the northwest, upward and northeast, respectively.
The vertical line on transect AA’ (CC’) indicates the position of transect CC’ (AA’).

Gully (Fig. 3.16a-1). The vertical components of the tidal residual currents are relatively

strong along the sinuous axis in the Gully at subsurface (Fig. 3.16a-2). At the shelf break

(Fig. 3.16a-3), the tidal residual currents are characterized by a northeastward subsurface

flow at about 2 cm s−1 centred at 500 m. At the mouth of the Gully (Fig. 3.17a-1), the

annual mean tidal residual currents are mainly on-shelf at depths below the Gully rim and

off-shelf over the western side of the Gully. The relatively strong tidal residual currents

inside the Gully indicate the strong nonlinear interaction between the tides and the steep

topography of the Gully due mainly to three nonlinear terms in the governing equations:

(1) the nonlinear term in the continuity equation, (2) the advection term in the momentum
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equation, and (3) the nonlinear bottom friction term (Parker, 1991). In addition, the

tidal residual currents in the Gully are also affected by the interaction between tides and

stratification. Furthermore, tidal mixing modifies the density structure, which in turn

modifies the baroclinic circulation in the region.

The annual mean wind-driven circulation (< Δφwind >) is only significant in the

surface mixed layer and relatively weak in the subsurface. The annual mean surface

wind-driven currents (Figs. 3.16b-1, b-3 and 3.17b-1, b-3) are southwestward due mainly

to the southwesterly and northwesterly wind in summer and winter. The annual mean

vertical components of wind-driven currents are only significant inside the Gully along the

steep topography.

The annual mean currents driven by other processes (e.g., shelf-scale circulation) (<

Δφother >) feature a strong shelfbreak jet along the slope. The shelfbreak jet is surface

intensified (>10 cm s−1) and has a subsurface core of 8 cm s−1 centred at about 500 m

(Fig. 3.16c-3). The annual mean vertical components of currents forced by processes other

than tides and wind (Figs. 3.16c-2 and 3.17c-2) are strong along the bottom due to the

interaction between the mean flow and topography. At the mouth of the Gully (Fig. 3.17c-

1), the annual mean currents driven by other processes are on-shelf and off-shelf on the

eastern and western side of the Gully, respectively, and on-shelf at depths below the Gully

rim. A close examination of Fig. 3.17a-1, b-1 and c-1 reveals that the contributions to the

annual mean on-shelf currents at the Gully mouth are primarily from tidal residual currents

and other processes (e.g., shelf-scale circulation).
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Figure 3.16: Vertical distributions of currents (< Δφtide >, < Δφwind > and < Δφother >) in the Sable Gully at along-canyon transect
AA’ (marked in Fig. 3.1e). ”< >” denotes the annual mean. The upper, middle and lower panels are the along-canyon, vertical and
across-canyon currents with positive values pointing to the northwest, upward and northeast, respectively. The vertical line indicates the
position of across-canyon transect CC’.
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Figure 3.17: Vertical distributions of currents (< Δφtide >, < Δφwind > and < Δφother >) in the Sable Gully at across-canyon transect
CC’ (marked in Fig. 3.1e). ”< >” denotes the annual mean. The upper, middle and lower panels are the along-canyon, vertical and
across-canyon currents with positive values pointing to the northwest, upward and northeast, respectively. The vertical line indicates the
position of along-canyon transect AA’.
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To further quantify the across-shelf transport through the Gully due to model forcing

functions, the volume transport (i.e., vertical integrated velocity) over a depth range from

h1 to h2 is used, which is defined as:

(Me,Mn) =

∫ h2

h1

(Ue, Vn) dz (3.16)

where Ue and Vn are eastward and northward components of modelled horizontal velocities,

respectively. Figure 3.18a-1 presents distributions of (Me, Mn) in control run (CR)

integrated from the depth of the Gully rim (h1=∼200 m) to the bottom (h2=h). The

(Me, Mn) features a southwestward volume transport along the isobaths over the shelf

slope with magnitudes of greater than 10 m2 s−1. A branch of the southwestward volume

transport turns into the Gully and follows the sinuous longitudinal axis onto the shelf. To

examine the roles of the major forcing functions in (Me, Mn) shown in Fig. 3.18a-1, the

model results in CR are separated into three components: tidal residual, wind forcing, and

other processes (e.g., shelf-scale circulation). Figures 3.18b-1 to d-1 demonstrate that the

volume transport are mainly due to tidal residual and other processes with relatively small

contribution from the wind. Over the shelf slope, the southwestward volume transport is

mainly due to other processes (e.g., shelf-scale circulation) and reduced by an opposite

tidal residual transport. Inside the Gully, the on-shelf volume transport is mainly due to

tidal residual and enhanced by other processes. An across-canyon transect (FF’, marked in

Fig. 3.18) is selected where the on-shelf transport is relatively well-defined near the Gully

mouth. The currents in CR normal to the transect FF’ have a strong shear above the Gully

rim and a relatively weak on-shelf flow below the Gully rim (Fig. 3.18b-1). The currents

due to tidal residual (Fig. 3.18b-2) and other processes (Fig. 3.18d-2) have similar vertical

structures in comparison with the results in CR. The wind-driven component is weak below

the surface Ekman layer (Fig. 3.18c-1). The total volume transport (J) through transect

FF’ is calculated according to Eq. (3.17) and listed in Table 3.1:

J =

∫ F ′

F

∫ h2

h1

V ds dz (3.17)

where V is the along-canyon velocity normal to transect FF’, and s and z are the directions

along the transect and in the vertical, respectively. The total volume transport through

transect FF’ (h1=0 m) is off-shelf and about 0.025 Sv (1 Sv = 106 m3 s−1), of which 42%

and 34% are due to wind and tidal residual, respectively. The total volume transport below
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Table 3.1: Total volume transport through transect FF’ (see Fig. 3.18) calculated using
annual mean results in experiment CR. Positive (Negative) numbers indicate on-shelf
(off-shelf) transports.

Water depth range
Volume transport (m3 s−1)

Control Run Tide Wind Other
Surface to Bottom -25452 -8758 -10702 -5992
200 m to Bottom 3498 6246 -1619 -1129

the Gully rim (h1=200 m) through transect FF’ is on-shelf and about 0.003 Sv. In this

case, only the tidal residual transport is on-shelf, and both transports due wind and other

processes are off-shelf. The on-shelf total volume transport through the Gully may play an

important role in supporting the richness in biodiversity inside the Gully in comparison

with the adjacent shelf slope.
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Figure 3.18: Horizontal distributions of volume transport in (a-1) < φCR >, (b-1)
< Δφtide >, (c-1) < Δφwind >, and (d-1) < Δφother > from a depth of 200 m to bottom
in the Sable Gully. The values greater than 10 m2 s−1 are plotted in open arrows. The
corresponding currents normal to the transect FF’ are plotted in (a-2) to (d-2). For clarity,
volume transport vectors ≤ 10 m2 s−1 and > 10 m2 s−1 are plotted at every 3rd and 10th
model grid point, respectively. Selected isobaths in meters are shown by the red contours.
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3.4.3 Seasonal Mean Circulation

To further quantify the seasonal variations of the subtidal circulation over the Gully and

adjacent areas, the vertically integrated volume transport is calculated from model currents

produced by submodel L5 of DalCoast-Gully, which is defined as an integral of velocity

vectors from the depth of the Gully rim (200 m) to bottom. Figure 3.19 presents the

simulated volume transports in February and August 2006. The February mean volume

transport (Fig. 3.19a) is southwestward along the shelf break and northwestward along the

Gully thalweg. There are off-shelf volume transports on the western side of the thalweg

at the head and mouth of the Gully. The southwestward volume transport along the shelf

break is relatively weak in August in comparison with the transport in February (Fig.

3.19b). The on-shelf (off-shelf) transport on the eastern (western) side of the thalweg is

reduced (intensified) in August in comparison with the transport in February. Our finding

of stronger transport in February (winter) and weaker transport in August (summer) along

the shelf break is consistent with the finding of Drinkwater et al. (1979). Across the Gully

mouth (FF’, Fig. 3.19), the volume transports from the depth of the Gully rim to bottom

are estimated to be on-shelf and about 9,890 m3 s−1 and 2,357 m3 s−1 in February and

August, respectively. Our estimate is smaller than the estimate of about 35,500 m3 s−1

made by Greenan et al. (2014) based on mooring observations. It should be noted that

our estimate is based on the model results and dynamically consistent. In comparison, the

accuracy of the estimate by Greenan et al. (2014) from observations depends on the spatial

structure of the currents and the spatial coverage of the current observations.

The seasonal volume transports due to tidal residual, wind and other forcings (e.g.,

shelf-scale circulation) are also examined using the same approach for analyzing the

annual mean volume transport. The analysis of modelled volume transports in February

and August from the Gully rim (∼200) to bottom (Fig. 3.20) suggests that the transports

are mainly from tidal residual and other forcings (e.g., shelf-scale circulation), and the

seasonal variations of transports are due primarily to the variations of other forcings

(e.g., shelf-scale circulation). The monthly mean volume transport forced by the tides in

February is slightly weaker than the counterpart in August due mainly to the relatively

stronger interactions between tides and stratification in summer months. The monthly

mean volume transport forced by the wind in February and August are both small. The

monthly mean volume transport due to other forcings in February is on-shelf inside the
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Figure 3.19: Horizontal distributions of simulated monthly mean volume transport in (a)
February and (b) August 2006 from a depth of 200 m to bottom in the Sable Gully. The
values greater than 10 m2 s−1 are plotted in open arrows. For clarity, volume transport
vectors ≤ 10 m2 s−1 and > 10 m2 s−1 are plotted at every 3rd and 10th model grid point,
respectively. Selected isobaths in meters are shown by the red contours.

Gully and southwestward outside the Gully. While in August, the monthly mean volume

transport due to other forcings is off-shelf inside the Gully. The southwestward transport

outside the Gully in August decreases significantly in comparison with the transport in

February.
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Figure 3.20: Horizontal distributions of the monthly mean volume transport forced by
(a-1), (b-1) tides; (a-2), (b-2) wind; and (a-3), (b-3) other forcings. The top and bottom
panels show the volume transports in February and August, respectively. The values
greater than 10 m2 s−1 are plotted in open arrows. For clarity, volume transport vectors ≤
10 m2 s−1 and > 10 m2 s−1 are plotted at every 3rd and 10th model grid point, respectively.
Selected isobaths in meters are shown by the red contours.
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3.5 Particle Movement in the Sable Gully

3.5.1 Design of Particle Tracking Experiments

The particle movements in the Gully and adjacent areas are calculated using the particle

tracking model to examine the impact of circulation on the distribution of passive particles

(e.g., nutrients, marine larvae, pollutants). The Gully Marine Protected Area (MPA) was

divided into three management zones. Zone 1 (water depth > 500 m) has the highest

level of protection (Gully Marine Protected Area Regulations, 2004). A rectangular region

covering the whole Zone 1 is used as the initial release area in this study (Fig. 3.21).

Since the circulation above the depth of the Gully rim (∼200 m) is weakly affected by the

Gully bathymetry and the flow below the depth of the Gully rim are strongly constrained

by the Gully thalweg (Figs. 3.2 and 3.4), the depth of the Gully rim was chosen as the

initial release depth of particles in the control case (ExpCTL, Table 3.2) to investigate

the connection between the upper and lower water columns (Fig. 3.21). The control case

(ExpCTL) has two sets of particle tracking experiments covering February and August

2006 to examine the seasonal variations of the movement of particles (Fig. 3.22). Each

set of experiments consists of about 30 pairs of runs forward and backward in time.

Successive releases of a patch of particles are performed, at a time interval of one day, over

a period of a month (Fig. 3.22). This suppresses the dependence of numerical results on

the initial release time. Each run tracks a patch of particles for a 30-day period using the

3-hourly instantaneous 3D flow fields produced by submodel L5 (Fig. 3.4). Each patch of

particles consists of 3,348 particles (Fig. 3.21). The initial distance between two adjacent

particles is 500 m. Each particle is coded in a unique color (Fig. 3.21), which allows us to

identify them through out the tracking experiments. The forward and backward tracking

experiments allow us to estimate the downstream and upstream areas (Tang et al., 2006) of

the Gully. Physically, the downstream area represents a potential area to which the passive

particles could be exported from the Gully within a given time. The upstream area is a

potential area from which the passive particles could be imported to the Gully within a

given time. The estimation of downstream and upstream areas is particularly useful for

monitoring the Gully MPA.

The above describes the setup of particle tracking experiments for the control case

(ExpCTL, Table 3.2). Since the particle tracking results are dependent on the time and

location of initial release and also affected by the advection and diffusion processes (Eq.
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(3.3)), three additional sensitivity studies are also conducted (Table 3.2). In the first

additional study (ExpSUR and ExpBOT), the particles are released at the surface and at the

depth of 1000 m to investigate how the movements of particles vary with different release

depths. In the second additional study (ExpNT), the flow fields without tides are used to

estimate the role of tidal currents in the movements of particles. In the third additional

study (ExpLK and ExpHK), the random walk with different eddy diffusivity coefficients

(K) is used to address the sensitivity of the residence time to the choice of K.
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Figure 3.21: Initial positions of color-coded particles released at 200 m over Zone 1 of the
Gully Marine Protected Area (dash-dotted box). The initial distance between two adjacent
particles is 500 m. Selected isobaths in meters are shown by the gray contours.
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Figure 3.22: Schematics of two sets of tracking experiments in the Gully Marine Protected
Area in: (a) February and (b) August 2006.

Table 3.2: List of particle tracking experiments using different model flow fields and
different values of the eddy diffusivity coefficient for the random walk at different release
depths.

Experiment Release depth Flow field Random walk
ExpCTL 200 m With tides K (Observed)
ExpSUR Surface With tides K

ExpBOT 1000 m With tides K

ExpNT 200 m Without tides K

ExpLK 200 m With tides 0.1K

ExpHK 200 m With tides 10K
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3.5.2 Particle Movements Forward and Backward in Time

Figure 3.23 shows particle positions at day 3 and 6 in the case of forward in time tracking

with the initial release time of February 11, 2006 in ExpCTL. Some particles initially

released over the southern part of Zone 1 move southwestward associated with the flow

along the shelf break during the first 3 days. Particles are also advected vertically by

the vertical component of model currents, with 38% (9%) (Table 3.3) particles in depths

greater (less) than the initial release depth at day 3. At day 6, about 47% of particles

released inside Zone 1 are flushed out of the tracking domain with most of particles are

advected from the mouth of the Gully southwestward along the shelf break. A significant

number of particles are advected below (15%) and above (18%) the initial release depth.

There are only a few particles that remained on the eastern side of the Gully (between 200

and 1000 m isobaths) in Zone 1 at day 6. Figure 3.24 shows particle positions at day 3

and 6 in the case of backward in time tracking with the initial release time of February

17, 2006 in ExpCTL. About 85% of particles are inside Zone 1 at day 3. Particles over

the southern part of Zone 1 originate from the northeastern part. At day 6, about 46% of

particles are outside of the tracking domain. Some of the particles at the head of the Gully

originate from the southwestern part of the Gully. The forward and backward movements

of particles indicate the downstream and upstream areas of the Gully. The southern part

of Zone 1 is strongly connected to the Scotian Slope with particles moved into the Gully

from northeast (upstream) and advected out of the Gully to southwest (downstream) along

the Scotian Slope. The northern part of Zone 1 is weakly connected to the Scotian Slope

with particles remain in the tracking domain at different water depths.

Figure 3.25 shows particle positions at day 3 and 6 in the case of forward in time

tracking with the initial release time of August 12, 2006 in ExpCTL. Some particles

initially released over the southern part of Zone 1 are advected southward/southwestward

during the first 3 days. At day 6, about 11% of particles are flushed out of the tracking

domain. There are also only a few particles that remained on the eastern side of the Gully

(between 200 and 1000 m isobaths) in Zone 1. Figure 3.26 shows the particle positions

at day 3 and 6 in the case of backward in time tracking with the initial release time of

August 18, 2006 in ExpCTL. Nearly all particles remain inside Zone 1 at day 3. At day

6, almost all of the particles (99%) still remain inside the tracking domain. Particles

over the southern part of Zone 1 also originate from the northeastern part. The forward
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Table 3.3: Percentage of the total number of particles above/at/below the depth of the Gully
rim (∼200 m) during selected tracking experiments in mid-February and mid-August 2006
in ExpCTL

Experiment
Percentage

Surface to 180 m 180 m to 220 m 220 m to bottom Outside
Day 3 Day 6 Day 3 Day 6 Day 3 Day 6 Day 3 Day 6

Feb 11, forward 9 18 26 20 38 15 27 47
Feb 17, backward 22 34 40 14 23 6 15 46
Aug 12, forward 29 27 41 29 27 33 3 11
Aug 18, backward 31 49 45 32 24 18 0 1

and backward movements of particles in August also indicate the main downstream and

upstream areas of the Gully are located along isobaths of the Scotian Slope, suggesting

that the areas outside the Zone 1 of the Gully MPA along the slope may play an important

role in sustaining the Gully ecosystem.
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Figure 3.23: Particle positions in the top 180 m (left panels); between 180 to 220 m
(middle panels); and below 220 m (right panels) at day 3 (upper panels) and day 6 (lower
panels) in the case of forward in time tracking in ExpCTL using the 3-hourly instantaneous
flow field produced by submodel L5 of DalCoast-Gully. All particles are released at 00:00
February 11, 2006. Selected isobaths in meters are shown by the gray contours.
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Figure 3.24: Same as Fig. 3.23, except that all particles are released at 00:00 February 17,
2006 and tracked backward in time in ExpCTL.
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Figure 3.25: Same as Fig. 3.23, except that all particles are released at 00:00 August 12,
2006 and tracked forward in time in ExpCTL.
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Figure 3.26: Same as Fig. 3.23, except that all particles are released at 00:00 August 18,
2006 and tracked backward in time in ExpCTL.
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3.5.3 Residence Time

Residence time is one of important parameters in identifying the high retention and

dispersion areas in ocean waters. Figure 3.27 shows the percentage of the total number

of particles (P ) inside the core protected area of the Gully (Zone 1) as a function of time

(t) for each tracking experiment in the control runs (ExpCTL). The common feature in

Fig. 3.27 is that P is characterized by a relatively rapid decay (local homogenization)

followed by a slower “drain” out to the shelf break and deep ocean. The high frequency

variations of typical semidiurnal and diurnal periods in the figure are due mainly to the

number of particles moving in and out of Zone 1 caused by tides. The number of particles

in a few tracking experiments decrease significantly by more than 80% in the first 5 days

(Fig. 3.27a). The temporal decay of the percentage of the total number of particles (P ) that

remained inside a specific domain (Zone 1) can be approximated by (Sheng et al., 2009;

Shan and Sheng, 2012):

P = e−
t
Te (3.18)

where t is time, and Te is the e-folding residence time. The exponential curve fitting

based on the nonlinear least squares method in MATLAB® is used to estimate Te for

each tracking experiment. In the case of forward in time tracking, the estimated e-folding

residence time is about 7 and 13 days in February and August 2006, respectively. The

relatively short residence time in February is consistent with the strong monthly mean flow

along the shelf break (Fig. 3.20). The residence time in the case of forward in time tracking

is controlled mainly by the circulation in the downstream areas, while the residence time

of backward in time tracking is controlled mainly by the circulation in the upstream areas.

If the downstream and upstream circulations are symmetric, we can expect an identical

residence time for the forward and backward tracking. In the Gully, the exponential decay

of the percentage of the total number of particles (P ) inside Zone 1 in the case of forward

in time tracking is not symmetric to the decay of P in the case of backward in time tracking

(Fig. 3.27a and b, c and d) due to the complex circulation over the Gully and adjacent

waters. In the case of backward in time tracking, the estimated e-folding residence times

are about 9 and 14 days in February and August 2006, respectively, which is longer than

the estimates in the case of forward in time tracking.

Two additional sets of tracking experiments, ExpSUR and ExpBOT, were considered

with initial release depths at surface and 1000 m respectively. The results of ExpSUR
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Table 3.4: The residence time estimated from tracking experiments using different values
of the eddy diffusivity coefficient, K(Kx,Ky,Kz), for the random walk. Here Kz = 180 ×
10−4 m2 s−1. Kx=Ky=Kh is 1000 times larger than Kz. The low (0.1K) and high (10K)
eddy diffusivity coefficients are considered

Experiment
Residence time in days
0.1K K 10K

Feb, forward 8.0 7.0 5.3
Feb, backward 9.5 8.9 7.1
Aug, forward 14.7 12.9 9.7
Aug, backward 15.7 13.5 10.2

show nearly all the particles move out the Gully with the percentage of the total number of

particles inside Zone 1 decreasing almost linearly to zero in the first few days. The results

of ExpBOT show the most of the particles remain inside the Gully with the percentage of

the total number of particles inside Zone 1 decaying exponentially to about 0.5 in the first

15 days and then slowly decreasing with time.

An additional set of tracking experiments (ExpNT) was calculated using the 3-hourly

model flow fields without tides. The ensemble of P (t) curves without tides are broader

than the curves with tides (Figs. 3.27 and 3.28). The residence time without tides in

the case of forward in time tracking is estimated to be about 8 and 20 days in February

and August 2006, respectively, which is longer than the residence time with tides. This

indicates that the tidal circulation increases the mixing and thus reduces the residence time

of Zone 1.

The sensitivity of particle tracking results to the value of the eddy diffusivity coefficient

(K) of the random walk is investigated through two additional sets of tracking experiments

(ExpLK using low values of K and ExpHK using high values of K). The estimated

residence times in ExpLK and ExpHK are comparable with the estimates in ExpCTL

(Table 3.4). Our results demonstrate that the estimated residence time decreases with the

increase of the eddy diffusivity coefficient.

Cong et al. (1996) conducted tracking experiments at a fixed depth of 30 m and found

particles are likely to retain in the northern extension of the Gully which is surrounded by

the Sable Island, Middle and Banquereau Banks (Fig. 1.1). Based on Cong et al. (1996)’s

results, Petrie et al. (1998) estimated that the e-folding residence times of the northern
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extension of the Gully are about 16 and 19 days for March and April, respectively, which

are in the same order of magnitude as our estimates in the Gully. It should be noted that the

flow field used in Cong et al. (1996) has a relatively coarse horizontal resolution (∼5 km)

and does not include tidal currents.
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Figure 3.27: Time series of the percentage of the total number of particles (P (t)) remained
in the initial release domain in ExpCTL. The gray dotted-lines are P (t) curves for tracking
experiments using (a) forward and (b) backward in time tracking in February and (c)
forward and (d) backward in time tracking in August 2006. The red solid line is an
exponential fit using the nonlinear least squares method.
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Figure 3.28: Same as Fig. 3.27, except that the particles are carried by the model flow
fields without tides in ExpNT.
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Maps showing the horizontal distribution of the residence time are also useful in identi-

fying the high retention areas in the Gully. Figure 3.29 presents the distributions of the

estimated residence time in February and August 2006 in ExpCTL. In the case of forward

in time tracking, the residence time is about 2 days over the mouth and head of the Gully

and about 10 days in the middle of the Gully in February (Fig. 3.29a). In August, the

residence time has a similar spatial pattern as that in February, except for relatively higher

values of residence time. The residence time is about 5 days over the mouth and head of

the Gully and about 20 days in the middle of the Gully, particularly along the Gully flanks

in August (Fig. 3.29c). In the case of backward in time tracking, the high residence time

area occurs over a stripe extending from the western side of the Gully mouth to the eastern

side of the middle of the Gully. The residence time along the stripe is about 15 and 25 days

in February and August, respectively. It should be noted that the residence time discussed

above is based on the movement of particles released in a rectangular region covering a

management zone with the highest level of protection of the Gully MPA and the residence

time, in general, depends on this initial release region.

Figure 3.30 presents distributions of the estimated residence time using the 3-hourly

instantaneous model flow fields without tides in ExpNT. The high residence time area

occurs along the Gully flanks with typical values of 20 and 30 days in February and August,

respectively. The major differences between the residence maps with and without tides

indicate that tidal circulation reduces the value of residence time in the Gully, particularly

along the Gully flanks.

Distributions of the estimated residence time using different values of the eddy diffusivity

coefficient (K) for the random walk are presented in Figs. 3.31 and 3.32. In the case of

low K (ExpLK) the residence time is longer than that in the case of moderate K (ExpCTL)

in the whole Gully. The residence time can reach up to 30 days in some localized areas

in ExpLK. However, the spatial distribution of the residence time in the Gully in ExpLK

is similar to that in ExpCTL, which suggests that the areas with relatively high values of

residence time are not very sensitive to the value of K. In the case of high K (ExpHK),

the residence time map is relatively uniform due to the enhanced diffusion in comparison

with the residence map in ExpCTL. A comparison of the residence time maps at the low,

moderate and high K indicates that the value of residence time decreases as the value of K

increases in the Gully.
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Figure 3.29: Distributions of the estimated residence time based on tracking experiments
in ExpCTL using: (a) forward and (b) backward in time tracking in February and (c)
forward and (d) backward in time tracking in August 2006. Color maps show the time
particles spend in Zone 1 of the Gully Marine Protected Area (dash-dotted box).
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Figure 3.30: Same as Fig. 3.29, except that the particles were carried by the model flow
fields without tides in ExpNT.
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Figure 3.31: Same as Fig. 3.29, except that the eddy diffusivity coefficient K is 10 times
smaller than the value used in ExpCTL.
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Figure 3.32: Same as Fig. 3.29, except that the eddy diffusivity coefficient K is 10 times
larger than the value used in ExpCTL.
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3.6 Implications for Whale Distribution and Migration

The Sable Gully is a particularly important habitat for northern bottlenose whales, which

are known to occur along the canyon axis in the deep parts of the canyon (Fig. 3.33,

Moors-Murphy, 2014). Northern bottlenose whales are also consistently observed in the

nearby Shortland and Haldimand canyons located 50 km and 100 km to the east of the

Gully, respectively (Fig. 3.33). Northern bottlenose whales are known to move regularly

between these three canyons, though very few sightings have occurred in the adjacent shelf.

It is thought that an abundant and reliable source of food, namely, Gonatus squid (the

primary prey of northern bottlenose whales), must occur in the Gully in order to support

the population (Hooker et al., 2002).

Two implications of the oceanic circulation on the distribution and migration of northern

bottlenose whale in the Gully and adjacent canyons can be made based on the above key

observational results. First, the modelled circulation in the Gully shows relatively strong

southwestward shelfbreak current. However the fact that the northern bottlenose whales are

permanently resident in the Gully implies that the current has little direct impact on their

migration and distribution. Second, the distribution and abundance of northern bottlenose

whale’s prey (e.g., squid) could be affected by the oceanic circulation, which could have

indirectly impact on whale’s migration and distribution. The particle tracking experiments

conducted froward and backward in time identified that the source region of the Gully is to

the northeast along the shelf break indicating that the Gully and the two canyons in the

upstream along the shelf break are dynamically connected. Besides, the shelfbreak current

may play an important role in advecting squid from northeast downstream into the Gully.
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Figure 3.33: Documented northern bottlenose whale sightings (filled-in circles) around
the canyons of the eastern Scotian Slope between 1967 and 2010. The outer boundary of
the Gully MPA is shown. (Adapted from Moors-Murphy, 2014)
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3.7 Summary

A five-level multi-nested, three-dimensional (3D), ocean circulation model was used to

reconstruct the circulation and hydrography over the Sable Gully and adjacent waters in the

year of 2006. The model performance was assessed by comparing the model simulations

with current-meter observations, existing datasets and CTD measurements. The vertical

profiles of the simulated annual mean currents in the Gully were in fair agreement with

current-meter observations (Greenan et al., 2014). The simulated depth-averaged tidal

current ellipses agreed with the OSU tidal dataset. The model also captured the observed

vertical variations of M2 and K1 tidal current ellipses from the surface to the deep water.

The simulated temperature and salinity in the Gully were in fair agreement with the

hydrographic observations made in April and August.

The circulation and hydrography in the Sable Gully and adjacent waters were shown

to have significant temporal and spatial variability. A process study was conducted to

quantify the main physical processes affecting the 3D circulation and hydrography in

the Gully at the synoptic and annual mean timescales. On the synoptic timescale (storm

events), the circulation in the surface mixed layer is affected significantly by the local wind

forcing, particularly during the passing of storms. On a longer timescale (annual mean),

the local wind forcing is only important in the surface Ekman layer. The tidal residual

currents due to the nonlinear tide-topography interaction are strong inside and at the mouth

of the Gully. A persistent strong southwestward shelfbreak jet exits along the slope with

a core centred at about 500 m. An analysis of along-canyon volume transport suggested

that on the annual mean timescale, tidal residual is the primary contributor to the on-shelf

transport of the slope water into the Gully.

Based on the 3-hourly instantaneous currents produced by submodel L5 of DalCoast-

Gully, particle tracking experiments were conducted both forward and backward in time

to examine the particle pathway, upstream and downstream areas, and residence time of

the Sable Gully. The downstream (upstream) area of the southern part of the Gully are

located to the southwest (northeast) of the Gully mouth along the Scotian Slope. The

e-folding residence time is about 7 and 13 days in February and August 2006, respectively,

estimated from the movements of particles released at the depth of the Gully rim and

tracked forward in time. The areas with a relatively high residence time are along the Gully

flanks with typical values of 10 and 20 days in February and August 2006, respectively.
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The particle movements from tracking experiments with and without tides suggested that

tidal circulation reduces the value of residence time in the Gully, particularly along the

Gully flanks. The 3D circulation and hydrography in the Gully discussed in this study may

not have direct impact on the distribution and migration of northern bottlenose whale, but

they could play an important role in advecting whale’s prey (e.g., squid) into the Gully.

The knowledge gained in this study can be used in developing an effective management

plan for the Gully Marine Protected Area.
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CHAPTER 4

CENTRAL SCOTIAN SHELF ADJACENT

TO HALIFAX
1

4.1 Introduction

Circulation and hydrography over coastal and shelf waters of Nova Scotia have significant

temporal and spatial variability. For example, sharp sea surface temperature fronts were

observed along the coast of Nova Scotia on September 1, 2012 by the Moderate Resolution

Imaging Spectroradiometer (MODIS) instrument onboard the Aqua satellite (Fig. 4.1). The

main physical processes that affect the circulation, hydrography and associated variability

over the Scotian Shelf (SS) and adjacent waters include tides, wind forcing, net heat and

freshwater fluxes at the sea surface, shelf-slope exchange, freshwater runoff, and other

atmospheric forcing. The tides along the south shore of Nova Scotia are mainly semi-

diurnal with amplitudes of the M2 constituent increasing from ∼50 cm at the northeast

tip to ∼100 cm at the southwest tip of Nova Scotia (Dupont et al., 2002). In the Bay of

Fundy (BoF), the tides resonate significantly with the local geometry (Garrett, 1972) to

produce a large (up to ∼17 m) tidal range at the head of the BoF. Associated with large

tides, strong tidal currents in the BoF provide an effective mechanism to vertically mix the

water column (Garrett et al., 1978).

1This chapter was modified from two manuscripts entitled: (1)“Assessing the performance of a multi-
nested ocean circulation model using satellite remote sensing and in-situ observations” by Shan, S., J.
Sheng, K. Ohashi and D. Mathieu published in Satellite Oceanography and Meteorology in 2016; and (2)“A
modelling study of coastal upwelling on the Scotian Shelf” by Shan, S. and J. Sheng in preparation for
submission to Journal of Geophysical Research.
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Figure 4.1: MODIS satellite remote sensing data of sea surface temperature (SST)
on September 1, 2012. Data were extracted from the Ocean Color Website (http:
//oceancolor.gsfc.nasa.gov). The 100 m and 200 m isobaths are shown by the
black and gray contours, respectively.
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The SST over the study region has a strong seasonal cycle, with a mean range of about

16°C (Thompson et al., 1988), largely due to the intense negative and positive heat fluxes

at the sea surface from the atmosphere to the ocean in winter and summer, respectively.

The interannual and decadal variability of temperature and salinity on the SS is affected

significantly by variations of the equatorward transport of the Labrador Current through

the shelf-slope exchange (Petrie and Drinkwater, 1993). The freshwater discharge from

the St. Lawrence River (SLR) also plays an important role in affecting the salinity and

circulation in the Gulf of St. Lawrence-Scotian Shelf-Gulf of Maine (GSL-SS-GoM).

Previous studies suggested that the freshwater discharge signal of the SLR from Québec

City reaches Halifax and Cape Sable in about 6 months (Sutcliffe et al., 1976) and about

8-9 months (Smith, 1989), respectively.

Wind stress and associated variability also play an important role in driving the variation

of circulation and hydrography of Nova Scotia’s coastal and shelf waters. The dominant

southwesterly wind in summer on the SS is favorable for coastal upwelling. Based on

satellite images of SST, Petrie et al. (1987) demonstrated the development of a band of

cool water over the inner SS during a month-long period of upwelling-favorable winds in

1984. In addition, tropical and winter storms can generate significant storm surges, shelf

waves, and intense inertial currents on the SS and adjacent waters (Sheng et al., 2006).

With the advent of computer technology and significant progress in numerical methods

in the last 50 years, numerical ocean circulation models have increasingly been used in

simulating three-dimensional (3D) circulation and hydrography in the ocean. Various

numerical models were developed for simulating the circulation and hydrography of Nova

Scotia’s coastal and shelf waters (e.g., Thompson et al., 2007; Wu et al., 2012; Urrego-

Blanco and Sheng, 2014; Katavouta, 2015; Brennan et al., 2016). One of these numerical

models is a 3D ocean circulation modelling system known as DalCoast. DalCoast has been

developed over the past two decades to simulate the circulation and hydrography for the

GSL-SS-GoM region. The earliest version of this model was used to simulate the storm

surge and two-dimensional (2D) circulation over the eastern Canadian shelf, with a special

emphasis of the SS and GSL region (Bobanovic, 1997). An improved version was then

applied to simulate the 3D circulation and hydrography over the coastal and shelf waters

of Nova Scotia (Thompson et al., 2007), using a simple data assimilation method known as

spectral nudging to suppress seasonal bias and drift in the model. The more recent version
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was further developed with important modifications including an enlarged model domain

and higher resolution atmospheric forcing (Ohashi and Sheng, 2013). A multi-nested

version of DalCoast was developed by Yang and Sheng (2008) and later by Shan et al.

(2011). DalCoast has been applied, using a one-way nesting technique, to simulate the

circulation and hydrography over three scientifically and socio-economically important

marine areas of Nova Scotia: Lunenburg Bay (DalCoast-LB, Yang and Sheng (2008)),

Halifax Harbour (DalCoast-HFX, Shan et al. (2011)) and Sable Gully (DalCoast-Gully,

Shan et al. (2014)). The circulation and hydrography simulated by the multi-nested version

of DalCoast were extensively validated against observations (Yang and Sheng, 2008; Shan

et al., 2011, 2014).

It is a great challenge, however, for a numerical model to accurately reproduce the

observed circulation and associated variability over the coastal and shelf waters of Nova

Scotia, including the above-mentioned observed SST fronts and the Nova Scotia Current.

This is mainly because important physical processes in operation are not fully understood

in the region. For example, what are the variations in the strength and offshore extension

of the SST front? What are the main physical factors affecting the interannual variability

of the Nova Scotia Current? How is the circulation over the Scotian Shelf affected by

Slope Water intrusions? An accurate circulation model for this region is a valuable tool in

answering the above questions.

As a first step, the main objective of this study is to assess the performance of a nested-

grid model for the coastal and shelf waters of Nova Scotia by using satellite remote sensing

data and in-situ oceanographic observations. This chapter presents the latest version of

DalCoast to date, in which the domain of the finest-resolution (∼500 m) submodel covers

the inshore part of the central SS region extending about 200 km seaward from Halifax

Harbour and passing Emerald Basin to the shelf break (Fig. 4.2). The nesting approach

provides a computationally efficient method to better resolve physical processes over the

central SS, such as the Nova Scotia Current, coastal upwelling and shelf-slope exchange,

within the upstream and downstream regions. In Section 4.2, the nested-grid circulation

model is described. In Section 4.3, the model performance is assessed by comparing

against various observations. In Section 4.4, the nested-grid model is used in a process

study to examine the effect of tidal-mixing and wind-driven coastal upwelling on the cold

surface water formation along the Nova Scotia coast in summer. In Section 4.5, an in-depth
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study of the coastal upwelling is presented. In Section 4.6, the implications for salmon

migration are discussed. A summary is presented in the last section.

4.2 Numerical Modelling System

The nested-grid ocean circulation modelling system used here consists of four submodels,

with progressively smaller model domains and finer horizontal resolutions zooming from

the northwest Atlantic into the central SS. The two outermost submodels, L1 and L2,

are based on the Princeton Ocean Model (POM, Mellor, 2004). Submodel L1 is a 2D

barotropic storm surge model covering the eastern Canadian shelf from the Labrador Shelf

to the GoM with a horizontal resolution of 1/12°. Submodel L2 is a 3D baroclinic model

covering the GSL, the SS, and the GoM with a horizontal resolution of 1/16° and 40

σ-layers in the vertical. Submodels L3 and L4 are also 3D and baroclinic with a horizontal

resolution of ∼2 km and ∼500 m, respectively. Submodels L3 and L4 are based on the

free-surface version of CANDIE (Sheng et al., 1998), which is a 3D primitive-equation

ocean circulation model that uses the A-grid, z-levels in the vertical and a fourth-order

advection scheme. There are 47 z-levels in the vertical in L3 and L4, with relatively fine

vertical resolutions of 3 m in the first layer, and 4 m between 3 m and 103 m, and 8 m

in the deep water. The one arc-minute interval gridded bathymetry data from GEBCO

(General Bathymetric Chart of the Oceans, www.gebco.net) is used for the model

bathymetry. This version of DalCoast is called as DalCoast-CSS. A detailed description

of the modelling system is presented in appendix A. It should be noted that the wind,

pressure and other variables related to heat fluxes used in DalCoast-CSS are updated from

NCEP reanalysis to NARR (North American Regional Reanalysis) for a better spatial

and temporal coverage (32 km, 3-hourly). The temperature and salinity in the model are

spectrally nudged toward the seasonal-mean climatologies at depths greater than 40 m in

L2 and L3 using the spectral nudging method (Thompson et al., 2007). Hence, the model

temperature and salinity in the top 40 m evolve freely under the influence of external

forcing. In addition, the semi-prognostic method (Sheng et al., 2001) is used to further

reduce the seasonal drift in the simulated circulation in L2. In this method, the simulated

density in the hydrostatic equation is expressed as a linear combination of the simulated

density and the climatological density, which is equivalent to adding a correction term to

the horizontal pressure gradient terms in the momentum equation (Sheng et al., 2001).
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Figure 4.2: Domains and major bathymetric features of the four submodels of the
nested-grid ocean circulation model. In (b), the blue solid circles and green solid squares
indicate the tide gauge locations; the downward-pointing triangles indicate the position
of hydrographic stations: Rimouski in the GSL, Station 2 on the SS, and Prince 5 in the
BoF. In (c) and (d), the black solid circle indicates the position of the marine buoy outside
Halifax Harbour (HB); the black solid square indicates the position of the tide gauge in
Halifax Harbour (HFX); the black upward-pointing triangles indicate positions of three
current moorings: T1, T2 and T3; the black downward-pointing triangle indicates the
position of Station 2 (HL2). Land is masked by the tan color. The Gulf of Maine (GoM),
Scotian Shelf (SS), Gulf of St. Lawrence (GSL), Bay of Fundy (BoF), Northeast Channel
(NC), Laurentian Channel (LC), Cabot Strait (CS) and Georges Bank (GB) are labelled in
(b). In (b), “1” represents Cape Sable. LaHave Basin (LB), LaHave Bank (LK), Emerald
Basin (EB), Emerald Bank (EK) and Scotian Gulf (SG) are labelled in (c). The following
geographical names are used in the discussion of coastal upwelling and labelled in (c) and
(d): Mahone Bay (M), St. Margarets Bay (S), Halifax Harbour (HFX), Cape Sambro and
Sambro Ledges.
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4.3 Model Validation

DalCoast-CSS is initialized from the January mean hydrographic climatology and inte-

grated from a state of rest for two years from January, 2011 to the end of 2012 using the

configuration described in Section 4.2. In the model assessment, we mainly focus on the

model results for 2012. The oceanographic measurements used for the assessment include

satellite remote sensing data from GHRSST and Aquarius, and in-situ oceanographic

observations made by tide gauges, a marine buoy, ADCPs and CTDs.

4.3.1 Sea Level

Sea level observations have been made by tide gauges at several locations in the study

region (Fig. 4.2b). A MATLAB® package known as T TIDE (Pawlowicz et al., 2002)

was used to conduct harmonic analysis of observed and simulated sea levels. Ohashi and

Sheng (2015) recently assessed the performance of submodel L2 in simulating tides in the

GSL. In this study, we assess the model performance in simulating tides in GSL-SS-GoM

region. Figure 4.3 shows scatterplots between the observed and simulated amplitudes and

phases of tidal elevation for the M2 and K1 constituents for 2012 at 10 tide gauge locations.

Here we use a statistical quantity γ2, which is similar to the one introduced in Chapter 3

Eq. (3.6), to provide a quantitative measure of the model performance:

γ2 =
V ar (O −M)

V ar (O)
(4.1)

where V ar represents the variance operator, and O and M denote the observed and model

simulated variables respectively. The smaller γ2 is, the better the performance of the model

is. Empirically, the threshold value of γ2 is chosen to be 1. The calculated γ2 is relatively

small (< 0.1) and similar to the values discussed in Ohashi and Sheng (2015), indicating

the submodel L2 is able to capturing the tides in the GSL-SS-GoM region.

We next assess the performance of the innermost submodel L4 in simulating the tidal

and non-tidal components of sea levels in Halifax Harbour. Sea level observations have

been made at a tide gauge in Halifax Harbour for almost a century (see the position marked

by a black square in Fig. 4.2d). Observations of sea levels in a 2-month period (November 1

to December 31, 2012) in Halifax Harbour demonstrate that sea levels are strongly affected

by tides which are predominantly semi-diurnal (Fig. 4.4a). A pronounced spring and neap

variation is also evident in the sea level observations due mainly to the beating of the M2
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and S2 tidal constituents. From the neap to spring tide, the observed tidal range increases

from about 0.6 to 2.0 m. The non-tidal component of observed sea levels (Fig. 4.4b),

which include the storm surge and inverse barometer effect (ηa = −P̃a/ρg, where P̃a is

atmospheric pressure perturbation, ρ is density of seawater and g is acceleration of gravity),

also contributes to the total sea level variations. Several peaks in the observed non-tidal

component (Fig. 4.4b) can be seen in the fall and winter associated with storm events.

The non-tidal observed sea levels are relatively small in summer due mainly to less severe

weather conditions over the study region in summer than in other three seasons.

Overall, submodel L4 reproduces very well the sea level observations (Fig. 4.4a and b).

The simulated tidal component is in good agreement with observations both in amplitudes

and phases with γ2 = 0.03. The simulated non-tidal component also has reasonable

agreement with observations with γ2 = 0.34. These low values of γ2, which are similar

to those discussed in previous study (Shan et al., 2011), indicate that DalCoast-CSS

performs well in simulating sea level variability in Halifax Harbour at timescales of hours

to seasons. It should be noted that large mismatches during several occasions in the

non-tidal component are due mainly to the less accurate atmospheric forcing during strong

storm events used in driving the model.
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4.3.2 Hydrography

We next evaluate the performance of DalCoast-CSS in simulating the 3D, time-varying

hydrography. The temporal evolution of hydrography produced by the model is affected by

both internal dynamics of the model and external forcing at the sea surface and along model

open boundaries. The focus of this section is on the assessment of the model performance

in simulating hydrography in the upper water column, where the spectral nudging method

was not applied in the model.

4.3.2.1 Satellite Remote Sensing Observations

SEA SURFACE TEMPERATURE (SST): The simulated SST produced by submodel L2

of DalCoast-CSS has significant seasonal variations (Fig. 4.5a). In February, the SST is

relatively cold (∼0°C) in the shelf water region, including the GSL, SS and GoM; and

relatively warm (∼15°C) in the Slope Water region and adjacent deep waters. In May,

the SST on the shelf starts to warm up to ∼5°C. In August, the SST further increases to

∼20°C in the shelf water region and ∼25°C in the deep water region, mainly due to the

positive surface heat flux from the overlying atmosphere to the ocean. It should be noted

that submodel L2 generates relatively cold surface waters in the Georges Bank, BoF and

off Cape Sable due to the strong tidal mixing over the shallow banks. In November, the

simulated SST decreases to ∼15°C on the shelf water region and ∼20°C in the deep water

region.

The satellite remote sensing data of SST (Fig. 4.5b) produced by the GHRSST (Group

for High Resolution Sea Surface Temperature) Multiscale Ultrahigh Resolution (MUR)

project (http://dx.doi.org/10.5067/GHGMR-4FJ01) are used to assess the

model performance in simulating the temporal and spatial variability of SST in the study

region. The global Level 4 (i.e., gridded and with gaps filled) GHRSST MUR SST has

a horizontal resolution of 1-2 km, which is based upon nighttime GHRSST L2P skin

and subskin SST observations from several instruments such as the NASA Advanced

Microwave Scanning Radiometer-EOS (AMSRE), and the MODIS on the NASA Aqua

and Terra platforms.

Figure 4.5c presents the seasonal model biases in the SST, which are represented by

differences between the simulated and observed monthly-mean SST. The seasonal biases

of submodel L2 are relatively small and less than 2°C on the SS, indicating that DalCoast-

CSS performs reasonably well in simulating the SST over this region. In the GoM, the
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model underestimates the SST in February by ∼2°C and overestimates the SST in August

and November by ∼2°C. In the GSL, relatively large model biases occur over the western

side in August and eastern side in November. In addition, the model has a deficiency

in simulating the warm core ring detachment observed in the Slope Water region (Fig.

4.5b-2). We speculate that the major reason for the model biases on the shelf (e.g., GoM

and GSL) is due to the vertical mixing parameterization in the model. The major reason for

the model deficiency in the Slope Water region is that the current, temperature and salinity

at the open boundaries of submodel L2 are climatological five-day means produced by

a coarse-resolution model for the northwest Atlantic Ocean (Urrego-Blanco and Sheng,

2012). As a result, without data assimilation, it is very difficult for DalCoast-CSS to

reproduce realistically the timing and location of detachment of warm core rings in the

Slope Water region.

SEA SURFACE SALINITY (SSS): The simulated SSS produced by submodel L2 of

DalCoast-CSS is presented in Figure 4.6a. The model generates a sharp shelf-slope salinity

front (marked by the 34 psu contour in Fig. 4.6a) over the Slope Water region off the

SS and GoM in February, May, August and November. Another noticeable feature in

the simulated SSS is the low-salinity surface waters in the western GSL, along the south

shore of Nova Scotia, and over the northeastern GoM (Fig. 4.6a). These low-salinity

waters have significant seasonal variations due to the time-varying freshwater discharge

from the St. Lawrence River (SLR). In spring, the SLR runoff specified in the model

increases significantly due to the melting of ice and snow. As a consequence, the simulated

SSS decreases in the northwestern GSL in May. In August, the simulated SSS in the

western GSL decreases further and the low-salinity surface water extends offshore along

the Laurentian Channel to reach the shelf break. In November, the simulated SSS decreases

along the south shore of Nova Scotia. In February, the simulated SSS decreases in the

western SS and the eastern GoM. The equatorward propagation of a spring freshwater

pulse of the SLR can be estimated from time series shown in Fig. 4.7. A discharge peak

is followed by the downstream reduction of the amplitude and phase propagation of a

low-salinity signal. The travel times of the simulated freshwater pulse in spring 2011 from

Québec City are about 7 months and about 8 months to reach Halifax and Cape Sable,

respectively. These estimated travel times are consistent with the values of 6 months and

8-9 months discussed in previous studies (Sutcliffe et al., 1976; Smith, 1989). It should be
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noted that the late arrival of the simulated freshwater pulse to Halifax could be attributed

to the strong interannual variability of the SLR spring discharge (Fig. 4.7a). The seasonal

variations of SSS outside the mouth of the Saint John River (SJR) are also captured by

the model in the BoF. A low-salinity plume outside the mouth of the SJR is evident in

May due to the large freshwater discharge. The SJR plume decays in the following months

due to the decrease in the freshwater discharge of the SJR and strong tidal mixing in this

region.

The satellite Aquarius SSS product (NASA Aquarius project, 2015) is used to assess

the model performance in simulating the temporal and spatial variability of SSS in the

study region. The Aquarius SSS was inferred from brightness temperatures at the sea

surface measured by three satellite radiometers and can be considered approximately as the

observed SSS in the top 1 mm of the ocean water. The Aquarius SSS data were available

from August 2011 to June 2015, and not available after this period due to an unrecoverable

hardware failure, which caused the termination of the mission. The latest (version 4)

Aquarius Level 3 SSS product contains globally gridded 1 degree spatial resolution SSS.

It should be noted that the Aquarius SSS are not available near the coast due to land

contamination. The Aquarius SSS features large-scale patterns of seasonal variations in

SSS over the GSL and on the SS (Fig. 4.6b). In the interior of the GSL, the Aquarius

SSS is relatively low in August. Over the shelf break adjacent to the Sable Island, the

Aquarius SSS is relatively high in May. A salinity front can be seen from the Aquarius

SSS in Fig. 4.6b between the shelf water and the Slope Water in the four months. It should

be noted that the spatial resolution of the Aquarius SSS is too coarse to resolve the salinity

features near the coast. By comparison, the horizontal resolution of submodel L2 is about

1/16°, which is capable of resolving more fine-scale horizontal features of the SSS than

the Aquarius product.

The seasonal model biases in the SSS, which are represented by differences between the

simulated and Aquarius monthly-mean SSS, are small on the eastern SS in the four months,

particularly in May (Fig. 4.6c-2). Submodel L2 however underestimates the monthly-mean

SSS over the southwestern part of the model domain throughout the year by ∼2 psu and

overestimates the SSS in the interior of GSL in August and November by ∼2 psu. The

model deficiency in simulating the SSS could be explained by the lack of precipitation and

evaporation processes at the sea surface in the model. It should be noted that the spectral

101



nudging method was only applied at depths greater than 40 m in the model. Hence, the

model temperature and salinity in the top 40 m can evolve freely under the influence of

internal dynamics of the model and external forcing. In this study, the simulated variability

in SSS is due mainly to the low-salinity water from the GSL and high-salinity water from

the Slope Water region. In addition, as mentioned above, the current, temperature and

salinity at the open boundaries of submodel L2 are climatological five-day means produced

by a coarse-resolution model for the northwest Atlantic Ocean (Urrego-Blanco and Sheng,

2012).
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Figure 4.5: Simulated (upper panels) and observed (middle) monthly-mean sea surface
temperature (SST) fields (in °C) in February, May, August and November 2012. Lower
panels present the model biases represented by differences between the simulated and
observed monthly-mean SST in each month. The simulated results are produced by
submodel L2. The observations are extracted from the GHRSST MUR Level 4 product
(http://dx.doi.org/10.5067/GHGMR-4FJ01).
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Figure 4.6: Simulated (upper panels) and observed (middle) monthly-mean sea surface
salinity (SSS) fields in February, May, August and November 2012. Lower panels present
the model biases represented by differences between the simulated and observed monthly-
mean SSS in each month. The simulated results are produced by submodel L2. The
observations are extracted from the Aquarius Level 3 sea surface salinity version 4 product.
The locations marked by “+” in (a-1) are used in the discussion of freshwater pulse.
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Figure 4.7: Time series of (a) the St. Lawrence River discharge near Québec City specified
in the submodel L2 and (b-g) simulated sea surface salinity at selected downstream
locations produced by submodel L2. The locations are marked by “+” in Fig. 4.6 (a-1).
The St. Lawrence River discharge maximum in 2011 is indicated by the red vertical line in
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105



4.3.2.2 In-situ Observations

We next assess the model performance using the in-situ hydrographic observations. Sea

surface temperatures have been measured at a marine buoy located outside Halifax Harbour

since 2000 (black solid circle marked by HB in Fig. 4.2c). The depth of the water

temperature sensor on this buoy is ∼0.67 m below the calm water line. The observed daily-

mean SST (Fig. 4.8) has significant temporal variability on various timescales, with the

seasonal cycle being the dominant. The observed SST time series also exhibit several rapid

cooling in mid-July, near the end of August and mid-October in 2012. These SST cooling

events are strongly correlated with upwelling-favorable alongshore winds. In comparison

with the SST monthly climatology constructed from the entire 14-year observations (March

2000-March 2014, the black line with open circles in Fig. 4.8), the SST in 2012 is warmer

than in the normal year. This is consistent with the previous finding by Hebert et al. (2013),

who reported that the annual-mean ocean temperature at discrete depths from surface to

bottom over the SS and GoM in 2012 was the warmest between 1970 and 2012.

The observed seasonal cycle of SST and some of the synoptic variations in 2012 are

well captured by submodel L4 with γ2=0.04 (Fig. 4.8). The simulated SST in August

increases with time, which is in good agreement with the observations, due mainly to the

downward surface heat flux from the atmosphere to the ocean in summer months. The

observed timing of the subsequent rapid cooling event at the end of August is well captured

by the model, although the magnitude of the cooling is underestimated. It should be noted

that the simulated SST is ∼2°C cooler than the observed SST at the beginning of August

and this model bias persists throughout the month of August, for which the exact reason is

unknown. One plausible explanation is the accuracy of the net heat flux at the sea surface

in the model. The net heat flux at the sea surface is a function of atmospheric variables and

SST (Gill, 1982). The atmospheric variables include the air temperature, relative humidity,

cloud cover, wind speed and air pressure. In this study, the atmospheric variables are taken

from the NARR reanalysis and there is no feedback from the ocean to the atmosphere.

Figure 4.9 shows that the heat fluxes at the buoy location in the model are in the same

order of magnitude as the heat fluxes provided by the NCEP Climate Forecast System

Version 2 (CFSv2) products (Saha S, et al. 2011, updated monthly, 2016) with noticeable

differences at high frequencies. Another possible explanation is the crude vertical mixing

parameterization used in the model.
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Figure 4.8: Time series of observed (red) and simulated (blue) sea surface temperature in
2012 at the Halifax Harbour buoy. The simulated results are produced by submodel L4.

The model performance in simulating the temperature and salinity in the water column

is further assessed by comparing model results with CTD observations of temperature and

salinity made by the Atlantic Zone Monitoring Program of Fisheries and Oceans Canada

(Therriault et al., 1998). Ohashi and Sheng (2015) recently validated the simulated

temperature and salinity only in the GSL produced by a similar submodel L2. Here we

mainly focus on the validation by including observations made on the SS and in the BoF.

Figure 4.10 shows scatterplots between temperature and salinity values simulated by the

submodel L2 for 2012 and their observed counterparts at Rimouski (in the GSL), Station 2

(on the SS) and Prince 5 (in the BoF). The calculated γ2 values are about 0.09-0.42, which

are similar to the values discussed in the literature by Ohashi and Sheng (2013, 2015),

indicating that the current version of submodel L2 has a same level of performance in

simulating the temperature and salinity in the study region.

The model performance in simulating the vertical distribution of temperature and salinity

is assessed by comparing the innermost submodel L4 results with CTD observations of

temperature and salinity made at Station 2 (downward-pointing triangle in Fig. 4.2d) on

the Halifax Line. Figure 4.11 presents a comparison between the simulated time-depth

distribution of temperature and salinity produced by submodel L4 of DalCoast-CSS and

the CTD observations at Station 2.
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Submodel L4 is able to capture many of observed features in the vertical temperature

profiles at Station 2, including vertically uniform distributions in the top 60 m in late fall

and winter and the development of thermal stratification in summer (Fig. 4.11a). The other

important feature in summer reproduced by the model is the cold intermediate layer (CIL).

The formation of the CIL is mainly due to winter convection, wind-induced mixing in the

previous winter and equatorward advection of cold water by the Nova Scotia Current. The

model is able to capture the three-layer vertical structure in temperature with a CIL in the

middle of the water column in summer. However the model overestimates the temperature

in the CIL and underestimates the temperature in the top 20 m in comparison with the

observed profiles in summer. We also compared the simulated heat fluxes at Station 2

with the heat fluxes provided by the NCEP Climate Forecast System Version 2 (CFSv2)

products and found no major differences. We speculate that model deficiency may be due

to the crude vertical mixing parameterization used in the model. An enhanced version of

the K profile parameterization (KPP) scheme of Durski et al. (2004) is used in submodel

L3 to L5. A sensitivity study using different vertical parameterization schemes over this

region will be conducted in a future study.

The nested-grid circulation model is also able to capture the general vertical structure in

salinity at Station 2 (Fig. 4.11b). The low salinity in the upper layer of ∼40 m in late fall

and winter at Station 2 of Halifax Line is associated with the arrival of the low-salinity

water from the GSL. The model is also able to reproduce a bottom layer with relatively

high salinity. The simulated layer thickness increases from ∼20 m in winter to ∼60 m

in summer. The model however overestimates the salinity in the top 60 m in spring and

underestimates the salinity in the bottom layer in summer. This model deficiency, as

mentioned above, may be due to the lack of precipitation and evaporation processes at the

sea surface in the model. In addition the warm and salty Slope Water intrusions at the shelf

break may not be well represented in the model.
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Figure 4.9: Time series of heat fluxes in 2012 produced by submodel L4 (blue) and CFSv2
products (red) at the marine buoy outside Halifax Harbour.
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Figure 4.11: Time-depth distributions of simulated (a) temperature and (b) salinity at
Station 2 in 2012. The simulated results are produced by submodel L4. The observed
temperature and salinity profiles based on CTD casts are shown with 1-day width in the
plots. The times of CTD casts are indicated by open triangles.
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4.3.3 The Nova Scotia Current

We next assess the model performance in simulating the Nova Scotia Current (NSC) using

in-situ current observations. Figure 4.12 presents the depth-integrated monthly-mean

current produced by submodel L3 of DalCoast-CSS in February 2012, when the NSC

transport is at its annual peak (Loder et al., 2003). The main circulation feature as shown

in Fig. 4.12 is that the simulated NSC flows southwestward following approximately the

150 m isobath along the coast. There are two small branches that separate from the main

branch of the NSC. The first branch flows southward over the Emerald Basin to the Scotia

Gulf and the second branch also flows southward over the LaHave Basin towards the

LaHave Bank. The model also produces a westward shelfbreak jet over the area to the

south of the Emerald Bank. The flow pattern described above is consistent with the density-

driven currents calculated from historical hydrographic profiles (Sheng and Thompson,

1996) and seasonal circulation in winter diagnosed numerically from the seasonal-mean

climatologies of temperature and salinity (Hannah et al., 2001).

The NSC has been observed since 2008 using bottom-mounted ADCPs deployed by the

Ocean Tracking Network (OTN) (http://oceantrackingnetwork.org) at three

locations along a transect from the outside of Halifax Harbour (100 m isobath) to the edge

of Emerald Basin (200 m isobath) (upward-pointing solid triangles in Fig. 4.2c). A visual

comparison between the monthly-mean current observations (red arrows in Fig. 4.12) and

monthly-mean model results suggests that the model is able to capture the magnitude and

direction of the NSC in February 2012.

We next assess the model performance in simulating the temporal variability of the NSC

transport. For simplicity, the NSC transport is defined as the alongshore transport passing

through the transect occupied by the three ADCP stations, and the positive direction of

the alongshore transport is toward northeast (58°T, degrees from true north in a clockwise

direction). Figure 4.13 presents the NSC transport in 2011 and 2012 calculated from

currents observed by ADCPs and simulated by submodel L3 of DalCoast-CSS at three

locations. The observed time-mean (2008-2014) NSC transport is about −0.4 Sv (Sv

≡ 106 m3 s−1) to the southwest. The seasonal variation in the transport is evident in

the observed monthly-mean climatology (2008-2014, the black line with open circles

in Fig. 4.13a), with relatively stronger transport in winter and weaker in summer. The

observed daily NSC transport has significant synoptic variability. It should be noted that
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the observed transport in summer 2011 (2012) is stronger (weaker) than the climatology.

The simulated NSC transport demonstrates a similar seasonal cycle in comparison with

the observed transport. However the model overestimates the transport in summer 2012.

We speculate that the weakening of the observed NSC in summer 2012 is related to the

intrusion of abnormally warm Slope Water (Hebert et al., 2013). As mentioned earlier,

the model has deficiencies in simulating the circulation and associated variability over the

Slope Water region. The seasonal transport anomaly (Fig. 4.13b) is then calculated by

subtracting the seasonal cycle from the total transport. The observed transport anomaly

fluctuates between −0.4 and +0.4 Sv in fall and winter, and the observed amplitudes of

the fluctuations are damped in spring and summer. The transport anomalies, including the

seasonality in the fluctuations, are captured reasonably well by submodel L3 with γ2 = 0.7

in this two-year period. It should be noted that the model underestimates the transport

anomaly during strong storm events in winter due most likely to the under-representation

of the storm intensity by the regional reanalysis atmospheric forcing used in the model. In

addition, power spectral analysis was conducted on the observed and simulated transport

anomalies (Fig. 4.14). The power spectra of simulated transport anomalies are in good

agreement with the observations for periods shorter than about two weeks (Fig. 4.14b).

The coherence between the simulated and observed anomalies are significant and about

0.7 (Fig. 4.14c). The simulated anomalies are also in phase with the observed anomalies

(Fig. 4.14d). However, the large variabilities at periods of ∼30- and ∼90 days in the

observations are not simulated by the model. We speculate that these relatively long-term

variabilities are related to the low-salinity pulses in the Nova Scotia Current.
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Figure 4.12: Horizontal distributions of monthly-mean vertically integrated currents in
February 2012 in the central SS produced by submodel L3. For clarity, current vectors
are plotted at every fifth model grid point. Red arrows show the observed vertically
integrated current. The 100 m and 200 m isobaths are shown by the black and gray
contours, respectively. The magenta “×” indicates positions of three current moorings.
Abbreviations are used for the LaHave Basin (LB), Emerald Basin (EB), LaHave Bank
(LK) and Emerald Bank (EK).
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Figure 4.13: Time series of observed and simulated Nova Scotia Current transport in 2011
and 2012: (a) daily-mean values and (b) seasonal anomalies (calculated by subtracting the
seasonal cycle). The simulated results are produced by submodel L3. The black curve in
(a) is the monthly-mean transport calculated from the current observations from 2008 to
2014. The Nova Scotia Current transport is calculated using the observed and simulated
currents at stations T1, T2 and T3 (Fig. 4.2). Positive values indicate northeastward
transport.
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Figure 4.14: Power spectral analysis of observed and simulated seasonal anomalies of
Nova Scotia Current transport in 2011 and 2012. A typical time lag window of 10% of
record length is used. Time series in (a) are normalized to zero mean and unit variance. The
normalized observed seasonal anomalies have been offset by 8 in (a). The bandwidth is
marked by the magenta line in (b). The horizontal line in (c) represents the 5% significance
level for zero coherence.
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4.4 Physics Controlling Surface Temperature Variability

in Summer

DalCoast-CSS is used to examine the effect of tidal-mixing and wind-driven coastal

upwelling in the formation of cold surface coastal waters around Nova Scotia in summer

as shown in Fig. 4.1. As suggested by previous studies, cold coastal waters are affected

by various forcing mechanisms including tidal mixing (Garrett et al., 1978; Loder and

Greenberg, 1986) and wind-driven coastal upwelling (Petrie et al., 1987). Three numerical

experiments using different configurations of the submodel L2 are conducted as described

below:

1. CONTROL RUN (CR): The DalCoast-CSS in this experiment is driven by the suite

of forcing functions discussed in section 2, including tides, river discharges, atmo-

spheric forcing and open boundary forcing to hindcast the ocean conditions.

2. NO WIND RUN (NW): Same as CR, except that the local wind stress is set to zero in

submodel L2.

3. NO TIDE RUN (NT): Same as CR, except that the tides are turned off in this

experiment. Specifically, the tidal elevations (ηt) and tidal currents (ut) are set to

zero along the open boundaries of submodel L2 (see Eq. A.1).

In experiments NW and NT, submodel L2 is initialized from the 3D circulation and

hydrography on August 1, 2012 produced by the model in CR and integrated for one month.

The model results of SST and SSS on September 1, 2012 from the above three experiments

(Fig. 4.15) are examined to determine the main processes affecting the formation of the

cold surface waters along the Nova Scotia coast.

The simulated SST in CR on September 1, 2012 has significant spatial variations in the

study region (Fig. 4.15a-1). The simulated SST less than ∼12°C occurs mainly over three

coastal areas: the BoF and adjacent waters, off Cape Sable, and along the southeastern

shore of Nova Scotia. The simulated SST is relatively cold and about 16°C on the eastern

Scotian Shelf. The simulated SST is relatively warm and about 20°C on the edge of central

and western Scotian Shelf and adjacent Slope Water region. The simulated SST is also

relatively warm and about 22°C in the Northumberland Strait (“2” in Fig. 4.15a-1) where

the water depth is relatively shallow. In comparison with the observed SST on September
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1, 2012 (Fig. 4.1), the simulated SST in CR (Fig. 4.15a-1) has similar spatial variations

as observed. The observed cold coastal waters in the BoF and adjacent waters, off Cape

Sable and along the southeastern shore of Nova Scotia are reproduced reasonably well by

the model.

The simulated SSS in CR also has significant spatial variations (Fig. 4.15a-2). The

simulated SSS around Prince Edward Island is less than 30.5 psu. The simulated SSS over

the coastal waters of the eastern SS is relatively high and up to 31 psu. Two bands of low

SSS can be seen on the SS. One band is along the inner shelf with the lowest SSS along

the 100 m isobath. The width of this band increases significantly over the western SS. The

other band is along the shelf break and only extended to about 64°W. Between the two low

SSS bands, there is a pool of relatively high SSS (>32 psu) waters trapped in the middle-

and outer- central SS. Beyond the SS, the simulated SSS is relatively high and greater

than 32 psu in the Slope Water region. The simulated SSS in the southwest coast of Nova

Scotia is also relatively high and greater than 32 psu. The low-salinity waters from the

SJR can be seen in the vicinity of the River mouth (red dot in Fig. 4.15a-2). In the middle

of BoF, a pool of relatively high SSS (≈31.7 psu) waters is located off Cape Chignecto

(“3” in Fig. 4.15a-2).

The simulated SST in the case of NW (Fig. 4.15b-1), in which the wind forcing is

excluded, shows several distinct features in comparison with the SST in the case of CR.

The SST in NW is relatively uniform and warm (> 26°C) on the SS and adjacent Slope

Water region. The cold water band along the southeastern shore of Nova Scotia does not

appear in NW, which confirms that the formation of this cold water band near the coast is

due mostly to the wind forcing. Specifically, the upwelling-favorable wind (Fig. 4.15a-1)

pushes the surface water offshore and the cold deep water wells up to the surface near

the coast. The SST in the case of NW on the SS and in the Slope Water region is warmer

than the SST in the case of CR, due mainly to the zero simulated latent heat loss from

the ocean under the no wind condition. It should also be noted that wind-induced vertical

mixing also plays a role in affecting the SST. The cold surface water off Cape Sable is

reduced in NW in comparison with the results in CR, which suggests that latent heat flux

and wind-induced vertical mixing enhance the surface cooling in summer in this region. In

the BoF, the SSTs in the cases of NW and CR are highly similar, indicating that physical

processes other than the wind forcing play an important role in affecting the SST in this
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region. The SSS in NW (Fig. 4.15b-2) also has several distinct features in comparison with

the SSS in CR. The low SSS band is narrower than the one in CR and tightly trapped along

the south shore of Nova Scotia with the lowest SSS near the coast. The displacement of

the lowest SSS from the coast in NW to the ∼100 m isobath in CR can also be explained

by the fact that the upwelling-favorable wind pushes the surface low SSS water offshore

and the salty deep water wells up to the surface along the coast. The SSS in NW over the

Slope Water is higher than the SSS in CR. The simulated SSS in the southwest coast of

Nova Scotia is reduced significantly in comparison with the results in CR. Without the

wind forcing (NW), the freshwater plume of the SJR is more clearly defined and the BoF is

covered by a larger pool of higher SSS waters in comparison with the results in CR.

The SST in the case of NT (Fig. 4.15c-1), in which the tides are turned off in the model,

differs from the SST in the case of CR over several coastal areas. The relatively cold waters

in the BoF and off Cape Sable do not appear in NT. This confirms that tidal mixing plays a

very important role in sustaining the well-mixed water over these regions even in summer

when the heat flux from the atmosphere is high (Garrett et al., 1978; Loder and Greenberg,

1986). In addition to tidal mixing, topographic upwelling due to the interaction between

tides and bottom topography also contributes to the formation of cold surface waters off

Cape Sable (Tee et al., 1993). On the eastern and central SS and in the Slope Water region,

by comparison, both the SST and SSS in the case of NT are similar to the SST and SSS

in the case of CR, which indicates that tides play a minor role in affecting the SST and

SSS over these regions. The simulated SSS along the southwest coast of Nova Scotia in

the case of NT is lower than the SSS in the case of CR, indicating that tidal mixing also

brings high salinity subsurface waters to the surface in this region. Without tides (NT), the

freshwater plume of the SJR is also well defined. In addition, the pool of high SSS waters

off Cape Chignecto is not evident in NT, indicating that tides play an important role in the

formation of high SSS water in the BoF.
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Figure 4.15: Distributions of sea surface temperature (left) and sea surface salinity (right)
in September 1, 2012 in numerical experiments of (a) control run (CR), (b) no wind (NW)
and (c) no tide (NT). The time-averaged wind stress vectors used in the model over the
previous 48-hours are plotted in (a-1, black arrows). In (a-1) and (a-2), abbreviation is
used for the Prince Edward Island (PEI) and “1” represents Cape Sable, “2” indicates
Northumberland Strait and “3” marks Cape Chignecto. The red dot indicates the mouth of
Saint John River (SJR). The 100 m and 200 m isobaths are shown by the black and gray
contours, respectively.
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4.5 Coastal Upwelling on the Scotian Shelf

As discussed in the previous section, coastal upwelling occurs on the Scotian Shelf when

the region is experiencing winds from the southwest which blow parallel to the coast of

Nova Scotia (Fig. 4.15a-1). The surface water flows offshore, due to the classic Ekman

theory (1963), and is replaced by the cool, nutrient rich water which rises up into the

coastal area from below, resulting in the upwelling phenomena.

Coastal upwelling on the Scotian Shelf has been the subject of several studies in the

past. The first report of coastal upwelling on the Scotian Shelf goes back to Hachey (1937).

He found that strong winds from the southwest were correlated with lower-than-normal

sea surface temperatures near the coast. Satellite images of SST presented in Petrie et al.

(1987) demonstrated the development of a band of cool surface waters near the coast

of the Scotian Shelf during a month-long period of upwelling-favorable winds in 1984.

Donohue (2001) simulated the upwelling event in 1984 by using the Princeton Ocean

Model forced by spatially uniform wind and his results demonstrated that the realistic

topography is required in order to produce the observed upwelling plume. Recently,

Laurent (2011) examined the biological response to the upwelling in Lunenburg Bay, a

coastal bay (60 km to the southwest of Halifax) on the coast of Nova Scotia. The observed

chlorophyll concentration in the Bay was 1.1±0.6 mg m−3 during mixed upwelling and

downwelling events in summer, which is small compared to the typical value (> 5 mg m−3)

in other well-studied upwelling systems. Laurent (2011) attributed this limited response

of phytoplankton variability in the Bay to the rapid wind-induced flushing and the low

nitrate concentration in the Scotian Shelf water. In this section, the coastal upwelling over

the Scotian Shelf is further investigated based on the latest observations made by various

instruments and simulations from the recently developed DalCoast-CSS. In addition, a

process study is conducted by using DalCoast-CSS to examine the role of irregular coastline

and topography on the evolution of the coastal upwelling plume. The geographical names

used in the following discussion are labelled in Fig. 4.2c and d.

4.5.1 Observed Coastal Upwelling

Two major upwelling events in the summer of 2012 were identified from satellite remote

sensing data of SSTs (Fig. 4.16). One event was peaked on July 22 and the other was peaked

on September 1, 2012. The observed SSTs in both events show similar spatial patterns of
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the upwelling plume (Fig. 4.16a and c), which features a relatively cold water band (<

16°C) along the coast and filaments extending offshore. Chlorophyll concentration is an

important index of phytoplankton productivity. The observed chlorophyll concentrations

in both events are relatively high in the upwelling plume region (marked by the 18.5°C

isotherm in Fig. 4.16b and d).

Figure 4.16: MODIS satellite remote sensing data of sea surface temperature (SST) and
Chlorophyll concentration over the central Scotia Shelf and adjacent waters on July 22
and September 1, 2012. Data were extracted from the Ocean Color Website (http://
oceancolor.gsfc.nasa.gov). The “◦” indicates the positions of Halifax Harbour
buoy. The 18.5°C isotherm is shown by the magenta contours. The 100 m and 200 m
isobaths are shown by the black and gray contours, respectively.
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In addition to the MODIS satellite remote sensing data of SSTs, the SSTs are also

observed by a marine buoy outside Halifax Harbour (Fig. 4.17a). This independent in-situ

SSTs allow us to check the quality of the satellite remote sensing data of SSTs. It should

be noted that the depth of the water temperature sensor on this buoy is ∼0.67 m below the

calm water line. While the MODIS SST represents the skin SST, which is a temperature

measured by a radiometer at depth within a thin layer (500 μm) at the water side of the

air-sea interface (Donlon et al., 2002). In summer, the satellite remote sensing data of

SSTs are in good agreement with the buoy measurements. In winter, most of the remote

sensing data of SSTs are 1-2°C colder than observations at the buoy. The exact reason for

the mismatch in winter is unknown since we expect the ocean in the top few meters is well

mixed and has a uniform temperature profile in the well-mixed surface layer in winter.

The seasonal cycle and seasonal anomaly of SSTs are extracted from the observed time

series at the buoy outside Halifax Harbour (Fig. 4.17). The observed SSTs at the buoy

site had a strong seasonal cycle (Fig. 4.17a), which decreased to about 2°C in March

and rose to about 22°C in August. The seasonal anomaly of SST (Fig. 4.17b) is then

calculated by subtracting the seasonal cycle from the observed SSTs. The large seasonal

SST anomalies in July and August were related to the coastal upwelling events. In July

of 2012, there were two consecutive major coastal upwelling events. The first coastal

upwelling event peaked on July 12 with about 5°C cooling in SST near the coast. The

second coastal upwelling event peaked about 10 days later on July 22 (Fig. 4.16a) with a

similar magnitude of SST cooling over coastal waters. After the coastal upwelling events,

the SSTs gradually increased from 16°C to 22°C in August due to the positive heat flux

from the atmosphere to the ocean. At the end of August, another major upwelling event

occurred (Fig. 4.16c) with an about 10°C cooling in SST. A slightly elevated chlorophyll

concentration is evident following these upwelling events (Fig. 4.17b). It should be noted

that the magnitude of upwelling-induced chlorophyll concentrations increased to about

1-2 mg m−3, which is less than the typical chlorophyll concentration change during the

spring bloom in late March (up to ∼5 mg m−3).

The wind conditions outside Halifax Harbour are presented in Fig. 4.18 in terms of (1)

the magnitude and direction, and (2) along-shore and cross-shore components of wind

stress. Wind stress is estimated from wind velocities measured at the marine buoy outside

Halifax Harbour using the bulk formula from Large and Pond (1981). The wind stress
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vectors (Figure 4.18a) in July, August and September of 2012 were mainly from southwest.

The mean magnitude of wind stress is ∼0.04 Pa and the direction of wind stress is mainly

along the coast. Based on the general orientation of the coastline, the wind stress vectors

are projected to the along-shore (65°T) and cross-shore (155°T) components. As expected,

the values of along-shore wind stress in these three months are mostly positive (upwelling-

favorable) with a mean of 0.02 Pa. To further illustrate the relationship between the winds

and upwelling events, we follow Cushman-Roisin and Beckers (2011) and define the wind

impulse as the integration of the along-shore wind stress over time:

I =

∫ T

0

τa dt (4.2)

where τa is the along-shore wind stress and T the wind duration. Here we set T to be 5 days.

Figure 4.18c shows the time series of wind impulse and the SST anomaly. It is evident that

the negative SST anomaly peaks are coincident with positive wind impulse anomaly peaks.

A scatterplot between the wind impulse anomaly and SST anomaly (Fig. 4.19) shows a

negative relationship between the two variables with a correlation coefficient of -0.46. The

associated linear regression between the wind impulse anomaly and SST anomaly has a

slope of -1.25.
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Figure 4.17: (a) Hourly time series of observed sea surface temperatures (blue) in
2012 and the fitted seasonal cycle (black) at the Halifax Harbour buoy. MODIS-
aqua satellite remote sensing data of sea surface temperature (SST) at the buoy site
were plotted as red “+”. MODIS data were extracted from the Ocean Color Website
(http://oceancolor.gsfc.nasa.gov). (b) Daily mean SST anomaly (blue) and
chlorophyll concentration (green) of 2012. SST anomaly was calculated from the hourly
observations. Chlorophyll concentration was extracted from the dataset provided by the
Ocean Color Climate Change Initiative project (http://www.oceancolour.org).
Note upwelling events occurred in July and the end of August 2012.
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Figure 4.18: (a) Daily mean wind stress and the magnitude of wind stress is shown by the
gray line, (b) along-shore (65°T) and cross-shore components, and (c) wind impulse and
SST anomaly in July, August and September, 2012 at the Halifax Harbour buoy. In (c), the
days with positive wind impulse anomaly are highlighted by vertical gray lines.
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Figure 4.19: Scatterplot between wind impulse anomaly and SST anomaly in July, August
and September, 2012 at the Halifax Harbour buoy. The correlation coefficient, R is equal
to -0.46. The linear regression line is shown. The vectors shown by black arrows are
the eigenvectors of the covariance matrix of the data, whereas the length of the vectors
corresponds to the eigenvalues.
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4.5.2 Simulated Coastal Upwelling

The coastal upwelling events in 2012 are reconstructed by using DalCoast-CSS described

in Section 4.2. Figure 4.20 presents 12 instantaneous snapshots of the simulated SSTs

produced by the submodel L3 of DalCoast-CSS to demonstrate the spatial distributions

of SSTs at various stages of the coastal upwelling in the central Scotian Shelf adjacent to

Halifax.

The snapshots from July 8 to July 11 depict the onset of coastal upwelling. The along-

shore winds during this period were upwelling-favorable. The SSTs on the middle and

outer shelf (beyond the 100 m isobath along the coastline) during this period were relatively

uniform and increased from about 15°C to 18°C due to the positive heat flux from the

atmosphere to the ocean. On July 8, the SSTs near the coast (from coastline to the 100 m

isobath) were relatively uniform and about 15°C, which is similar to the SSTs on the

shelf. On July 9, two coastal areas with relatively low SST appeared: one is to the west

of Halifax Harbour and the other to the west of Mahone Bay. In the next two days (July

10 and 11), the SSTs in these two coastal areas further decreased to less than 10°C. In

addition, a third coastal area with relatively low SST developed to the northeast of Halifax

Harbour. It should be noted that the coastal upwelling plumes are not evident in Mahone

and St. Margarets Bays. The snapshots from July 12 to July 15 represent the further

development of the coastal upwelling. The winds during this period were mainly from

southwest. (upwelling-favorable). The wind impulse was peaked on July 14 (Fig. 4.18c),

leading to a significant offshore expansion of the low SST areas. In addition to the coastal

upwelling event, the snapshots from July 28 to July 31 illustrate a coastal downwelling

event. The winds on July 30 were mainly from northeast (downwelling-favorable). The

low SST areas near the coast from the previous upwelling event are decreased under

downwelling-favorable winds and the SSTs near the coast were relatively uniform on July

31.
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Figure 4.20: 12 instantaneous snapshots of simulated sea surface temperature (SST) over
the central Scotia Shelf in July, 2012. The instantaneous wind stress vectors used in the
model are plotted as black arrows. The “◦” indicates the positions of Halifax Harbour
buoy. The 100 m and 200 m isobaths are shown by the black and dark gray contours,
respectively.
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The simulated coastal upwelling events produced by the submodel L3 of DalCoast-CSS

are now compared with the observations made by the Halifax Harbour buoy, gliders and

satellite remote sensing. The model performance in simulating the temporal evolution of

upwelling events is assessed by comparing the simulated SSTs produced by the submodel

L3 with observations made at the Halifax Harbour buoy (Fig. 4.21). It should be noted that

the comparison between the simulated SSTs produced by the submodel L4 and observations

was presented in the previous model validation section (Fig. 4.8). The simulated SSTs

produced by the submodel L3 are very similar to ones produced by the submodel L4. The

simulated seasonal cycle of SST agrees with the observations as shown in Fig. 4.21a. The

seasonal SST anomaly (Fig. 4.21b) is calculated by subtracting the seasonal cycle from the

observed SST. The model is able to capture the SST anomaly during the upwelling events

in July. The model also performs reasonably well in capturing the onset of the upwelling

at the end of August. However, the model underestimates the sharp decrease in the SST

anomaly of this upwelling event.

The horizontal spatial pattern of the simulated coastal upwelling plume is next compared

with satellite remote sensing data of SST (Fig. 4.22). Two snapshots were selected with

relatively cloud-free conditions and glider observations concurrently close to the coast:

one is on July 13 and the other is on September 1, 2012. On July 13, the observed SST was

relatively uniform and warm offshore (>15°C) and relative cold (<15°C) near the coast

(Fig. 4.22a). The simulated SST has a similar pattern as the observed SST with a low SST

area near the coast. On September 1, the observed SST is also relative uniform offshore but

warmer (>20°C) than the SST observed on July 13. The observed upwelling plume near

the coast on September 1 is well developed with filaments extending ∼100 km offshore.

The model performs well in capturing the intensified upwelling cold water band along

the coast. However, the model performs less well in simulating the observed filaments.

Only small filaments develop along the 100 m isobath in the model. We speculate that the

large vertical and horizontal mixing in the model erode the upwelling front and prevent the

further growth of filaments.

The vertical structure of simulated temperature, salinity and density along two cross-shelf

transects during two coastal upwelling events on July 13 and September 1, respectively,

are compared with observations made by glider (Figs. 4.23and4.24). In the temperature

transect, the model is able to capture the three layer structure in the vertical in comparison
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with the observations. However, the simulated warm surface layer is too thin and the

cold intermediate layer is too thick in comparison with the observations. The thick cold

intermediate layer in the model could be related to the less warm Slope Water intrusion at

the shelf break in the model. The thick cold intermediate layer in turn reduces the thickness

of warm surface layer in the model through vertical mixing. In the salinity transect, the

model is able to capture the relatively low salinity water in the top 100 m and the relatively

high salinity (>34.5 psu) water in the deep layer (>100 m) of the Emerald Basin. However,

the model overestimates the salinity in the top 50 m, which could be explained by the lack

of precipitation and evaporation processes at the sea surface in the model. In the density

transect, the simulated isopycnals tilted upward towards the coast (Fig. 4.23c-2) which

is similar to the observations (Fig. 4.23c-1) for the upwelling events in July. The upward

tilted isopycnals are a direct result of upwelling secondary circulation, bringing deeper

denser water masses up to shallower regions. It should be noted that the observed less

dense water masses in the top 20 m on the shelf are not captured by the model.
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Figure 4.21: Time series of (a) observed and simulated sea surface temperature (SST) in
2012 at the Halifax Harbour buoy; (b) SST seasonal anomaly. The simulated results are
produced by submodel L3. Note the upwelling events in July and the end of August 2012.
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Figure 4.22: Observed and simulated sea surface temperature (SST) over the central
Scotia Shelf on (a) July 13 and (b) September 1, 2012. The instantaneous wind stress
vectors used in the model are plotted as black arrows. In each panel, the light gray line
indicates the glider track. The blue portion on the glider track highlights the path during
the corresponding day. The “◦” indicates the positions of Halifax Harbour buoy. The
100 m and 200 m isobaths are shown by the black and dark gray contours, respectively.
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Figure 4.23: Cross-shelf transects of temperature, salinity and density from (Left panel)
glider observations and (right panel) model simulations in July 2012. The glider trajectories
are shown in Figure 4.22. The glider observations were provided by the glider research
group from Dalhousie University (http://gliders.oceantrack.org/). Surveys
were conducted at the Halifax Line, from Halifax Harbour to shelf break. Data were
collected from temperature, conductivity and pressure sensors onboard the gliders.
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Figure 4.24: Cross-shelf transects of temperature, salinity and density from (Left panel)
glider observations and (right panel) model simulations in September 2012. The glider
trajectories are shown in Figure 4.22.
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4.5.3 Role of Irregular Coastline and Topography in Coastal Upwelling:

A Process Study

The SSTs in Mahone and St. Margarets Bays were warmer than the adjacent coastal area

during coastal upwelling events in July 2012 as shown in simulated SSTs (Fig. 4.20). To

identify the main physical processes affecting the spatial variability over coastal waters

during upwelling events, a correlation analysis on the remote sensing data of SSTs over

this region is conducted. The MODIS Aqua SSTs from 2002 to 2014 for this region are

used for the analysis. The correlation coefficients between the SSTs time series at the

marine buoy outside Halifax Harbour and other locations in the region are calculated for

the summer (July, August and September) and winter (January, February and March). The

maps of correlation coefficients in summer and winter demonstrate (Fig. 4.25) that the

SSTs are more correlated in the along-shore direction than in the cross-shore direction. In

the along-shore direction, the correlation decays much faster in the downstream direction

(southwestward, in term of coastal trapped wave propagation) than in the upstream direction

(northeastward) in summer, while the asymmetry in the downstream and upstream is not

observed in winter. We speculate that the asymmetry in summer is related to Cape Sambro,

where the correlation decreases significantly to the west of Cape Sambro. Thus, a process

study using DalCoast-CSS is conducted to quantify the role of the irregular coastline

and topography in the coastal upwelling on the central Scotian Shelf. Three numerical

experiments using various specifications of coastline and topography of the submodel L3

are conducted as described below:

1. CONSTANT WIND RUN (UPwind): The DalCoast-CSS in this experiment is driven

by the suite of forcing functions discussed in section 2, including tides, river dis-

charges, atmospheric forcing and open boundary forcing, except that a typical

upwelling-favorable wind stress (0.05 Pa and 65°T) is specified in submodel L2 and

L3.

2. STRAIGHT COASTLINE RUN (UPline): Same as UPwind, except that the realistic

irregular coastline in submodel L3 is replaced by a straight one.

3. SMOOTHED TOPOGRAPHY RUN (UPtopo): Same as UPwind, except that the

realistic irregular topography near the coast (e.g., Sambro Ledges, a submerged

bank associated with Cape Sambro) in submodel L3 is replaced by a smoothed
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topography, in which the isobaths from 50 to 100 m adjacent to the coast are parallel

to each other and have an angle of 65°T.

In experiments UPwind, UPline and UPtopo, submodel L2 and L3 are initialized from

the 3D circulation and hydrography conditions on July 1, 2012 produced by the realistic

hindcast run and integrated for three months. The model results of SSTs after 3, 5, 10, and

30 days relative to July 1, 2012 from the three experiments (Fig. 4.26) are examined to

determine the role of irregular coastline and topography in the coastal upwelling on the

central Scotian Shelf adjacent to Halifax.

A coastal upwelling plume develops under the constant upwelling-favorable wind

condition in UPwind. After 3 days from the onset of the uniform wind (Fig. 4.26a-1), three

filaments with relatively low SST near the coast developed, which are located to the west

of Mahone Bay (Filament A), off the Cape Sambro (Filament B), and about 80 km to the

northeast of Cape Sambro (Filament C). These filaments extend about 50 km offshore. The

SSTs to the northeast and southwest of Filament A are relatively warm and about 15°C.

The SSTs on the shelf are relatively uniform and about 15°C. After 5 days (Fig. 4.26a-2),

the three filaments are further extended offshore. After 10 days (Fig. 4.26a-3), Filament A

is further extended offshore. Filaments B and C are merged into a cold water band near the

coast. St. Margarets Bay is covered by relatively cold surface water associated with the

upwelling plume. The SST in Mahone Bay is warmer than the SST in the upwelling plume

but colder than the SST on the shelf. The SST on the middle and outer shelf increased from

about 15°C to 18°C due to the positive surface heat flux from the overlying atmosphere

to the ocean. After 30 days (Fig. 4.26a-4), Filament A is extended to LaHave Bank and

Mahone Bay is fully covered by relatively cold surface water associated with the upwelling

plume. Backward breaking waves associated with the instability at the plume front are

developed along the 100 m isobath to the northeast of the Sambro Ledges.

The coastal upwelling plume in the case of UPline, in which a straight coastline is

specified, shows several distinct features in comparison with the plume in the case of

UPwind. After 3 days, three filaments are also evident along the straight coastline. In

comparison with the filaments in UPwind, the filaments in UPline extend further offshore.

The filament close to Cape Sambro (Filament B) in UPline is located further southwest in

comparison with the one in UPwind. After 5 days, the filaments extend further offshore.

Filament B moves closer to Filament A, which is located to the west of Mahone Bay. After

137



10 days, Filament B is merged with Filament A to form a larger filament. Another filament

is evident off Cape Sambro. After 30 days, the upwelling plume is very similar to the

plume in UPwind. Backward breaking waves associated with the instability at the plume

front are also developed along the 100 m isobath to the northeast of the Sambro Ledges.

The southwestward propagation of the filament from Cape Sambro in the straight coastline

is not evident in the results of UPwind, which indicates that the cape has a scattering effect

for the along-shore wave propagation of the filaments.

The coastal upwelling plume in the case of UPtopo, in which the Sambro Ledges are

removed, has similar features close to the coast but distinct features offshore in comparison

with the plume in the case of UPwind. After 3, 5 and 10 days relative to July 1, the coastal

upwelling plume from the coast to the 50 m isobath in UPtopo is very similar to the plume

in UPwind, indicating that the presence of Sambro Ledges has little impact to the initial

development of the filaments near the coast. However, the presence of Sambro Ledges can

influence the further offshore development of filaments by affecting the circulation field.

After 10 days, the filaments in UPtopo are advected southwestward by the Nova Scotia

Current in the pathway between the 50 and 150 m isobaths. After 30 days, backward

breaking waves associated with the instability at the plume front are developed along the

150 m isobath from northeast to southwest in UPtopo, while the instability waves are

disrupted by the presence of Sambro Ledges in UPwind. The small-scale bathymetric spur

off Sambro (i.e., Sambro Ledges) has a major influence on the downstream evolution of

temperature after about 30 days.
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Figure 4.25: Distributions of correlation coefficients for time series of MODIS Aqua
SSTs at any location with respect to the reference point at the marine buoy outside Halifax
Harbour in summer and winter. MODIS Aqua SSTs over the central Scotia Shelf from
2002 to 2014 were gridded to a regular grid (0.02°) and the annual and semiannual cycles
were removed. Then, the correlation coefficient between each grid point and the reference
point (“•”) was calculated for the summer (July, August, September) and winter (January,
February, March) months. The 100 m and 200 m isobaths are shown by the black and gray
contours, respectively.
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Figure 4.26: Sea surface temperatures in numerical experiments by using constant wind
(UPwind), straight coastline (UPline) and smoothed topography (UPtopo). The model are
initialized from the 3D circulation and hydrography conditions on July 1, 2012 produced
by the realistic hindcast run. The model results after 5, 10, 15 and 30 days, relative to July
1, are shown. The constant wind stress vectors used in the model are plotted in (a-1, black
arrows). A, B and C in (a-1) indicate three filaments. The 50 m isobath is shown by the
magenta contours. The 100, 150 and 200 m isobaths are shown by colored contours from
dark to light gray. 140



4.6 Implications for Salmon Migration

Atlantic salmon are widely distributed along the North Atlantic coast. Most Atlantic

salmon populations, particularly those in the southern range of their distribution, have

declined throughout the last century (Parrish et al., 1998). Improved understanding of how

physical changes in the ocean impact salmon survival is critical for managing these stocks,

especially in light of the rapid changes in the marine environment.

As an anadromous species, Atlantic salmon migrate through the Gulf of Maine and

Scotian Shelf to the Labrador Sea then crossing the Atlantic to feed inshore and in fjords

of West Greenland (Fig. 4.27, Hayes and Kocik, 2014). Salmon enter the Gulf of Maine

annually in May (Kocik et al., 2009) and are observed off the coast of Halifax, Nova Scotia

in June (USASAC, 2010; Dever et al., 2016). Most salmon take two sea winters to complete

their entire ocean migration, however, some fish do it in one sea winter (USASAC, 2010).

Atlantic salmon adults return to their natal rivers to spawn in highly directed homeward

migration, ranging from June to November. Recent studies by Putman et al. (2013, 2014)

supported the idea of salmon using the Earth’s magnetic field to guide their seaward and

homeward migration. Depth monitoring acoustic tags data demonstrated that postsmolts

reside in the top 1 m of the surface waters over 80% of the time and in the top 5 m 95%

of the time (Renkawitz et al., 2012). Water temperature plays an important role in both

behavior and physiology of salmon. The onset of seaward salmon migration seems related

to a 10°C threshold water temperature (Zydlewski et al., 2005). Handeland et al. (2003)

suggested that saltwater salmon has strong growth above 10°C with optima often around

13°C . However, growth rates of salmon rapidly decline above 14°C.

Two implications can be inferred from the above key observed factors of salmon migrat-

ing from the Gulf of Maine to the Halifax Line. First, (near) sea surface temperature may

play a major role in affecting the salmon migration. The annual-mean ocean temperature

at discrete depths from surface to bottom over the SS and GoM in 2012 was the warmest

between 1970 and 2012 (Hebert et al., 2013). The observed surface temperature at the

marine buoy outside Halifax Harbour reached 10°C about half-month earlier in 2012

than climatology (Fig. 4.8) This abnormal warm sea surface temperature could force the

postsmolts to have an earlier migration and similar issues may be encountered in the return

migration for adults. Second, the surface current on the Scotian Shelf may play an adverse

role during the postsmolts migration. The Nova Scotia Current on the Scotian Shelf flows
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southwestward with significant seasonal and interannual variability (Figs.4.12 and 4.13).

The seaward migrating postsmolts have to swim against this prevailing current, which

increases their energy expenditure. In addition, the interannual variability in the Nova

Scotia Current could affect the migration duration by reducing (increasing) the ground

migration speed under stronger (weaker) Nova Scotia Current conditions, for postsmolts

migrating at a given speed. As shown in the sensitivity study with idealized bathymetry

discussed in the previous section, the small-scale bathymetric features (e.g., Cape Sambro

and Sambro Ledges) have to be resolved in the circulation model in order to realistically

simulate the SST and current. Thus high-resolution models are required to simulate the

movement of salmon in the coastal region.

Figure 4.27: Distribution and migratory pathways of Atlantic salmon in Atlantic basins.
(Adapted from Hayes and Kocik, 2014)
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4.7 Summary

A multi-nested shelf circulation model (DalCoast-CSS) was used for simulating the vari-

ability of circulation and hydrography over the coastal and shelf waters of Nova Scotia. The

nested-grid model consists of four submodels downscaling from the eastern Canadian Shelf

to the central Scotian Shelf. The nested-grid model was driven by tides, river discharges,

and atmospheric forcing. The model performance was assessed by using satellite remote

sensing data and in-situ observations. The simulated tidal and non-tidal sea levels were in

good agreement with tide gauge observations; the simulated monthly-mean sea surface

temperature and salinity were in fair agreement with satellite remote sensing observations;

and the simulated daily-mean sea surface temperature outside Halifax Harbour reproduced

the observed daily to seasonal variations. The nested-grid model was also able to capture

the synoptic variability of the Nova Scotia Current (NSC) transport. However, the model

had some deficiencies in simulating the thermocline intensity in summer, the intrusion of

warm and salty Slope Water, and the seasonal cycle of the NSC. We speculate that these

model deficiencies may be due to the crude vertical mixing parameterization used in the

model. A sensitivity study using different vertical parameterization schemes over this

region will be conducted in a future study.

The satellite-observed sea surface temperature revealed that the Atlantic side of Nova

Scotia is occasionally surrounded by cold surface waters along the coast in summer, which

is due to tidal mixing and wind-driven coastal upwelling. In this study, these physical

processes contributing to the formation of these cold surface waters were investigated

based on model results in three numerical experiments using DalCoast-CSS. The model

results confirmed that the formation of cold water in the Bay of Fundy and off Cape

Sable is due mainly to tidal mixing and topographical upwelling. The model results

also demonstrated that the cold water along the south shore of Nova Scotia is a result

of wind-driven coastal upwelling. In addition, the temporal and spatial evolution of

coastal upwelling in the central Scotian Shelf adjacent to Halifax was discussed by using

various observations and DalCoast-CSS. The roles of irregular coastline and topography

in coastal upwelling were investigated by contrasting the results from a suite of model

runs differing only in the specification of coastline and topography. This process study

demonstrated that irregular coastline (e.g., cape) has a scattering effect for the along-shore

wave propagation of the filaments and irregular topography (e.g., submerged bank) can
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influence the further offshore development of filaments. The implications of circulation and

hydrography on the Scotian Shelf for the Atlantic salmon migration were also discussed.

The abnormal warm (cold) sea surface temperature on the Scotian Shelf and adjacent

waters could force an earlier (later) migration of the Atlantic salmon. The Nova Scotia

Current and associated seasonal and interannual variability may play an adverse role during

the postsmolts migration by influencing their energy expenditure and migration duration.

The role of small-scale bathymetric features (e.g., Cape Sambro and Sambro Ledges)

in realistically simulating the SST and current suggests that high-resolution models are

required to simulate the movement of salmon in the coastal region.
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CHAPTER 5

NORTH ATLANTIC
1

5.1 Introduction

American and European eels (Anguilla rostrata and Anguilla anguilla) are widely dis-

tributed along the eastern coast of North America and the coast of Europe, respectively.

According to Bertin (1956), their life cycle is a remarkable example of response to envi-

ronment (e.g., temperature, salinity, light and current) and can be divided into eight phases:

(1) birth in the Sargasso Sea and existence as a transparent larva or leptocephalus; (2)

migration under the influence of ocean currents towards the continental shelf waters; (3)

metamorphosis of the leptocephali into minute transparent eels or elvers; (4) upstream

migration by these elvers to the continental fresh waters; (5) metamorphosis of the elvers

into yellow eels; (6) growth of these in rivers and lakes; (7) final metamorphosis into silver

eels, and the development of male or female sexual maturity; and (8) seaward migration of

the sliver eels from the fresh waters to the Sargasso Sea where they breed and die.

The spawning of eel in the sea was first speculated by Aristotle in 350 BC (Bertin, 1956).

After more than two centuries, a milestone discovery was made by the Danish scientist

Johannes Schmidt in 1922. He deduced the spawning area of the European eel in the

Sargasso Sea, according to the location where the smallest eel larvae were found. After

nearly another century, our knowledge is still limited in terms of the long-distance oceanic

migration of silver eel from the North Atlantic coastal waters to the Sargasso Sea. For

1This chapter was modified from a paper entitled “Exploring the role of the physical marine environment
in silver eel migrations using a biophysical particle tracking model” by Béguer-Pon, M., S. Shan, K. R.
Thompson, M. Castonguay, J. Sheng and J. Dodson published in ICES Journal of Marine Science in 2016.
This is a collaborative work. As the second author of the article, I was the principal contributor for the model
implementation and simulation, and associated description and discussion in this paper.
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example, the migration routes eels take, the navigation cues they use and the environmental

conditions they experience are not well understood.

Over the past decade, collective efforts have been made to observe the eel’s seaward

migration from the coast using pop-up archival satellite tags. European eels were tracked

off the coast of Ireland (Aarestrup et al., 2009). In another study, European eels were

tracked for up to 2300 km from the Swedish coast to the north of Ireland (Westerberg

et al., 2014). A recent tracking study showed that European eels from the Mediterranean

can cross the Strait of Gibraltar and continue their migration into the Atlantic Ocean

(Amilhat et al., 2016). American eels have also been tagged and released on the Scotian

Shelf annually since 2012 and one individual was tracked migrating 2400 km to the

northern limit of the spawning site in the Sargasso Sea (Béguer-Pon et al., 2015). These

observed eel migratory tracks revealed that eels perform diel vertical migrations (DVMs)2

during their spawning migration in the open ocean. Although these experiments represent

important steps forward in understanding the eel’s seaward migration, limitations in our

understanding remain. For example, experiments using tagged eels usually suffered from

unknown early tag detachments and high predation rate of eels. As to the reason for this,

it is shown in laboratory studies that the eel’s swimming performance is impaired by the

attached tag (e.g., Methling et al., 2011), which may lead to the high predation rate of

tagged eels at sea (e.g., Béguer-Pon et al., 2012).

In addition to observational studies, a particle tracking model is very useful for inves-

tigating the migration of eels given the paucity of biological observations using satellite

tags discussed above. In ecology, particle tracking models are called individual-based

models, which simulate populations as being composed of discrete individual organisms.

Unlike traditional differential equation population models, which are described in terms

of imposed top-down population parameters (such as birth and death rates), individual-

based models are bottom-up models in which population-level behaviors emerge from the

interactions among autonomous individuals with each other and their abiotic environment

(DeAngelis and Grimm, 2014). As demonstrated in Chapter 3, particle tracking models

can be used to track the movement of individual passive particles and investigate the

transport pathway and residence time in the ocean. In fact, several studies on eel larvae

dispersal (e.g., Bonhommeau et al., 2009a,b, 2010; Rypina et al., 2014) tracked eel larvae

2Eels swim in the shallow warm water during the night and make a steep dive at dawn to deep water and
stay there for the day before ascending again at dusk.
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as passive particles due to their limited swimming ability. However, the active swimming

of adult eels adds a layer of complexity to the particle tracking model. Thus, it comes

as no surprise that only one published paper (Fricke and Kaese, 1995) was found in the

literature concerning the spawning migration of eels from coast to the Sargasso Sea that

employs a particle tracking model. In their study, Fricke and Kaese (1995) simulated the

migration of European eels by releasing particles off the European coasts swimming at

around 200 m depth without DVM and at a constant heading to the southwest, but other

key parameters of the tracking experiment were not well explained. At this point, it could

be argued that a better particle tracking model for simulating eel’s seaward migration is

needed to complement the relevant field observations.

In this study, a newly developed biophysical particle tracking model is used to examine

the impact of circulation on the seaward migration of American and European eels from

the coastal waters of North Atlantic to the Sargasso Sea. In Section 5.2, the ocean

circulation model of the North Atlantic used in this study is introduced. In Section 5.3,

the biophysical particle tracking model is described. In Section 5.4, the particle tracking

results are presented to assess the effect of the flow field on the resulting migratory patterns,

including migration route and duration, environmental conditions experienced along the

migration route, and energy expenditure. In Section 5.5, the implication of physical oceanic

environment for eel migration are discussed. A summary is presented in the last section.
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5.2 Circulation of the North Atlantic

In this study, the three-dimensional time-varying circulation over the North Atlantic pro-

duced by an ocean general circulation model is used for tracking the movement of eels. The

circulation model was developed during the GOAPP project (Global Ocean-Atmosphere

Prediction and Predictability, http://www.goapp.ca) and used to study the circulation of

the North Atlantic (Higginson et al., 2011; Higginson, 2012). The model is based on

version 2.3 of NEMO (Nucleus for European Models of the Ocean) with the OPA (Océan

PArallélisé) as the ocean circulation component and LIM2 (Louvain-la-Neuve sea Ice

Model, version 2) as the sea-ice component (Madec, 2008). The model domain cov-

ers the North Atlantic (5-68°N, 100°W-34°E, Fig. 5.1) with a nominal 1/4° horizontal

resolution and a maximum of 46 levels in the vertical. The model forcing at the sea

surface, including wind stress, net heat fluxes, and freshwaters, is specified using the

CORE (Common Ocean-ice Reference Experiments) normal-year dataset. The lateral

open boundary conditions are specified using temperature, salinity, and transport obtained

from a global 1/4° model. To suppress drift and bias, the model is spectrally nudged

(Thompson et al., 2006) to a monthly temperature and salinity climatology constructed

from a blend between the Yashayaev climatology (http://www2.mar.dfo-mpo.gc.ca/science/

ocean/woce/climatology/naclimatology.htm) and the PHC (Polar science center Hydro-

graphic Climatology)/Levitus climatology (Steele et al., 2001). The model is integrated for

16 years from January 1990 to December 2005, and model simulations of three-dimensional

currents, temperature and salinity are stored every 5 d.

The ocean circulation in the North Atlantic (Fig. 5.1a) has been the subject of many

studies over the past century (see Schmitz and McCartney, 1993 for a review). The

subtropical and subpolar gyres were identified and studied in the past (e.g., Reid, 1994;

Talley et al., 2011). In the rest of this paragraph, a brief summary of the circulation system

in the North Atlantic is provided. The major upper ocean circulation pattern in the North

Atlantic consists of the subtropical and subpolar gyres (Fig. 5.1b and c). One of the

dominant features in the upper layer of the North Atlantic is the Gulf Stream (GS). The

current is energetic, exceeding 1 m s−1 in places, and the water in the GS is relatively warm

and saline. Near Cape Hatteras, the GS moves offshore into deeper waters and the path

becomes more variable with meanders and eddies. Beyond the tail of the Grand Banks,

the GS becomes the North Atlantic Current (NAC). Part of the NAC separates to form the
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Azores Current. The latter flows eastward and feeds recirculations to the south and west,

such as the Canaries Current and the North Equatorial Current, completing the circulation

that is the subtropical gyre. The remainder of the NAC continues northeastwards, either

towards the Norwegian Sea or into the subpolar gyre. This gyre comprises the Irminger

Current towards Iceland, with return flow equatorward via the East and West Greenland

and Labrador currents.

The three-dimensional currents simulated by the NEMO model reproduce reasonably

well the subtropical and subpolar circulation, in terms of both the long-term mean and

temporal variability (Fig. 5.2). The GS extension is one of the energetic regions in the

North Atlantic. The modelled temperature field features warm and cold core rings near the

confluence regime of GS and Labrador Current (Fig. 5.1b). The circulation model also

captures the separation of the GS and the relatively strong mesoscale variability in the GS

extension region (Fig. 5.2).
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Figure 5.1: The North Atlantic Ocean model (a) bathymetry and snapshots of simulated
(b) temperature (°C) and (c) velocity (m s−1) fields at 200 m at the end of October 2004. In
(a), areas marked by the red and magenta boxes indicate the initial release locations of the
American and European eels, respectively. The area marked by the green polygon indicates
the assumed spawning area. The red (72°W, 25.5°N) and magenta (62°W, 25.5°N) stars
indicate the locations where the smallest American and European eel larvae were found,
respectively. In (b), the currents that are labelled are the Gulf Stream (GS), the North
Atlantic Current (NAC), the Azores Current (AC), the Canaries Current (CC), the North
Equatorial Current (NEC), the Irminger Current (IC), the East Greenland Current (EGC),
the West Greenland Current (WGC), and the Labrador Current (LC). In (c), the current
direction for the current speed > 0.2 m s−1 is indicated by the black arrows.150



Figure 5.2: Speeds of time mean surface geostrophic currents derived from (a) altimetry
and gravity observations (Higginson et al., 2011) and (b) 10-year mean NEMO modelled
sea surface height from 1996 to 2005. Standard deviation of sea level anomaly calculated
from (c) AVISO product of gridded daily sea level anomaly and (d) NEMO modelled sea
surface height. The 500 m isobath is plotted in magenta indicating the shelf break. The
AVISO altimeter products were produced by Ssalto/Duacs and distributed by AVISO with
support from CNES.
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5.3 Biophysical Particle Tracking Model

5.3.1 Horizontal Movement

In the particle tracking model, each particle is considered as a virtual eel (v-eel) carried by

ocean currents. The horizontal movement of v-eels is expressed in terms of the physical

and biological components:

d�x

dt
= �uP (�x, t) + �uB(�x, t) (5.1)

where �x is the eel’s horizontal position at time t, �uP and �uB are the components of flow

associated with passive drift by ocean currents and active migratory swimming, respectively.

Both �uP and �uB are functions of space and time. A forward Euler time-stepping scheme

is used to solve Eq. (5.1) in this study. The novelty of this study is the addition of the

migratory behaviors to the passive drift.

5.3.1.1 Physical component (�uP )

The results produced by the North Atlantic circulation model for the years of 2004 and

2005 are used to provide three-dimensional time-varying ocean currents and hydrographic

fields for the biophysical particle tracking model. A nearest-neighbor-based scheme is

used to interpolate the modelled currents, temperature, and salinity to the particle location.

A random walk process, which is similar to the one introduced in Chapter 3, is included

in the particle tracking model to account for the particle movement associated with subgrid-

scale turbulence and other local processes which are not resolved by the circulation

model. The horizontal random displacement at each time-step of the model is defined by

ξ
√
2KhΔt where ξ is a Gaussian random variable with zero mean and unit variance, Kh is

the horizontal eddy diffusivity coefficient, and Δt is the time-step (Taylor, 1922). Based

on sensitivity studies, Kh is set to be homogeneous and isotropic with a value of 10 m2 s−1

(Riddle and Lewis, 2000).

5.3.1.2 Biological component (�uB)

The movement of eels is influenced by local environmental conditions, such as the Earth’s

magnetic field, light intensity, temperature, salinity and so on. A statistical model was

developed to probabilistically simulate the �uB. The idea is to express the probability

density of the swimming velocity at a given time as a mixture distribution:

p(�uB) =
m∑
i=1

αipi(�uB) (5.2)
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where pi is the biological velocity probability distribution for the ith behavior preference.

The weighting factors (αi) determine the relative importance of the ith swimming response

at a given time. Thus this statistical model is named as the Multiple Response Movement

Model. It should be noted the probability density function p(�uB) is a weighted sum of the

individual components with
∑m

i=1 αi = 1 and 0 ≤ αi ≤ 1. In this study, two responses

(m = 2) of swimming behaviors are implemented: random swimming (i = 1) and directed

swimming (i = 2). A detailed description of the preferred directed swimming is given in

the following section.

5.3.1.3 Simulated horizontal swimming behaviors

Several horizontal swimming behaviors are considered to explore their associated pathways

in the North Atlantic and listed in Table 5.1. A passive drift is first considered (ExpDrift,

Table 5.1) in which the v-eels are transported by horizontal ocean currents without ac-

tive horizontal swimming behaviors. Three active swimming behaviors are evaluated

(Table 5.1): (i) random swimming (ExpRand), (ii) true navigation towards a target (core

spawning area) in the Sargasso Sea (ExpNavi), and (iii) innate compass orientation towards

the boundaries of the spawning area in the Sargasso Sea (ExpOri). In ExpRand (α1 = 1, i.e.,

100% of the swimming effort is directed towards random swimming), each v-eel randomly

selects a direction at each time-step regardless of the oceanic current direction or the eels

position. Mathematically, the distribution of swimming direction [p(θ)] follows a uniform

distribution from 0° to 360° [p(θ) = U(0◦, 360◦)]. The other two active behaviors have

preferred swimming directions (θ0). The swimming direction at each time-step is sampled

from a weighted sum of two uniform distributions with 90% (α2 = 0.9) effort drawn from

a preferred directed swimming centred on θ0 and 10% (α1 = 0.1) effort associated with

random searching:

p(θ) = α1U(0◦, 360◦) + α2U(θ0 −Δθ, θ0 +Δθ) (5.3)

where Δθ represents the spread around the preferred direction. In this study, we set

Δθ = 22.5◦, α1 = 0.1 and α2 = 0.9. The main purpose for implementing some random

swimming and a spread is to account for other unresolved biological behaviors and

environmental distractions during the eel’s migration.

For the true navigation (ExpNavi), the preferred swimming direction (θ0) is directed

towards the spawning site and θ0 is adjusted at each time-step according to the v-eels
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current position and the spawning site. This swimming behavior assumes that eels possess

an internal map of the Earth’s geomagnetic field and have knowledge of the location of

the general spawning area. For the compass orientation behavior towards the Sargasso

Sea (ExpOri), the preferred swimming direction (θ0) is fixed and not adjusted at each

time-step. The heading is fixed at 180°T (i.e., to the south) and 217.7°T (southwest) for

American eel and European eel, respectively. In this latter behavior, eels migrate towards

the boundaries of the spawning area using an innate compass direction. Other orientation

mechanism(s) that would allow them to reach the exact location of the spawning site within

the Sargasso Sea are not simulated. Therefore, only the success in reaching the boundaries

of the spawning area is calculated for this behavior (see below).

5.3.2 Vertical Movement (Diel Vertical Migration)

The DVMs have been observed for both American and European eel species at sea

(Aarestrup et al., 2009; Béguer-Pon et al., 2015), in which eels remain in relatively shallow

waters at night, while at dawn they make a steep dive to deep waters (up to 1200 m) where

they remain for the day before ascending again at dusk. The DVM is implemented in

the particle tracking model by considering four vertical specific layers: 50 and 200 m as

“surface” layers experienced at night, and 600 and 1000 m as “deep” layers experienced

during the day. Thus four combinations of vertical migrations are considered: 50–600,

200–600, 50–1000, and 200–1000 m. In this study, an equal duration of night and day

is assumed, which means that a 12 h alternation between surface and deep layers was

achieved in the particle tracking model by shifting v-eels vertical position from one layer

to the other layer instantaneously. In reality, however, the duration of night and day

is not equal, and changes as the eels migrate to the Sargasso Sea by way of seasonal

daylight changes and local effects on day length. We also assume v-eels perform horizontal

swimming continuously day and night.
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Table 5.1: List of horizontal swimming behaviors considered in this study.

Experiments Migratory behaviors Description
ExpDrift Passive drift No swimming. Carried by ocean currents
ExpRand Random direction Swimming in random direction
ExpNavi True navigation Constantly adjust to the spawning area
ExpOri Compass orientation

towards the Sargasso Sea
South (180°T) for American eel,
southwest (217.7°T) for European eel

The heading units are degrees from true north in a clockwise direction (North is 0°T and
south is 180°T).
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5.3.3 Key Biological Parameters of Eels used in the Model

In this study, three different body lengths of American and European eels are considered,

which correspond to the smallest (∼40 cm), the mean size (∼64 cm), and the largest (∼101

cm) silver eels that are usually caught during their downstream migration in Europe and in

North America at latitudes that cover the departure locations chosen for our simulations

(Vøllestad, 1992; Jessop, 2010). The largest eels correspond to females (Krueger and

Oliveira, 1997). Four swimming speeds are also considered in simulations, ranging from

a low value (0.5 BL s−1) to a high value (1.5 BL s−1) (Table 5.2). These speed values

were previously used in swim tunnel experiments on male and female European eels, and

the optimal speed at 18°C was estimated at between 0.7 and 1.0 BL s−1 (van den Thillart

et al., 2007; Burgerhout et al., 2013a,b).

5.3.4 Energy Expenditure

Silver eels do not feed while migrating and rely on the stored lipids as the main source

of energy to accomplish their long spawning migration (Tesch, 2003). Based on the field

observations and laboratory experiments, the energy expenditure of eel migration can be

described as a function of body mass, swimming speed, and a coefficient related to ocean

temperature (Béguer-Pon et al., 2016):

ΔEt = 0.7× 10−3(96.62× V 2.51
t + 0.140256× CT ×MR0.79

t )×Δt× 18.89 (5.4)

where ΔEt is the energy expenditure (in J g−1) from time t to t+Δt, Vt is the swimming

speed (in BL s−1) at time t, MRt the remaining body mass (in g) at time t, Δt is the

time-step, and CT a coefficient that takes into account the effect of water temperature on

the oxygen consumption rate. The coefficient CT has three values: 0.5, 1, and 1.6 for

temperature below 7.5°C, between 7.6 and 15°C and above 15°C, respectively. Details

about the procedure to obtain the above formula for calculating the energy expenditure can

be found in Béguer-Pon et al. (2016).

5.3.5 Design of Particle Tracking Experiments

The v-eels are released over two 1°×1° areas. One release area is over the Scotian Shelf

off the Laurentian Channel in Canada for the American eel, and the other is over the Irish

continental shelf for the European eel (Fig. 5.1a). The Scotian Shelf is chosen because of
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Table 5.2: Number of scenarios (numerical experiments) conducted with different combinations of parameters.

Values Ocean currents (α1, α2) Body length Swimming speed DVM Total runs for both species
(NEMO 2004-2005) (BL, mm) (BL s−1) (Top/bottom, m)
On Off (1.0,0.0) (0.1,0.9) 404 637 1016 0.5 0.8 1.0 1.5 50/600 50/1000 200/600 200/1000

ExpDrift � � � 2
ExpRand � � � � � 2
ExpNavi � � � � � � � � � � � � � � 192
ExpOri � � � � � � � � � � � � � � 192
Total number of scenarios 388

Here α1 is the weighting factor of the random swimming response, while α2 is the weighting factor of the preferred direction swimming response [Eq. (5.3)].
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the potential importance of migrating silver eels from the St. Lawrence system (largest

individuals, majority of females, Jessop, 2010) and the Irish continental shelf corresponds

to areas where satellite tracking studies of eels started or ended (Aarestrup et al., 2009;

Westerberg et al., 2014). The spawning area is defined according to Miller et al. (2015). In

ExpNavi, a target inside the spawning area is assigned for each species (Figs. 5.1 and 5.4).

Each target represents the most probable site according to empirical distribution data for

the smallest larvae (Kleckner and McCleave, 1985; Miller et al., 2015) and supported by

the recent modelling work of Rypina et al. (2014) for the American eel. For each particle

tracking experiment, six successive releases of a patch of 500 particles are performed at a

time interval of 5 days, over a period of the migration-departure time window (the month of

November for American eels and December for European eels; 6 releases; Fig. 5.1a). This

suppresses the dependence of numerical results on the initial release time. The positions of

3000 v-eels (500 particles × 6 releases) are updated using Eq. (5.1) and tracked for a period

of 250 d with a time-step of 3 h for each species. A total of 388 scenarios are considered

with a different combination of parameters (Table 5.2). Success is defined as the percentage

of particles reaching the boundaries of the global spawning area (all behaviors) and also

reaching the specific target within spawning areas (most probable or core spawning site;

ExpNavi only). The great-circle distance between the northern boundary of the global

spawning area and the specific target within it is ∼630 km for American eels and 520

km for European eels. The success rate is calculated at the beginning and end of the

spawning season, which are after 107 and 180 d of tracking, respectively, for American

eels (mid-February/March and late May), or after 150 and 250 d of tracking, respectively,

for European eels (March and late July; Miller et al., 2015). At each model time-step

(i.e., every 3 h), the following four key variables are calculated and stored: the oceanic

currents, the water temperature, the salinity, and the eels energy expenditure. For each eel

species, the ensemble means of these variables from the 3000 particles are calculated for

each scenario.

It is known that the tracking results could be sensitive to the number of particles released.

A sensitivity study is thus conducted on the number of particles required to achieve

statistically stable results. The results suggest that the estimation of success rate is not

reliable for the number of particles < 100 and converges for the number of particles >

400 (Fig. 5.3). In consideration of the computational time required for running the 388
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scenarios and the disk space needed to store the results, we choose to seed 500 particles

for each release in this study (for six different times, i.e., 3000 particles for each scenario).

5 10 50 100 500 1000 5000 10000
72

73

74

75

76

77

78

M
ed

ia
n

American Eel

(a)

5 10 50 100 500 1000 5000 10000
5

10

15

20

25

Number of Particles

IQ
R

(b)

5 10 50 100 500 1000 5000 10000
183

184

185

186

187

188

M
ed

ia
n

European Eel

(c)

5 10 50 100 500 1000 5000 10000
6.5

7

7.5

8

8.5

9

9.5

10

Number of Particles

IQ
R

(d)

Figure 5.3: Sensitivity of the median and IQR to the number of particles for the American
(a, b) and European (c, d) eels. Median is a measure of the time (days since release) when
50% of particles reached the target. IQR (interquartile range) is a measure of the time
range (in days) for the percentage of particles that reached the target increasing from 25 to
75. The horizontal dashed-lines in (a) and (c) indicate the times when 48% and 52% of
particles reached the target with 104 particles initially released. The horizontal dash-lines
in (b) and (d) indicate time ranges for the percentage of particles that reached the target
increasing from 26 to 74 and 24 to 76, respectively, with 104 particles initially released.
The medium-size v-eels (BL=637 mm) swimming at 0.5 BL s−1 are used in the sensitivity
study.

The particle tracking results are quantified by analyzing the v-eel trajectories, success

and duration of migration, energy expenditure, and environmental conditions experienced

along the migration route. The effect of the flow field on the spawning migration is assessed

by comparing the mean success, duration of migration, total distance travelled, and the

energy expenditure of scenarios in the presence of the oceanic background current with

those scenarios performed in the absence of the oceanic background current independently

for the two directed swimming behaviors.
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5.4 Particle Tracking Results

5.4.1 Success and duration of Migration

5.4.1.1 Passive drift (�uP only)

Figure 5.4a shows v-eel trajectories in the passive drift experiment (ExpDrift). Passive

v-eels released over the Scotian Shelf are first advected by currents over the shelf break.

Some particles spread onto the Shelf. Some particles drift into the open ocean then are

advected by the GS to the east. After passing 50°W, some particles drift northeastward

with the NAC and some particles move southeastward with the Azores Current. Passive

v-eels released off the Irish continental shelf are advected to the northeast by the NAC

(∼0.3 m s−1 at 200 m, Fig. 5.1c). The results in ExpDrift suggest that none of the passive

v-eels released either over the Scotian Shelf or the Irish continental shelf reach the Sargasso

Sea after 250 d of tracking (i.e., at the end of the spawning period for European eel) for

the four tested ranges of DVM (50/600, 50/1000, 200/600, 200/1000 m).

5.4.1.2 Active swimming behavior (�uP + �uB)

Random swimming (ExpRand):

The trajectories of v-eels with random swimming (Fig. 5.4b) are mainly advected by

the oceanic background flow (�uP ), resulting in a general pattern similar to the results of

ExpDrift (Fig. 5.4a). The stochastic nature of random swimming (�uB) is reflected in the

fuzziness of each individual trajectory. For the American v-eels, a few are able to escape

from the GS and move towards to the northern boundary of the spawning site after 250 d.

The v-eels released off Ireland are mainly trapped in the NAC and the Irminger Current.

After 250 d, they are far away from the spawning site. The results in ExpRand suggest that

without a preferred swimming direction, the v-eels could not reach the spawning sites in a

realistic time window.

Preferred directed swimming (ExpNavi and ExpOri):

The v-eels with directed swimming are able to reach the spawning area (Fig. 5.4c and d).

All the v-eels swimming faster than 0.5 and 0.8 m s−1 reach target before the beginning of

the spawning season for American and European eels, respectively (Figs. 5.5 and 5.6). At

the slowest swimming speed tested, 49.1% of the American v-eels reach the target before

the end of spawning season, while none for the European eel. On average and at the optimal

swimming speed of 0.8 BL s−1 (van den Thillart et al., 2007; Palstra et al., 2008), small
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American v-eels reach the target within 103 d (range: 77-242 d), medium ones within 64 d

(range: 54-162 d), and large ones within 40 d (range: 35-58 d) (ExpNavi), before or at

the beginning of the spawning season (Fig. 5.5). For the same scenarios, small European

v-eels reach the target at the end of their spawning season (within 206 d; range 191-224 d),

the medium v-eels at the beginning of the spawning season (within 129 d; range 121-137 d)

and the largest before the spawning season (within 81 d; range: 76-86 d) (Fig. 5.6).

The success and duration of migration are affected by the type of swimming behaviors.

For both species, v-eels reach the boundaries of the spawning area earlier on average in

ExpOri than in ExpNavi (Figs. 5.5 and 5.6, Table 5.3). This is mainly due to the travelled

distance which is on average greater by 20.5% for American v-eels and by 12.2% for

European v-eels in ExpNavi (2346 km compared with 1947 km and 4960 compared with

4422 km).

The success and duration of migration are also affected by the ocean currents, especially

for eels migrating at speed ≤ 0.5 m s−1 (Tables 5.4, Figs. 5.5 and 5.6). For both species,

ocean currents increase the average duration of migration. For instance, the duration of

migration of American v-eels swimming at 0.2 m s−1 is increased by 11 d on average,

reaching 78 d (Table 5.4). However, for American v-eels in both directed swimming

experiments, the duration of migration is reduced for a certain proportion of v-eels by

1.2-39 d according to different swimming speeds, indicating that ocean currents could

be favorable at some locations (Table 5.4). The ocean currents (e.g., the Gulf Stream)

increase the spatio-temporal variability of v-eels in comparison with the scenarios with no

background ocean circulation, thus a long tail is evident in the distribution of the number of

particles that reach the spawning area for American v-eels swimming at speed ≤ 0.5 m s−1

(see the violin plots3 in Figs. 5.5 and 5.6).

3 A violin plot is a combination of a box plot and a kernel density plot. Specifically, it starts with a box
plot. Then a rotated kernel density plot is added to each side of the box plot (Hintze and Nelson, 1998).
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Figure 5.4: Selected v-eel trajectories from four particle tracking experiments (Table 5.1):
(a) Passive drift, (b) Random direction, (c) True navigation and (d) Compass Orientation.
The v-eels had a body length of 404 mm, a swimming speed of 0.8 BL s−1, and made
DVMs between 200 and 600 m. In each tracking experiment, 3000 virtual eels were
tracked for each species. For clarity, 1200 v-eel trajectories were randomly selected for
each species and plotted. The red and magenta squares indicate the initial release areas for
American and European eels, respectively. The green polygon is the spawning area in the
Sargasso Sea. The red and magenta stars indicate locations where the smallest American
and European eel larvae were found, respectively. The red and magenta lines connecting
the squares and starts in (c) indicate v-eel trajectories without background oceanic currents,
which are the great-circle (shortest) lines.
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Table 5.3: Overall success of the tested scenarios (taking into account the oceanic circulation). (Adapted from Béguer-Pon et al., 2016)

Behavior
Ture navigation Orientation towards

Sargasso Sea
Species To target inside

spawning area
To limits of spawning
area

To limits of spawning
area

Successa at the beginning of the
spawning season

American v-eel 87.1 (0-100) 90.2 (7.4-100) 99 (90.6-100)

European v-eel 33.3 (0-100) 34.6 (0-100) 50 (0-100)
Successa at the end of the
spawning season

American v-eel 94.9 (49.8-100) 96.8 (69.5-100) 100 (99.7-100)

European v-eel 91.7 (0-100) 91.7 (0-100) 93.1 (17.6-100)
Duration of migration (d) American v-eel 97 (19-250) 86 (15-250) 68 (15-250)

European v-eel 119 (40-225) 106 (35-203) 99 (35-175)
Distance travelled (km) American v-eel 3886 (2752-7160) 3391 (2294-6640) 2472 (1942-3447)

European v-eel 5838 (5012-6949) 5028 (4420-6243) 4619 (4131-5151)
Percentage of energy spent for
transportation

American v-eel 24.5 (15.5-47.7) 20.5 (12.9-40.2) 17.6 (9-35.8)

European v-eel 44.6 (27.6-81.3) 40.4 (24.7-75.1) 34.7 (21-67.8)

Means with ranges (min-max) are reported.
aPercentage of particles reaching the limits of the spawning area or the target inside the spawning area.
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Figure 5.5: Distribution of the transit time of American v-eels travelling from the release
site to the target inside the spawning area (SA) (a) or to the boundaries of the spawning
area (b) and (c). Results according to two active behaviors and various swimming speed
values are shown. Violin plots are a combination of a box plot and kernel density plot
which reveals important information about the distribution of data. Horizontal expansions
of the violin plots are relative to the percentage of particles that reach the spawning area.
(Adapted from Béguer-Pon et al., 2016)
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Figure 5.6: Distribution of the transit time of European v-eels travelling from the release
site to the target inside the spawning area (SA) (a) or to the boundaries of the spawning
area (b) and (c) according to two active behaviors and various swimming speed values.
Otherwise as in Fig. 5.5. (Adapted from Béguer-Pon et al., 2016)
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Table 5.4: Summary of effects of ocean currents on the simulated spawning migration of v-eels from North America and Western Europe.
(Adapted from Béguer-Pon et al., 2016)

Sws in true navigation Sws in orientation towards Sargasso Sea
(to target) (m s−1) (to limits of spawning area) (m s−1)

Effect on Species 0.2a 0.5 1.0 0.2a 0.5 1.0
Duration of American +11 d +3.2 d +0.25 d +14 d +1.7 d +0.38 d
migration (-39,+78 d) (-6.5,+92 d) (-1.8,+7.0 d) (-26.6,+131.8 d) (-3.8,+30 d) (-1.2,+3.0 d)

European +6.8 d +3.0 d +1.2 d +3.8 d +0.8 d NS
(-0.1,+17.8 d) (-0.8,+4.8 d) (-0.6,+2 d) (-0.6,+9.8 d) (-0.9,+1.9 d)

Mean total American +40.9% +7.3% +1.5% +15.2% +7.8% +0.7%
travelled distance (-16.6,+135%) (-33.1,+154%) (-15,+21.9%) (-4.6,+79.6%) (-31.4,+59.2%) (-13.6,+16.6%)

European +2.9% +1.4% +0.7% +1.6% +0.8% NS
(-3.3,+8.7%) (-1.7,+3.5%) (-0.9,+2%) (-10.4,+4.4%) (-0.2,+2.5%)

Total energy cost American +6.3% -0.9% NS -11.2% +7.8% NS
(-24.6,+43.8%) (-9.8,+11.1%) (-23.9,+103%) (-8.2,+71.7%)

European +2.8% +1.6% NS NS NS NS
(0,+7.1%) (+0.4,+2.2%)

Differences between average values for scenarios with ocean circulation and for those without ocean circulation are reported if statistically significant (otherwise NS
is reported). Ranges are also reported: they are the difference between maximal or minimal values calculated for scenarios with and without ocean circulation. For
instance: America v-eels swimming at 0.2 m s−1 travel on average 11 more days because of the ocean circulation, but this delay of migration can be reduced by
39 d or increased by 78 d.
a0.3 m s−1 for European eels since no v-eels were able to reach the spawning area before the end of the tracking period (250 d).
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5.4.2 Energy Expenditure

Table 5.3 listed the energy expenditure of v-eels successfully reaching the limits of the

spawning area or the target inside the spawning area. The percentages of energy expendi-

ture are all less than 100%, indicating that the v-eels have enough energy reserve to spend

on migration. The American v-eels spend an average of 24.5% (max of 47.7%) of energy

to reach the spawning site (target, ExpNavi) while the European v-eels require 44.6% (max

of 81.3%). The swimming behavior affects the energy spent for reaching the boundaries

of the spawning area. For American v-eels, 20.5% of energy is spent in true navigation

behavior experiments (ExpNavi) while 17.6% in compass orientation behavior experiments

(ExpOri). For European v-eels, 40.4% of energy is spent for ExpNavi while 34.7% for

ExpOri. The effects of ocean currents on the energy expenditure are also listed in Table 5.4.

For American v-eels, the ocean currents have significant effect on their energy expenditure

only for swimming speed at 0.5 m s−1 or less. For example, the energy expenditure for

reaching the boundaries of the spawning area in compass orientation behavior experiments

is reduced 11.2%, increased 7.8% and no significant changes for swimming speed at 0.2,

0.5 and 1.0 m s−1, respectively. For European v-eels, the ocean currents have relatively

small effect on the energy expenditure. Even for the v-eels swimming at the lowest speed

(i.e., 0.2 m s−1), the additional energy expenditure due to ocean currents is only about

2.8%.

5.4.3 Environmental Conditions Experienced along the Migration Route

5.4.3.1 Oceanic currents

The oceanic currents experienced by the American eels and European eels reaching the

spawning area are significantly different as illustrated in Figs. 5.7 and 5.8. American v-eels

encounter the strongest currents during the first half of their journey (up to 0.7 m s−1) as

they cross the Gulf Stream (GS). For individual American v-eels, the effect of the GS

leads to significantly different trajectories. The v-eel can be trapped in the GS rings (Fig.

5.7b) and the v-eel could also take advantage of the strong meandering current in the GS

moving towards the Sargasso Sea (Fig. 5.7c). European v-eels experience weak currents

(<0.1 m s−1) during the first 1500 km of their journey and strong flow in the Azores

Current. For individual European v-eels, the oceanic currents experienced are relatively

weak, resulting in similar migratory trajectories (Fig. 5.8).
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5.4.3.2 Temperature

The temperature experienced by v-eels varies as they perform DVM at different depths

vertically and migrate from the coast to the Sargasso Sea horizontally (Fig. 5.9). Four

DVM ranges are considered in the particle tracking model: 50–600, 200–600, 50–1000,

and 200–1000 m. As expected, the temperature experienced by v-eels is colder at deeper

DVM depth. For American v-eels, the sharp Gulf Stream front can be seen about 500 km

from the release site. Beyond the Gulf Stream, the temperature at all DVM layers remained

nearly constant. For European v-eels, the temperature gradually increases throughout the

migration path at 50 and 200 m depths. A subsurface front can be seen about 3000 km

from the release site at 600 m depth. For both species, the temperature at 50 m depth

increases more rapidly at the end of the journey, due to the development of the seasonal

thermocline in summer in the Sargasso Sea.

5.4.3.3 Salinity

The salinity experienced by v-eels also varies as they perform DVM at different depths

vertically and migrate from the coast to the Sargasso Sea horizontally (Figs. 5.10 and 5.11).

For American v-eels, two regions with different vertical salinity profiles are evident: one

is on the continental shelf, the other is in the open ocean. The salinity increased with

DVM depth on the shelf due to the freshwater inputs from the coast, while the salinity

decreased with DVM depth in the Sargasso Sea and adjacent open ocean due to excessive

evaporation. The salinity has a sharp increase of ∼2 psu at 500 km from the release site in

the Gulf Stream. The salinity is almost constant beyond Gulf Stream. For European v-eels,

the salinity decreases with DVM depth. The salinity at 50 and 200 m depths increases

from about 35.5 psu to about 37 psu as the v-eels approaching to the Sargasso Sea. While

the salinity at 1000 m is almost constant in the Sargasso Sea and adjacent open ocean.
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Figure 5.7: Trajectories (a) and ocean currents experienced by American v-eels farthest
(b) and closest (c) to the target location (red star). The v-eels (BL = 404 mm, Sws = 0.5
BL s−1) were released on 1 November. On day 118 since release, the first v-eel reached
the target location. The locations of v-eels on day 118 are plotted as black circles along
with the farthest and closest trajectories in (a).

169



Figure 5.8: Trajectories (a) and ocean currents experienced by European v-eels farthest
(b) and closest (c) to the target location (red star). The v-eels (BL = 637 mm, Sws = 0.5
BL s−1) were released on 1 December. On day 199 since release, the first v-eel reached
the target location. The locations of v-eels on day 199 are plotted as black circles along
with the farthest and closest trajectories in (a).
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Figure 5.9: Mean water temperature experienced by v-eels during their migration routes
with true navigation from the North American coast (a) or from the Northwestern European
coast (b) to the Sargasso Sea at various depths. The shaded areas represent the standard
deviation around the mean. The sharp decrease or increase at the end of the tracking was
due mainly to the local change of temperature, particularly for the depth (52 m) close to
the surface. (Adapted from Béguer-Pon et al., 2016)
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Figure 5.10: Mean salinity experienced by v-eels migrating from the North American
coast to the spawning area in the Sargasso Sea according to two horizontal behaviors and
at various depths. The shaded areas represent the standard deviation around the mean.
(Adapted from Béguer-Pon et al., 2016)
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Figure 5.11: Mean salinity experienced by v-eels migrating from the Northwestern
European coast to the spawning area in the Sargasso Sea according to two horizontal
behaviors and at various depths. The shaded areas represent the standard deviation around
the mean. (Adapted from Béguer-Pon et al., 2016)
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5.5 Implications for Eel Migration

The numerical particle tracking experiments presented in this chapter demonstrated that

orientated swimming behavior is required for the eels to reach the spawning area. The v-

eels drifting with oceanic currents or swimming in random directions are not able to reach

the spawning area in time for spawning, while v-eels with orientated swimming behaviors

are able to reach the spawning area in time. The two orientated swimming behaviors

explored in this study can be considered as simple parameterizations of eel sensing the

Earth’s magnetic field. Further laboratory and field studies will be required to provide new

insights on how silver eels use the Earth’s magnetic field during their seaward migration

in the open ocean. The Multiple Response Movement Model (Eq. (5.2)) proposed in this

study can be revised accordingly to accommodate more complex swimming behaviors.

Based on the various body lengths and swimming speeds examined in this study, we

identified that only the smallest (40 cm) European v-eels swimming at the lowest swimming

speed (0.5 BL s−1) are unable to reach the spawning area in time. Nearly 50% of the

smallest American v-eels swimming at the lowest swimming speed reach the spawning

area before the end of the spawning season (ExpNavi), whereas none of the European

v-eels navigating at this minimum speed complete their migration before the end of the

spawning season (Figs 5.5 and 5.6).

The results of particle tracking experiments with and without ocean current (�uP ) demon-

strated that the ocean circulation affects the eel migration, particularly for the American

v-eels at lowest swimming speeds (Table 5.4). The presence of strong ocean currents (e.g.,

Gulf Stream) can deflect or even temporarily trap v-eels at low swimming speed, which

would in turn increase the duration of migration and total travelled distance.

Both the current and temperature experienced along the migration paths revealed in this

study have implications for eel’s DVM. Four vertical specific layers were considered in

this study: 50 and 200 m as “surface” layers experienced at night, and 600 and 1000 m as

“deep” layers experienced during the day. The ocean currents at 600 and 1000 m are weaker

than at 50 or 200 m in general over the North Atlantic. Thus a deeper swimming depth

would be favorable to the eel migration. As expected, additional tracking experiments

demonstrated 100% of American v-eels without DVM swimming at 0.5 m s−1 at 1000 m

depth reaching the spawning sites within 70 d and 163 d if swimming at 200 m depth.

However, the temperatures at 1000 m are below 10°C, which would be too cold to complete
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maturation. As suggested by laboratory experiments, temperature < 10°C can postpone

the maturation process (Boëtius and Boëtius, 1980; van Ginneken and Maes, 2005) and the

final thermal preferendum of sexually mature American eel has been established at around

17.5°C (Haro, 1991; van Ginneken and Maes, 2005). It should be noted that the 17.5°C

corresponds to the temperature at about 200 m depth in the spawning area, which implies

that eels are likely to spawn at 200 m depth at night.

The results of particle tracking experiments indicated that energy is not a limiting factor

for eel’s seaward migration. The maximum energy expenditure is 48 and 82% for American

and European v-eels, respectively (Table 5.3). The energy expenditure of eel migration

is calculated as a function of body mass, swimming speed, coefficient related to the sea

water temperature. The energetic cost associated with DVM is complicated and difficult to

estimate, thus is not considered in this study.

5.6 Summary

A biophysical particle tracking model was used in this chapter to simulate the oceanic

migration of American and European silver eels from two release areas: off the Scotian

Shelf (Canada) and off the Irish continental shelf. In this collaborative work, I was the

principal contributor for the model implementation and simulation, and associated descrip-

tion and discussion in the joint paper entitled “Exploring the role of the physical marine

environment in silver eel migrations using a biophysical particle tracking model”. Several

swimming behaviors were considered including: passive drift, random swimming, true

navigation to specific spawning sites and innate compass orientation towards the spawning

area in the Sargasso Sea. I developed the statistical model to probabilistically simulate

the eel’s swimming behaviors by expressing the probability density of the swimming

velocity at a given time as a mixture distribution. Several combinations of swimming

speeds and depths were also examined. The effects of ocean circulation on resulting

migratory pathways of virtual eels (v-eels), environmental conditions experienced along

their oceanic migration, and energy consumption were assessed. Simulations show that

orientated swimming behavior is required for the eels to reach spawning area in time. The

presence of ocean currents increases the duration of migration and travelled distances,

particularly for American v-eels at low swimming speed. The current, temperature and

salinity experienced along the migration paths were revealed. Model results also suggest
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that energy would not be a limiting factor.
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CHAPTER 6

CONCLUSIONS

My doctoral research combined the Eulerian and Lagrangian models to study the circulation

and hydrography on the Scotian Shelf and adjacent deep waters of the North Atlantic

with biological implications on wide spatial scales ranging from small scale (10 km) to

basin scale (103 km). For the Sable Gully, the model results suggest that the circulation

is significantly affected by the tide-topography interaction, wind-driven circulation, and

shelfbreak jet. The knowledge gained about the three-dimensional (3D) circulation in

the Gully can be used in developing an effective management plan for the Gully Marine

Protected Area. The role of small-scale bathymetric features (e.g., Cape Sambro and

Sambro Ledges) in realistically simulating the sea surface temperature (SST) and current

suggests that high-resolution models are required to simulate the movement of marine

animals (e.g., Atlantic salmon) in the coastal region. The coupled biophysical particle

tracking model developed for tracking eel’s migration is a useful tool that can complement

ongoing field tracking experiments and help lead to a better understanding of the eels

seaward migration. A statistical model was also developed to probabilistically simulate the

eel’s swimming behaviors by expressing the probability density of the swimming velocity

at a given time as a mixture distribution. The expertise gathered in the present work can

be used to develop similar models for other regions and species. The biological behavior

could vary significantly among different species, the need for collaborations between

researchers in physical oceanography and marine biology continues to grow.
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6.1 Main Results and their Significance

This thesis studied the circulation and hydrography on the Scotian Shelf and adjacent

deep waters of the North Atlantic and examined their implications for the marine animal

distribution and migration. Three geographic regions with different spatial scales and

three representative species were selected and investigated: (1) Sable Gully and northern

bottlenose whale (Chapter 3), (2) central Scotian Shelf adjacent to Halifax and Atlantic

salmon (Chapter 4), (3) North Atlantic and American and European eels (Chapter 5). The

main results for the above three research subjects are summarized below.

The numerical ocean circulation models developed in this study, DalCoast-Gully and

DalCoast-CSS, represent the latest advancement of the multi-nested version of DalCoast,

which is state-of-the-art nested-grid modelling systems for the Scotian Shelf and adjacent

deep waters. To date, the relocatability of DalCoast, by using a one-way nesting technique,

allowed us to achieve high-resolution simulation of circulation and hydrography over four

scientifically and socio-economically important marine areas of Nova Scotia: Lunenburg

Bay (DalCoast-LB, Yang and Sheng (2008) ), Halifax Harbour (DalCoast-HFX, Shan et al.

(2011)), Sable Gully (DalCoast-Gully, Chapter 3), and central Scotian Shelf adjacent to

Halifax (DalCoast-CSS, Chapter 4).

The time-dependent, spatially varying physical environment of the Sable Gully was

constructed by employing a nested-grid ocean circulation model and a particle tracking

model in Chapter 3. Circulation and hydrography over the Sable Gully and adjacent

waters in the year of 2006 were reconstructed using a newly developed ocean circulation

model (DalCoast-Gully). Based on the 3D current field produced by DalCoast-Gully,

particle tracking experiments were conducted both forward and backward in time to

examine the particle pathway, upstream and downstream areas, and residence time of the

Sable Gully. The modelled circulation and hydrography in the Sable Gully and adjacent

waters were shown to have significant temporal and spatial variability. An analysis of

the along-canyon volume transport suggested that on the annual mean timescale, tidal

residual is the primary contributor to the on-shelf transport of the slope water into the

Gully. The e-folding residence time is about 7 and 13 days in February and August 2006,

respectively, estimated from the movements of particles released at the depth of the Gully

rim and tracked forward in time. The particle movements from tracking experiments

with and without tides suggested that tidal circulation reduces the residence time in the
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Gully, particularly along the Gully flanks. The implications of oceanic circulation for the

distribution and migration of northern bottlenose whale in the Gully and adjacent canyons

were discussed. Although 3D circulation in the Gully discussed in this study may not

have direct impact on the distribution and migration of northern bottlenose whale, the

circulation could play an important role in advecting whale’s prey (e.g., squid) into the

Gully.

Circulation and hydrography on the central Scotian Shelf adjacent to Halifax were

discussed in Chapter 4. Similar to Chapter 3, a nested-grid ocean circulation model

(DalCoast-CSS) was used. The model performance was assessed extensively against

observations, including satellite remote sensing data from GHRSST and Aquarius and

in-situ measurements taken by tide gauges, a marine buoy, ADCPs and CTDs. It was

shown that the simulated tidal and non-tidal sea levels were in good agreement with tide

gauge observations, the simulated monthly-mean sea surface temperature and salinity were

in fair agreement with satellite remote sensing observations, and the simulated daily-mean

sea surface temperature outside Halifax Harbour were similar to the observed daily to

seasonal variations. The nested-grid model was also able to capture the synoptic variability

of the Nova Scotia Current transport. The satellite remote sensing data of sea surface

temperatures revealed that the Atlantic side of Nova Scotia is occasionally surrounded

by cold surface waters in summer, which is due to tidal mixing and wind-driven coastal

upwelling. In this study, these physical processes contributing to the formation of those

cold water regions were investigated based on model results in three numerical experiments

using DalCoast-CSS. The model results confirmed that the formation of cold water in

the Bay of Fundy and off Cape Sable is due mainly to tidal mixing and topographical

upwelling. The model results also indicated that the cold water along the south shore of

Nova Scotia is a result of wind-driven coastal upwelling as expected. In addition, the

temporal and spatial evolution of coastal upwelling in the central Scotian Shelf adjacent

to Halifax was discussed by using various observations and DalCoast-CSS. The roles of

irregular coastline and topography in coastal upwelling were investigated by contrasting

the results from a suite of model runs differing only in the specification of coastline and

topography. This process study demonstrated that irregular coastline (e.g., cape) has

a scattering effect to the along-shore wave propagation of the filaments and irregular

topography (e.g., submerged bank) can influence the further offshore development of
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filaments. The implications of circulation and hydrography on the Scotian Shelf for the

Atlantic salmon migration were also discussed. The abnormal warm (cold) sea surface

temperature on the Scotian Shelf and adjacent waters could force an earlier (later) migration

of the Atlantic salmon. The Nova Scotia Current and associated seasonal and interannual

variability may play an adverse role during the postsmolts migration by influencing their

energy expenditure and migration duration. The role of small-scale bathymetric features

(e.g., Cape Sambro and Sambro Ledges) in realistically simulating the SST and current

suggests that high-resolution models are required to simulate the movement of salmon in

the coastal region.

The effect of the general oceanic circulation on the seaward migration of American

and European eels from coastal waters to the Sargasso Sea was quantified by employ-

ing a biophysical particle tracking model in Chapter 5. This newly developed model

tracks virtual eels (v-eels) in a quasi 3D fashion to include background ocean currents,

various swimming behaviors and diel vertical migration (DVM). The oceanic currents,

temperature, salinity and energy expenditure are also recorded along the eel’s migration

route. The effects of ocean circulation on migratory pathways of v-eels, environmental

conditions experienced along their oceanic migration, and energy consumption were as-

sessed. Simulations show that orientated swimming behavior is required for the eels to

reach the spawning area in time. The presence of ocean currents increases the duration

of migration and travelled distances, particularly for American v-eels at low swimming

speed. The current, temperature and salinity experienced along the migration paths are

revealed. Model results also suggest that energy would not be a limiting factor.

6.2 Future Work

With the observational database growing and computational technologies improving, the

following improvements and breakthroughs could be expected.

The modelling system for the Sable Gully (DalCoast-Gully) presented in Chapter 3 is

ready to be further developed to run operationally in supporting the Marine Protected Area

management, oil-gas operation in the adjacent waters, and the field observations of marine

animals (e.g., whales in the Gully and seals around the Sable Island). DalCoast-Gully

shares a similar modelling framework of the operational circulation model for the Halifax

Harbour (DalCoast-HFX, http://extrememarine.ocean.dal.ca/dalcoast).
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The experiences and tools gained in developing DalCoast-HFX are applicable to DalCoast-

Gully. There are still many important scientific questions related to the physical processes

in the Gully that require further observational and modelling studies. For example, more

work is needed to improve the model skill in capturing the amplification of tidal current

ellipses towards bottom (Swart et al., 2011). The near bottom amplifications of M2 and

K1 are most likely due to the bottom trapped internal tides and internal waves, which

could not be simulated well by the model due mostly to the model horizontal and vertical

resolution. A future research direction is to nest a high-resolution non-hydrostatic circula-

tion submodel in DalCoast-Gully in order to explicitly resolve internal waves and internal

tides in the regioin. In addition, the simulated cold intermediate layer (CIL) and warm

intermediate layer (WIL) were too diffusive for which the exact reasons are unknown.

Possible explanations include the coarse horizontal resolution of the NCEP reanalysis

dataset used in calculating the net heat flux in the model, the seasonal climatology used

in the large-scale northwest Atlantic submodel, and the vertical mixing parameterization

used in the model.

The modelling system for the central Scotian Shelf adjacent to Halifax (DalCoast-CSS)

presented in Chapter 4 has many potential applications for future studies concerning the

physical environmental conditions over coastal and shelf waters of Nova Scotia. Firstly,

the results produced by the DalCoast-CSS can be used in specifying better open boundary

conditions for the operational circulation forecast system for Halifax Harbour, which

is supported by MEOPAR (http://meopar.ca) as a part of an integrated ocean

observation and prediction system. Secondly, DalCoast-CSS can be used to provide

detailed physical oceanic environmental conditions for the studies of marine animal

migration and distribution on the Scotian Shelf.

For both DalCoast-Gully and DalCoast-CSS, two-way nesting, coupling with atmo-

sphere/wave/ice models, and assimilating observations are three important research direc-

tions in the future. Firstly, two-way nesting is a more advanced nesting technique than the

one-way nesting used in this thesis. In one-way nesting, the results of the coarse-resolution

larger domain submodel (LM) are used in specifying the open boundary conditions of

the fine-resolution smaller domain submodel (SM) without any feedback from the SM to

LM. In two-way nesting, the SM results are also fed back to the LM, which could lead to
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performance improvements in both LM and SM. Secondly, coupling DalCoast with atmo-

sphere/wave/ice models can simulate more accurately the physical processes in the upper

ocean including the atmospheric conditions during storms, the wave-induced mixing, and

heat and salt fluxes. Thirdly, assimilating observations into DalCoast can further improve

the model performance. In this thesis, in-situ and satellite remote sensing observations

on the Scotian Shelf and adjacent deep waters were used to assess the performance of

DalCoast. Recently, a CODAR (Coastal Ocean Dynamics Applications Radar) system

was constructed and came into operation as a part of the MEOPAR project. The CODAR

system is centred to the shelf waters off Halifax and provides real-time surface ocean

currents up to 200 km off the coast, which is the similar area covered by the submodel L3

of DalCoast-CSS. Assimilating the real-time CODAR currents could be a key component

to forecast ocean conditions operationally in this region by using DalCoast-CSS in the

future.

The biophysical particle tracking model used to simulate the seaward migration of eels

in Chapter 5 can be refined in both its physical and biological components. Firstly, the

physical circulation model used in the study is able to capture the mean and variation of the

flow field (Higginson et al., 2011). However, the models horizontal resolution is relatively

coarse. The flow fields from a finer horizontal resolution model could have stronger mean

currents and more small-scale features (e.g., eddies), which can lead to faster transit time

and more complicated trajectories (Blanke et al., 2012). The physical component will

benefit from the improved 3D circulation and hydrography fields provided by the global

operational circulation models (e.g., NEMO, http://marine.copernicus.eu and

HYCOM (HYbrid Coordinate Ocean Model), http://hycom.org). The increased

spatial resolution and extended temporal coverage of these oceanic fields would empower

us to conduct simulation on a longer time scale to assess the climate change impact on

the eel migration. Secondly, the biological component modelling the swimming behavior

will benefit from the growing observations of eel migration. Ongoing satellite telemetry

studies are currently refining our limited understanding of the spawning migration of

American and European eels. For instance, recently one American eel was tracked to the

edge of its spawning area (i.e., Sargasso Sea) (Béguer-Pon et al., 2015) and European

eels were tracked from Mediterranean Sea through Gibraltar Strait to the Atlantic Ocean

(Amilhat et al., 2016). The migratory behaviors extracted from these new observations
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can be incorporated into the biological component. The biophysical particle tracking

model with a more realistic biological component will provide a better estimates of energy

expenditure and migratory success, and potentially be used to test hypotheses about the

observed population decline in both eel species.
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APPENDIX A

CIRCULATION MODEL

The ocean circulation modelling system used in my doctoral research was modified from

the circulation modelling system developed previously for two coastal waters along the

Nova Scotia coast: Lunenburg Bay (DalCoast-LB, Yang and Sheng, 2008) and Halifax

Harbour (DalCoast-HFX, Shan et al., 2011). Both DalCoast-LB and DalCoast-HFX were

extensively validated against observations. In my doctoral research, the modelling system

of DalCoast-HFX is relocated to two study areas: the Sable Gully and the central Scotian

Shelf adjacent to Halifax. As a result, the latest model setups are named as the DalCoast-

Gully and DalCoast-CSS, respectively. The main advantage of the multi-nested model

is that small-scale circulation features can be resolved by the finest-resolution submodel

driven by dynamically consistent open boundary conditions provided by larger domain,

coarser resolution submodels.

A.1 DalCoast-Gully

The circulation model used for Chapter 3 is DalCoast-Gully, which has five submodels

with progressively smaller model domains and finer horizontal resolutions covering from

the northwest Atlantic to the Sable Gully. The two outer-most submodels, L1 and L2, are

based on DalCoast (Thompson et al., 2007) and constructed from the Princeton Ocean

Model (POM, Mellor, 2004). Submodels L3 to L5 are based on the free-surface version

of CANDIE (Sheng et al., 1998), which is a three-dimensional (3D), primitive equation

ocean circulation model that uses an A-grid, z-level and fourth-order advection scheme.

The outer-most submodel L1 is a 2D barotropic storm surge model covering the eastern

Canadian shelf from the Labrador Shelf to the Gulf of Maine with a horizontal resolution
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of 1/12◦. Submodel L2 is a 3D prognostic model with horizontal resolutions of 1/16◦ and

30 σ-levels in the vertical. Submodels L3 to L5 are also 3D and prognostic with horizontal

resolutions of ∼2 km, ∼1 km and ∼500 m, respectively.

The modelling system is driven by tides, atmospheric forcing and lateral open boundary

conditions. The atmospheric forcing includes three-hourly sea level pressure (SLP) and

surface wind fields taken from the regional GEM (Global Environmental Multiscale) fore-

cast products produced by the Meteorological Service of Canada (MSC). The atmospheric

fields provided by the MSC have a horizontal resolution of 1/4◦. The bulk formula of

Large and Pond (1981) is used to convert the wind speed to wind stress. The MSC wind

stress and SLP fields are linearly interpolated to every model timestep and mapped to each

model grid.

The heat fluxes at the sea surface used to drive submodels L2 to L5 include solar

radiation, long-wave radiation, latent heat flux and sensible heat flux. The six-hourly

NCEP (National Centers for Environmental Prediction) reanalysis fields (Kalnay et al.,

1996) of the air temperature, relative humidity and cloud cover, and the MSC wind speed

and air pressure are used to compute the net heat fluxes at every model timestep on each

model grid.

For submodel L1, a Sommerfeld (1949) radiation condition is used for the sea surface

elevations and the depth-mean currents at the open boundaries. For submodel L2, the

lateral open boundary conditions include the specification of surface elevations and depth-

averaged currents at the open boundaries of submodel L2. At the eastern open boundary,

for example, the modelled normal flow (ue) and surface elevation (ηe) take the following

relationship (Flather and Davies, 1976):

ue = uc + uw + ut +
c

h
(ηe − ηw − ηt) (A.1)

where ηw is the wind-driven surface elevations calculated by submodel L1 and ηt is the

hourly tidal sea surface elevations calculated using harmonic constants extracted from

WebTide dataset (Dupont et al., 2002) for five major tidal constituents M2, K1, N2, S2 and

O1. In Eq. (A.1), uw and ut are the depth-averaged wind-driven and tidal currents from

submodel L1 and WebTide, respectively, uc is the climatological monthly mean baroclinic

currents produced by a coarse resolution northwest Atlantic Ocean model (Sheng et al.,

2001), c is the phase speed of the external gravity wave, and h is the local water depth.

The conventional one-way nesting technique is used in specifying lateral open boundary
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conditions of other submodels of DalCoast-Gully, in which the coarser-resolution, upper-

level submodel provides boundary conditions for the finer-resolution, lower-level submodel

and the solution of the finer-resolution domain does not feed back to the coarser-resolution

domain. For submodels L3 to L5, the Orlanski (1976) radiation condition is first used to

determine whether the propagation direction at the open boundary is inward or outward.

For inward propagations, the model variables (i.e., temperature, salinity, and normal flow)

at the open boundary are restored to the model results produced by the larger domain upper-

level submodels. For outward propagations, the model variables at the open boundary are

radiated outward.

The horizontal subgrid-scale mixing parameterization in the DalCoast-Gully (L1 to L5)

is based on the shear and grid size dependent scheme of Smagorinsky (1963). The vertical

subgrid-scale mixing parameterization in submodels L1 and L2 is based on the Mellor and

Yamada (1982) level-2.5 turbulent closure scheme. An enhanced version of the K profile

parameterization (KPP) scheme of Durski et al. (2004) is used in submodels L3 to L5.

Monthly mean temperature and salinity climatology of Geshelin et al. (1999) with a

horizontal resolution of 1/6◦ over the northwest Atlantic is used in initializing submodels

L2 to L5. To reduce the model drift, the sea surface temperature and salinity in the model

are restored to the monthly mean climatology of Geshelin et al. (1999) with a timescale of

15 days.

A.2 DalCoast-CSS

The circulation model used for Chapter 4 is DalCoast-CSS, which has four submodels

with progressively smaller model domains and finer horizontal resolutions covering from

the northwest Atlantic to the inner Scotian Shelf adjacent to Halifax. The two outer-most

submodels are similar to DalCoast-Gully. Submodels L3 to L4 are based on CANDIE with

horizontal resolutions of ∼2 km and ∼500 m, respectively.

The nested-grid modelling system is driven by atmospheric forcing, heat fluxes, fresh-

water input and lateral open boundary conditions. The wind, pressure and other variables

related to heat fluxes used in DalCoast-CSS are updated from NCEP reanalysis and MSC

products to NARR (North American Regional Reanalysis) for a better spatial and tem-

poral coverage (32 km, 3-hourly). Freshwater inputs from major rivers in the region are

implemented in submodel L2 using idealized channels cut into the model’s coastline. A
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simple numerical scheme based on the salt and volume conservation is used in the model

to specify the salinity and surface elevation at the head of each idealized channel (see

Ohashi and Sheng (2013) for details).

The lateral open boundary conditions used in submodel L2 are similar to those in

DalCoast-Gully (Eq. A.1) except for tides and large scale currents. The hourly tidal sea

surface elevation and currents are calculated by using harmonic constants extracted from

the OSU (Oregon State University) tidal model (Egbert and Erofeeva, 2002) for the eastern

continental shelf of North America for eight major tidal constituents (M2, S2, N2, K2, K1,

O1, P1 and Q1). A detailed description of the OSU tidal model and extraction method

can be found at http://volkov.oce.orst.edu/tides/EC.html. The large

scale currents are specified by using the climatological daily-mean baroclinic currents

(temporally interpolated from five-day means) produced by a coarse-resolution circulation

model for the northwest Atlantic Ocean (Urrego-Blanco and Sheng, 2012).
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