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Abstract

Perhaps the most important application of theoretical chemistry is the study of
radicals or molecules with one or more unpaired electrons. It is difficult to obtain
information about these systems experimentally since radicals are highly reactive, and
therefore short-lived, species. Experimental information about radicals can be obtained
by measuring the hyperfine coupling constants (HFCCs) of various atoms within the
molecule of interest. However, experimental HFCCs yield very little information about
the nature of the radical. Through comparison of theoretically calculated HFCCs to those
obtained experimentally, the radical structure can be revealed and other electronic
properties of the system can be obtained. This thesis concentrates on studies involving
accurate calculation of HFCCs and their application to specific chemical and biochemical
problems.

The first component of the thesis reports a study of peroxyl radicals, which are of
interest due to their involvement in biological and industrial processes. Emphasis was
placed on the calculation of accurate oxygen HFCCs. The larger peroxyl radicals were
investigated with density-functional theory (DFT), a relatively new theoretical method
that allows for the study of large molecules using reduced computational resources
(computer time, memory and disk space). The work revealed important information
about the electronic structure of these radicals. The smaller peroxyl radicals were
investigated via high-level calculations, which require large computer resources. The
peroxyl studies elucidated the best method for the calculation of accurate oxygen HFCCs.
Since poor agreement was observed with DFT for small inorganic peroxyl radicals, a
subset of these species was examined through the use of a combined quantum mechanics
and molecular dynamics technique. This method, which accounts for matrix and
vibrational effects, cannot correct for the failure of DFT to sufficiently describe the
geometry of these radicals.

The accurate methods for the calculation of HFCCs were then applied to an
investigation of the radicals formed upon irradiation of DNA, and this study comprises
the second component of the thesis. DNA radicals are of interest due to the decrease in
the ozone layer and the increase in the use of radiation therapy. Theoretical studies are
important since many experimental unknowns exist regarding which radicals are the main
radiation products. Studies were performed on all four DNA bases, as well as the sugar
moiety. The results for some of the bases (thymine, adenine and guanine) are in good
agreement with experiment indicating that a sufficient level of theory was implemented.
For cytosine, however, differences were found between the theoretical and experimental
results and a new mechanism was proposed for radiation damage to this base. This new
mechanism indicates that the surrounding water molecules play an important role in the
radiation damage. Based on the good agreement observed for the other DNA bases, this
new mechanism seems reasonable, and was tested through an investigation of the various
possible reaction mechanisms. All of the calculated data for the DNA bases and the
sugar group were then used to generate a model for radiation damage in DNA which
encompasses the bases, the sugar-phosphate backbone and the surrounding water
molecules. This model provides the basis for future experimental and theoretical studies
on DNA since it outlines the main radical products formed upon irradiation.

Xix
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CHAPTER ONE

Introduction

1.1 General Background

With the development of computer hardware and new theoretical algorithms, the
use of quantum mechanical methods to solve chemical problems is increasing. One of
the most important applications of quantum chemistry is the study of species that are
extremely reactive and therefore difficult to examine experimentally. These species can
include ions, reaction intermediates and radicals. Radicals are especially interesting since
they contain one or more unpaired electron(s) despite the fact that electrons prefer to exist
as pairs of opposite spin. An unpaired electron has a spin angular momentum that results
In unique magnetic properties.

Experimentally, radicals are studied via spectroscopic techniques that utilize their
magnetic character, including electron spin resonance (ESR), electron-nuclear double
resonance (ENDOR) and electron spin-echo envelope modulation (ESEEM). From these
procedures, a property known as the hyperfine coupling constant (HFCC) can be obtained
for each atom within the molecule. A HFCC arises from the interaction between the
unpaired electron and the magnetic nuclei in the radical. This property leads to
information about the distribution of the unpaired spin in the radical, which in turn may
lead to clues about the radical's reactivity. However, these experiments yield no direct
information about the radical's geometry, charge and atomic composition. In addition,
radicals are relatively short-lived species and, hence, experimental conditions required to
isolate them are often unattainable. Thus, experimental information about these systems
can be difficult to obtain and theoretical calculations provide an attractive alternative
approach.

While theoretical calculations on radicals are desirable, the application of
quantum chemical methods to these systems is not always straightforward. Very high-
levels of theory are required to obtain meaningful information. In addition, an extremely
accurate description of the molecular orbitals within the molecule is required and can be
achieved only with a large basis set. This thesis is primarily concerned with the

calculation of accurate hyperfine coupling constants and the use of these calculations to
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obtain information about biochemical systems. A brief description of available quantum
chemical methodologies and basis sets used for the determination of molecular structure
and other electronic properties will be given in Chapter Two. A detailed discussion of
hyperfine coupling constants, including how they are determined experimentally and the
theoretical requirements for their calculation, will also be presented. The remainder of
this chapter will focus on background information pertaining to the biochemical problems

to which these methods and basis sets were applied.

1.2 Overview

1.2.1 Peroxyl and Hydroxyl Radicals

Peroxyl radicals comprise the first class of radicals to be discussed in the present
thesis (Chapter Three). Peroxyl radicals have been investigated both experimentally'Z"
and theoretically.® Attention has been given to these radicals because they are involved
in many common processes, such as respiration, combustion and even the drying of paint.
Recent interest in peroxyl radicals has also arisen because their lifetime is long enough to
enable them to travel long distances in solution and in biological systems. Thus, research
has turned to investigating the effects of peroxyl radicals on lipid biomembranes, such as
cell membranes. The geometries, electron distributions and various other properties of
alkyl peroxyl radicals have been examined through theoretical techniques, including both

ab initio and semi-empirical methods.*

. NC)
R 9‘6- <> RO
I I

Figure 1.1: Resonance structures of peroxyl radicals.

Two main resonance structures can be written for peroxyl radicals: structure I
(Figure 1.1), which involves no formal charges with the unpaired electron located on the
terminal oxygen, and structure II, which involves charges with the unpaired electron
found on the inner oxygen. The charged resonance structure (II) has previously been
used to explain the behavior of peroxyl radicals.> These arguments were later questioned
in a theoretical study, which concluded that there is a larger negative charge on the inner

oxygen and that the spin density is associated almost exclusively with the terminal



Introduction 3

oxygen. These properties imply that the behavior of peroxyl radicals can be accounted
for without involving charged structures.* Experimentally, the HFCCs in peroxyl
radicals have been determined in numerous studies and conflicting results were obtained
for the unpaired spin distribution} Due to these discrepancies in past research,
theoretical calculations would be useful to determine the relative magnitude of the
HFCCs on the terminal and inner oxygen atoms, thus revealing information about the
location of the unpaired electron, the relative importance of resonance structures and the
distribution of spin density.

Oxygen’s most abundant isotope, '°O, does not possess a magnetic moment and,
thus, '°O must be replaced by '’O (natural abundance of 0.037%) if the hyperfine
structure of oxygen is to be examined. Experimentally, this technique is known as spin
labeling and has been performed with relative ease for a number of years. The most
accurate 'O experimental data exists for the hydroxyl radical.’ Among peroxyl radicals
that have been examined experimentally, the most complete set of accurate HFCCs exists
for ¢-butyl peroxyl radical, which includes a '*C coupling for the carbon attached to the
inner oxygen.“'f

Hyperfine coupling constants have been studied with a wide variety of theoretical
methods and basis sets. Accurate data can now be calculated with a great deal of
confidence for hydrogen (‘H) and carbon (’C) nuclei. However, the best method for
calculating '’O hyperfine coupling constants was unknown prior to the work presented
within. The calculations of 'O hyperfine coupling constants to be presented in Chapter
Three will be discussed according to the size of the radical. First, the HFCCs in large
alkyl peroxyl radicals obtained using density-functional theory (DFT) will be compared
to accurate experimental results. DFT has been used in the past with varying degrees of
success. It is desirable to study large oxygen centered radicals with DFT since this
method possesses many of the important theoretical requirements when HFCCs are to be
investigated. In addition, DFT requires less computer resources (time, memory, disk
space) than other methods, which allows for the study of large species. The oxygen
HFCCs obtained with DFT via a systematic study, where several variables in the DFT
method (geometry, functional form, basis set) were varied, will be discussed.
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The density-functional study of '’O hyperfine coupling constants gave results of
sufficient accuracy to allow meaningful comparison to experiment. However, the
deviation between experimental and theoretical results for oxygen is larger than that
observed for other nuclei (‘H, '*C). Thus following the DFT study, calculated oxygen
HFCCs from very high-level theoretical techniques, such as multi-reference configuration
interaction (MRCI), quadratic configuration interaction (QCI) and coupled-cluster (CC)
algorithms, will be discussed. These methods all require greater computer resources than
DFT, which dramatically increase with the size of the molecule. Hence, the accuracy of
these methods will be considered relative to the experimental HFCCs of the hydroxyl
radical, the smallest oxygen centered radical.

Differences between theoretical and experimental hyperfine structures can arise
for reasons other than the quantum mechanical method employed. Calculations are
generally performed on static, gas phase structures in a vacuum at 0 K. Experiments, on
the other hand, are performed at a variety of temperatures and the radicals may exhibit
vibrational motion that can lead to averaged spectra. In addition, radicals are often
trapped in matrices, such as argon, neon, chlorofluorocarbons (CFCs) or zeolites, in order
to reduce their reactivity. These differences can be accounted for through the use of a
combined quantum mechanics and molecular dynamics approach (QM/MD).° In this
technique, part of the system (the radical) is treated with highly accurate quantum
mechanical methods and the rest of the system (the experimental matrix) is treated
classically (methods based on the laws of classical physics). Thus, the radical’s motion
in terms of the stretching of bonds and bending of angles is simulated and the property of
interest is calculated at each time step. This method will be discussed in Chapter Three
where it will be implemented in attempts to improve the agreement between theoretical
and experimental '’O hyperfine coupling constants in small peroxyl radicals.

1.2.2 Radicals Formed in Irradiated DNA

Radicals formed through the exposure of deoxyribonucleic acid (DNA) to
radiation form the second class of radicals to be discussed. Within its double-helical
structure, DNA stores and transmits genetic information. Nucleotides are the building
blocks of DNA, where each nucleotide is composed of a base, a sugar and one or more
phosphate groups. The DNA bases are derivatives of either pyrimidine or purine (Figure
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Figure 1.2: Chemical structure of pyrimidine (I) and purine (II), the parent compounds of the nucleobases.

1.2). The most common pyrimidines in DNA are thymine (T) and cytosine (C), and the
purines are adenine (A) and guanine (G).

The DNA sugar group, deoxyribose (dR), is a derivative of ribose (R) where the
hydroxyl group at the C2' position is removed (Figure 1.3). A nucleoside is formed when
a bond is created between the C1' position in the sugar group and the N1 or N9 position

g
s

HOCH, &« :5H HQ@, 5.0
H" g ‘KH A
H H HN—V'H
:OH :OH :OH *H
I n

Figure 1.3: Chemical structure of ribose (I) and deoxyribose (IT).

in a pyrimidine or purine, respectively. The four DNA nucleosides are denoted
deoxyadenosine (dA), deoxyguanosine (dG), deoxythymidine (dT) and deoxycytidine
(dC). Nucleotides are phosphate esters of nucleosides, where esterfication occurs at the
C5' and C3' positions. Examples of nucleotides include deoxycytidine S'-monophosphate
(5'dCMP) and deoxyguanosine 5'-monophosphate (SdGMP). The sugar and phosphate
groups provide the structural features of DNA and the bases store genetic information.
The bases occur in unique hydrogen-bonded pairs, where due to the molecular structure
A and T are always paired and similarly C and G are base paired (Figure 1.4).

DNA also plays an important role in protein synthesis along with ribonucleic acid
(RNA). RNA has a similar structure to DNA although it is usually present as a single
strand. The main differences between RNA and DNA arise in the sugar group and the
bases present. The DNA pyrimidine thymine is replaced by uracil (U) in RNA, although
the rest of the bases remain unaltered. The main RNA nucleosides, formed through the

addition of ribose to one of the four bases, are cytidine (rC), uridine (rU), adenosine (rA)
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Figure 1.4: The hydrogen-bonded DNA base pairs: deoxythymidine:deoxyadenosine (I) and
deoxycytidine:deoxyguanosine 1.

and guanosine (rG), where the r indicates that the sugar present is ribose rather than
deoxyribose. Examples of RNA nucleotides include adenosine 5'-monophosphate
(5'AMP) and cytidine 3'-monophosphate (3'CMP).

The effects of radiation on DNA, as well as RNA, have become increasingly
popular topics in the literature. Understanding the radiation chemistry of DNA is
important due to increasing radiation exposure to the population as a result of the
decrease in the ozone layer, the increase in the number of space flights and the demand
for radiation therapy to treat ailments such as cancer. It is accepted that damage to DNA
occurs via direct and indirect processes. Direct radiation damage generates base anions
and cations which subsequently undergo protonation and deprotonation to form radical
products. The primary indirect radiation damage pathway involves reactions of DNA
with products from water radiolysis (hydrogen atoms, hydroxyl radicals and € aq)- The
primary products of DNA radiation damage are base and sugar radicals, which react to
form lesions such as DNA-protein cross-links, single-strand breaks and, inevitably, cell
death. Numerous experimental studies have been performed to identify these primary
base radicals with the hope of preventing the drastic damage that occurs in cells due to
these radicals. Experimental studies on full DNA samples are extremely difficult since
the spectra of the radiation products are highly similar. Thus, the most reliable
experimental information has been obtained through single-crystal ENDOR studies
performed on derivatives of the four DNA bases in numerous environments at very low
temperatures.” In addition, some recent work has examined radiation effects on the DNA
base pairs.® However, even the spectra of the individual bases are elaborate due to

significant hydrogen bonding in the crystal structures. Thus, assignment of these spectra
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often requires simulations, assumptions of possible mechanisms and/or other additional
arguments. These assumptions can cause debate over the identity of radical products.

Due to the difficulties encountered during experimental studies of DNA radiation
products, theoretical calculations may be able to provide important information. In
particular, calculation of accurate HFCCs in possible radiation products and comparison
to the experimental spectra can elucidate the primary damage sites. It was not until the
development of density-functional theory that the study of biological molecules at a
meaningful level of theory became feasible. Discussions in Chapters Two and Three
show that this technique allows for the determination of accurate HFCCs at a reasonable
computational cost. Previous theoretical work has concentrated on the structure of
possible radiation products, properties such as ionization potentials and electron
affinities, and solvation effects on these properties.” Two studies have appeared in the
literature that have examined properties of sugar radicals, including the hyperfine
couplings.'® However, these HFCCs were obtained at a theoretical level too low to
render any valuable insight.

In order to examine the extent of radiation damage in DNA thoroughly, an initial
investigation must be performed to determine the most important reaction products.
Chapters Four and Five will present calculations performed on DNA and RNA bases with
density-functional theory. Focus will be placed on the HFCCs calculated for all possible
radiation products for each base, as well as the relative energetics and geometrical
distortions arising due to radical formation. These radiation products include all
hydrogenated (net hydrogen atom addition), dehydrogenated (net hydrogen atom
removal) and hydroxylated (net hydroxy! radical addition) products, as well as the anion
and cation. A discussion comparing calculated hyperfine couplings to ENDOR results
obtained from single-crystal studies of base derivatives will be given. Chapter Four will
focus on the DNA pyrimidines, thymine and cytosine, as well as the RNA base uracil.
The succeeding chapter will offer a similar comparison for the purines, adenine and
guanine.

Sugar radicals are also of interest since it is now widely accepted that single-
strand breaks in DNA occur via these intermediates.'' Sugar radicals have not been

observed directly in the spectra of full DNA," although many products believed to arise
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from mechanisms involving these radicals have been observed. Hole er al.'> were the
first to note a large variety of sugar radicals in their study of deoxyguanosine 5'-
monophosphate, although numerous sugar radicals were previously observed in studies of
different nucleotides and nucleosides. In their ENDOR study, Hole et al. characterized
nine sugar radicals, indicating that almost every carbon site in the sugar is affected by
radiation. A subsequent ENDOR study of deoxyadenosine crystals' supported the
hypothesis of the formation of sugar radicals upon application of small radiation doses.
These studies indicate that the DNA sugar, in addition to the DNA bases, may be the site
of significant radiation damage in DNA even though detection of sugar radicals in full
DNA is difficult.'> Chapter Six will report on a comprehensive study of sugar radicals
generated in irradiated DNA components. This study focused on the HFCCs of sugar
radicals formed through hydrogen atom and hydroxyl radical abstraction from a model
sugar group, as well as energetics of the various products.

The discussions in Chapters Four through Six will give a complete picture of the
main radiation products in irradiated DNA components. These discussions will be
centered only on the relative energies of radiation products and the HFCCs. As will be
discussed, good agreement between theoretical and experimental results can be obtained
for a wide variety of base and sugar radicals. However, some discrepancies arise, which
lead to the proposal of alternative radiation products and damage mechanisms. These
mechanisms can be tested through a theoretical investigation of the reaction potential
energy surfaces. A more detailed picture of the relative importance of radiation products
can thereby be obtained. Chapter Seven will present an investigation of the reactions of
DNA bases with water in order to justify proposed radiation reaction mechanisms and
clarify reasons why certain products are favored in some bases, but not in others.

The radiation damage model developed in Chapters Four through Seven can be
extended by comparing the calculated properties for the primary DNA radiation products
to those properties observed experimentally in studies on full DNA. The most accurate
results on full DNA have been obtained from studies on orientated fibers.'* Additional
experimental work has considered the effects of the hydration layer on DNA and
reactions of the hydration layer with DNA.'® Consideration of the calculated results,

together with the experimental results on single crystals and on full DNA, allow a model
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of the radiation damage in DNA to be developed. This model encompasses the damage
to water, the bases and the sugar group. Chapter Eight will present this discussion of

radiation damage in DNA in order to correlate the work presented in the previous

chapters and create a picture of full DNA radiation damage.

Chapter Nine will present global conclusions drawn from the work presented

within. The discussion will include potential research topics arising directly from the

research presented on hyperfine coupling constants in peroxyl radicals and radicals
formed in irradiated DNA.
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CHAPTER TWO

Theoretical Background

2.1 Introduction

Many theoretical methods are available for computational chemists to investigate
chemical systems. These techniques fall into two main categories: molecular mechanics
and electronic structure methods. Molecular mechanics (MM) techniques are based on
classical physics and require few computer resources. The disadvantages of these
methods include the fact that they rely on the interactions between nuclei rather than
explicitly treating electrons. This implies that properties depending on electronic effects,
such as the formation or breaking of bonds, will be poorly described. Alternatively,
electronic structure methods are based on the laws of quantum mechanics. From
quantum mechanics, it is known that observable properties can be obtained from the
wave function. Classes of electronic structure methods differ through the approximations
implemented. One class of electronic structure techniques, semi-empirical methods,
implements empirical parameters to reduce the number of integrals that must be solved to
obtain the wave function. Thus, similar to MM methods, semi-empirical techniques are
computationally efficient. However, these electronic structure methods are reliable only
for systems similar to those included in the data set used to fit the empirical parameter.

The majority of the techniques implemented in the present thesis fall into two
main categories of electronic structure methods: ab initio and density-functional theory
(DFT). Ab initio methods use a small number of physical constants in their derivation,
but do not employ empirical parameters. These methods provide quantitative results for a
variety of systems and the size of the systems to which these methods can be applied is
constantly increasing with developments in computer hardware. Ab initio methods differ
from one another through the approximations used to obtain the wave function.
Alternatively, density-functional methods are based on the electron density and do not
explicitly solve for the wave function. These methods possess the accuracy of ab initio
techniques at a reduced computational cost.

Since a predominant portion of this thesis is concerned with the calculation of

hyperfine coupling constants, the present chapter will describe ab initio and density-

11
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functional methods that can be used to calculate this property. The goal of this chapter is
to leave the non-expert with a concrete idea of how different quantum chemical methods
are developed and their relative level of accuracy. In addition, a complete discussion of
hyperfine coupling constants will be presented, including a description of experimental
techniques and suitable theoretical methods for the calculation of this property.

2.2 The Schridinger Equation

The energy and many other important properties of a particle are explicitly
defined in quantum mechanics by the wave function.'? The wave function (W¥(7,t)) can
be obtained from the time-dependent Schrédinger equation

5 - ih ¥ (F,t
H,00Y(F,0) =;——é ) . 2.1)

-~

H,,, is the Hamiltonian expressed as

-h?
2 \VZ I 2.2)
miT

H towal =

where m represents the mass of the particle, 4 is Planck’s constant, and V is the potential
field in which the particle is moving. The time-dependent Schrodinger equation can be
simplified by writing the wave function as the product of a spatial and a time function.
This separation results in one equation dependent only on the position of the particle and
another equation dependent only on time. The time-independent Schrédinger equation
can be written as an eigenvalue equation,
H 0 ¥(F) = E¥(F). 2.3)
The wave function (now dependent only on spatial coordinates) is the eigenfunction and
the energy (E) is the eigenvalue. Solutions to the above eigenvalue equation correspond
to stationary states, where the lowest energy solution is the ground state.
Quantum chemistry involves the application of the time-independent Schrédinger
equation to atoms and molecules in order to obtain knowledge about their properties.

The total Hamiltonian can be expressed as

Hpyu=T.+V +T,+V, +V, (2.4)

total e

>
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where T and ¥V are the kinetic and potential energy operators, the subscripts 7 and e
represent the nuclear and electronic contributions to these operators, respectively, and ¥
becomes the N-electron wave function. Since an exact solution to the time-independent
Schrédinger equation cannot be obtained except for a few simple cases, approximate
solutions are sought through the application of various assumptions. The approximations
implemented in ab initio and DFT methods will now be discussed.

2.3 The Electronic Problem

The first approximation applied to the time-independent Schrédinger equation is
the Born-Oppenheimer approximation.®* This assumption suggests that since the nuclei
are more massive and, thus, move more slowly than the electrons, electronic and nuclear
motion can be separated. Hence, solving the Schrodinger equation is reduced to solving
the electronic eigenvalue equation where the electronic Hamiltonian replaces the total
Hamiltonian,
Hyp=T.+V, +V,,. (2.5)

The electronic energy can be obtained from the electronic Schrédinger equation,
H oo ¥ (F) = E o ¥ (7). (2.6)
The total energy is evaluated by adding the classical nuclear energy expression t0 E. /.
In order to solve the electronic Schrédinger equation, more information about ¥
is required. For a system of 2N noninteracting electrons, the simplest form of W is a
Hartree product of 2N spin orbitals (the product of the spin function  or £ with a spatial
one-electron wave function). Mathematically,
¥(1,2,...2N) = 2y, By 1a(3)..w y BQ2N) . @.7)
This simple description of the wave function is not adequate since experiment indicates
that electrons are fermions, which possess half-integral spin and antisymmetric wave
functions described by
¥Y(,2,...i, j,...2N) = -¥(1,2,..., j,i,...,2N) . (2.8)
Since the Hartree product wave function does not satisfy the antisymmetry principle, a

Slater determinant must be used to express a 2N-electron wave function as
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via(l) v,f(1) w,a(l) - y,BQ)

W =[(2N)!]-u2 v,a(2) v.B(2) v,a(2) --- v v P(2) (2.9)
v,@Q2N)y, B2N)y,a@2N)--y , B(2N)
or ¥(1,2,...2N) = |y,aDy, B(2)..w y B2N)| . (2.10)

A Slater determinant guarantees that the antisymmetry principle is satisfied since
interchanging two rows (electrons) changes the sign of the wave function. Also, if two
columns (orbitals) are identical the determinant vanishes, implying that the Pauli
principle in orbital theory is satisfied.

The next problem to be addressed is how to obtain the atomic or molecular
orbitals (y;) used to create the total wave function. Methods commonly used to obtain
wave functions will be discussed in subsequent sections. However, before discussing
these methods, it is imperative to introduce one of the main theorems of quantum

mechanics.

2.4 The Variational Principle
The variational principle states that for any trial wave function (®), the energy
obtained with @ will be greater than the true ground state energy,'*
Ey, 2E,. (2.11)
The equality in Equation 2.11 holds only when the trial function is the exact ground state
wave function (‘¥'), implying Eg is an upper bound to the true energy. The closer @ is to
‘¥, the lower the energy. Trial wave functions are written in terms of parameters that are
altered to achieve the lowest energy. In particular, a Slater determinant has flexibility
through the spin orbitals, indicating that the spin orbitals can be altered until the lowest
energy is achieved. The variational principle thereby provides a means to judge the

relative quality of wave functions.

2.5 The Hartree-Fock Approximation
The simplest ab initio method to obtain the wave function, or more specifically

the atomic or molecular orbitals, is the Hartree-Fock (HF) method.>® The HF equations
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are the basis of many higher order approximations. From the variational principle, the
best wave function, represented by a single Slater determinant, can be obtained by
finding the lowest energy through optimizing the spin orbitals. The Hartree-Fock

equations were generated by considering this fact and can be written as
Fy, =cy, i=1,2,.2N (2.12)
where F is the Fock operator defined by
F=H,,+YJ,-k)). (2.13)
j

w; are the HF orbitals and ¢ are the orbital energies. I?m represents the one-electron

Hamiltonian and corresponds to the motion of electron i in the field of the bare nuclei.

The second term in Equation 2.13 represents the average potential experienced by the ith
electron due to the presence of the other electrons where J ; and K ; are the Coulomb

and the exchange operators, respectively, defined by

=y (2)}«/,- ¥, 2.14)
12

fr,-(l)w,-a)=[ Iw;(z)rlwi(z)drz]w,(l> @.15)
12

Since the Fock operator is a function of the spin orbitals, the HF equations must
be solved iteratively until the y; no longer change appreciably. At this point, the orbitals
are said to be self-consistent with the field that they generate and the iterative technique
is known as the self-consistent field (SCF) method.

2.6 Restricted Closed-Shell Hartree-Fock
For systems larger than atoms or diatomic molecules, the Hartree-Fock equations

are too complicated to solve numerically. Roothaan and Hall extended the applicability
of the HF method to larger, closed-shell systems. The Roothaan-Hall method,?” or the
LCAO method, proposed that molecular orbitals (¢;) can be expanded as a linear

combination of atomic orbitals (@, ),
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M
vi=3c.o,. (2.16)

p=1
The variational principle leads to the Roothaan-Hall equations

M

2(F, -&8,,)c,; =0 u=12,. . .M (2.17)

v=I
where & is the one-electron orbital energy of the molecular orbital y; and Sy is an
element of the overlap matrix which describes the overlap between the orbitals. The
elements of the Fock matrix (F,,) are defined as follows

1
F,=H, +AZPAU[(#DIJ.O’)—E(MIUO’)} (2.18)
e
where H ,, is an element of the matrix representing the energy of a single electron in the

field of the bare nuclei, P, = Zf ¢, is an element of the density matrix and (uv | Ao)

is a two-electron repulsion integral defined by
. 1 .
(o] 40) = [fo; e, ) —0; (e, Ddrdr, . (2.19)
12

These equations must be solved by the SCF method since the Fock matrix depends on the
expansion coefficients (c,.).

The Roothaan-Hall equations provide solutions for closed-shell molecules whose
pairs of electrons occupy the same spatial molecular orbital. This method is called
restricted HF (RHF) and even for closed-shell molecules it cannot accurately reproduce
all molecular properties. For example, RHF dissociation of the hydrogen molecule does
not result in two hydrogen atoms since the wave function forces the two electrons to
occupy the same region in space. Since not all molecules or states of closed-shell
systems can be described by RHF methods, alternate techniques with greater flexibility

must be considered.

2.7 Open-Shell Hartree-Fock Methods
There are two main methods, both based on the RHF method, used for open-shell

molecules. Open-shell molecules include those possessing one or more unpaired
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electron(s). This does not mean that open-shell molecules are necessarily systems with
an odd number of electrons, but these systems can also include, for example, a triplet
state such as the ground state of oxygen. The first technique to be discussed is called
restricted open-shell HF (ROHF). In this method, the orbitals are separated into two
classes: those that are doubly occupied and those that are singly occupied. The doubly
occupied orbitals are treated under the RHF formalism and the open-shell orbitals are
treated separately through more complicated expressions.

The ROHF method is not sufficiently flexible since it does not account for
interactions between unpaired and paired electrons. For example, if the unpaired electron
has a spin then paired electrons with a spin will have additional repulsion interactions
with the unpaired electron that the paired electrons with £ spin will not have. These
interactions between the paired and unpaired electrons imply that a and p electrons will
occupy orbitals with different spatial components. The unrestricted-HF (UHF) method>*
accounts for these alterations by implementing two molecular orbital expansions,

@ _3ca d F o3t 2.20
v —ZC,.-% an v —Zcpi¢y' (2.20)

i=l i=l

Thus, two Fock matrices are required and double the number of equations relative to
those examined for the Roothaan-Hall method must be solved. These equations are
called the Pople-Nesbet equations and the convergence of these equations is slow relative
to the closed-shell problem. A pictorial description of the RHF, ROHF and UHF

formalisms is given in Figure 2.1 in order to illustrate the difference between these

¢+ -1
i
# 3 yd
# 3 3

RHF ROHF UHF
Figure 2.1: Depiction of the RHF, ROHF and UHF formalisms.

methods.
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For reasons outlined above, the UHF method yields a superior description of
open-shell systems over the ROHF method. In addition, the ROHF equations are more
complicated and the resulting variational energy is high due to the restrictions placed on
pairs of electrons. The major drawback of the UHF method over the ROHF method is
that solutions to the UHF equations may not be pure spin states, but are often
contaminated by higher states. For example, the wave function for a radical with one
unpaired electron should be a pure doublet. However, it is possible that the UHF wave
function contains higher states such that it could be expressed as

\P(zz;;blcl =ch{;Doublel +CQ|_PQuaner +cs\{1$am +... (2-21)

The problem of spin contamination can be resolved by either partial or full annihilation of
the major contaminating quartet spin state (AUHF)® or by complete projection (PUHF)®
which eliminates all contaminating spin states.

2.8 Beyond Hartree-Fock

The main deficiency of HF theory is that it assumes the probability of finding two
clectrons in the same region of space is equal to the product of the individual
probabilities. This clearly does not hold for electrons of parallel spin since it is
energetically favorable for these electrons to be far apart. Thus, in attempts to stay a
reasonable distance away from each other, the motion of the electrons in a molecule is
correlated. The energy associated with this property is called the correlation energy*”
and is defined as

E., =E,,.~-E,,. (2.22)

Although the correlation energy yields only a small contribution to the total energy, it is
very important for the calculation of molecular properties. Methods that account for
electron correlation are classified as post-HF (post-SCF) techniques. The post-HF
methods implemented in the present thesis will be discussed in the following sections.

2.8.1 Configuration Interaction

Hartree-Fock uses only a single determinant to describe the exact wave function,

which proves to be inadequate for the calculation of many electronic properties.
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Configuration interaction®’ (CI) is a post-HF method which expresses the total wave
function (\¥') as a linear combination of numerous Slater determinants (®;)

¥=3co, (2.23)

where c; represents the expansion coefficient for the ith determinant. The first
determinant (®,) is taken to be the HF determinant and additional determinants are
created by moving electrons from occupied orbitals in the HF determinant to virtual
(unoccupied) orbitals. This is equivalent to exciting electrons to higher energy orbitals.
Thus, the CI wave function could also be written as

¥ =c, D, +3ci®, + TcaD% + IO +... (2.24)
ar a<b a<b<c

where @, represents a single excitation generated by moving an electron from the

occupied orbital a to the virtual orbital . Similarly, ®7, and @7, represent double and
triple excitations, respectively.

Full CI includes all possible configurations or excitations and represents the most
complete non-relativistic treatment of a molecular system. However, full CI is very
expensive and time consuming for all but the smallest systems. To overcome this
problem, the CI expansion is usually truncated at some level by allowing only certain
excitations. For example, CIS includes only single excitations, CISD includes single and
double excitations, CISDT includes single, double and triple excitations, and so on. The
disadvantage of truncating the CI expansion arises since the resulting wave function is
not size consistent. This means the result obtained with a truncated CI wave function for
a system of molecules infinitely separated from each other is not equal to the sum of the
results calculated for each individual molecule. Size consistency is important for the
comparison of results obtained for different systems with the same level of theory.

2.8.2 Multi-Reference Configuration Interaction

Due to demands on computational resources, it is usually impossible to include all
quadruple excitations in a CI calculation (CISDTQ), although these excitations have been
determined to be important for some molecular properties. The method used to go

beyond the inclusion of triple excitations is multi-reference configuration interaction
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(MRCI).” In this method, all single and double excitations are included from a set of
reference configurations. Including more reference configurations than solely the HF
determinant guarantees that more of the CI space is covered. More specifically, MRCI is
advantageous over CISD since some triple and quadruple excitations are included
through single and double excitations with respect to the additional reference
configurations.

The problem with MRCI, besides its great demand for computer resources, is
developing a method to choose the most important reference configurations and the
important excitations with respect to these configurations. A typical MRCI calculation
involves the following steps:®
1. Transform the virtual orbital space to K-orbitals® to improve CI convergence.

2. Select a list of reference configurations, starting with the ROHF determinant.

3. Generate all single and double excitations from each configuration in the reference
space and extract the lowest energy eigenvector from the Hamiltonian matrix.

4. Order the CI wave function based on the magnitude of the expansion coefficients or
the energy contribution.

5. From the ordered list, choose some set of the most important configurations outside
the current reference space to augment the reference space for the next calculation.

6. Repeat the process until convergence has been reached.

The number of single and double excitations generated through this method is very large

and thus double excitations with energy contributions less than some threshold (Tg) are

discarded. All single excitations are included since they have been shown to be essential

for the calculation of some molecular properties, in particular spin densities. '°

Hence, the two main assumptions of this method are that many of the
configurations in full CI are not important and that it is possible to determine the
important configurations. These are very difficult criteria to investigate and thus the
implementation of the MRCI technique can be more intricate than other quantum
mechanical methods. In addition, MRCI techniques which choose configurations based
on the magnitude of their energy contributions are often criticized since a configuration
which contributes little to the energy may be a large contributor to the property of

interest.'!
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2.8.3 Coupled-Cluster Methods

The problem of size consistency discussed for truncated CI techniques can be
overcome by coupled-cluster methods.>’ These techniques extend upon the independent
electron pair approximation (IEPA). Within the IEPA, the correlation energy is estimated

as the sum of the correlation energy calculated for pairs of electrons,

EEPa ﬁ.:g“" : (2.25)

The correlation energy for each pair (£.) is obtained by assuming that other electrons in
the system can be ignored and only allowing the two electrons of interest to correlate.
This is accomplished by exciting the electron pair of interest to virtual orbitals and
allowing the HF determinant to interact with determinants formed through excitations of
only this pair.

The IEPA can be improved upon by accounting for the correlation between pairs
of electrons, in other words accounting for coupling of the pairs. This approach leads to
methods based on the coupled-cluster (CC) approximation. In addition to including the
correlation energy between pairs, this formalism approximates the coefficients of higher
order excitations by those of lower order excitations. For example, CCD includes the
correlation between pairs of electrons as does the CID method, but extends upon CID by
approximating quadruple excitations. The quadruple excitations are included in CCD by
approximating the coefficients of these excitations with the coefficients of the double

excitations

rstu

Coped =Cop *Coy (2.26)
It is important to note that Equation 2.26 is not a simple product, but a complex
expression that includes all possible products of the coefficients of the double excitations
leading to a particular quadruple excitation. Approximation of the quadruple excitations
through the CCD technique results in a size consistent method, but this method requires
more computer time than CID.
2.8.4 Quadratic Configuration Interaction
The size consistency downfall of truncated CI methods can also be overcome
simply by adding supplementary terms to these truncated equations. Examination of the
equations describing CID or CISD truncated CI methods indicates that these equations
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are not size consistent since they are not purely quadratic. Addition of quadratic terms
results in methods known as quadratic CI (QCI).'> Essentially, QCI methods expand
upon truncated CI methods by adding terms to make them size consistent and to
approximate higher order excitations, while at the same time neglecting some of the
terms included in CC techniques. Through this formalism, QCID and CCD are identical
techniques, which improve upon CID by approximating the effects of quadruple
excitations. Altenatively, QCISD adds terms to CISD to form a size consistent method.
The resulting QCISD method is missing terms included in CCSD and can be considered
to be an approximation or simplification of CCSD. Thus, QCISD methods are slightly
more computationally efficient than CCSD and therefore are a popular computational
technique.

2.8.5 Many-Body Perturbation Theory

All of the methods discussed thus far are based on the variational principle.
However, there exists another systematic method for the inclusion of correlation called
perturbation theory.?? In this approach, the total Hamiltonian for the system is divided
into two parts

H=H,+1v (2.27)

where f{o is a zero-order Hamiltonian which has known eigenfunctions and eigenvalues
and Vis a perturbation. The exact eigenfunctions and eigenvalues are then expanded as a
series in A
Epa = E® +AE® + 2E® + .- (2.28)
[Woorat) = |0 ) + 4 B0 )+ 2| D) + ... (2.29)

where E{"is the nth order energy. Equations 2.28 and 2.29 are subsequently substituted
back into the electronic Schrédinger equation, the products expanded and the coefficients
of equal powers of A are equated. These steps result in a series of equations representing
progressively higher orders of perturbation. If flo is chosen wisely, V is small and the

perturbation expansion will converge quickly, implying that only lower order corrections
to the energy must be considered. This type of perturbation theory is most commonly
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associated with the names Rayleigh and Schrodinger (RSPT) and is also often referred to
as many-body perturbation theory (MBPT).

The most common calculation based on perturbation theory implemented in
computational chemistry is Moller-Plesset perturbation theory (MP),’ which uses the HF
Hamiltonian as the zero-order Hamiltonian. Calculation of the total energy to the second
order is called MP2, to the third order MP3 and so on. It should be noted that the energy
obtained from the first-order equations is equivalent to the HF energy and thus the first-
order correction to HF occurs in the second-order expansion (MP2). Since MP
techniques are size consistent, they overcome the major disadvantage of variational
techniques, such as truncated CI methods. However, since they are not variational
techniques, these methods may overestimate the correlation energy.

The most familiar form of Msller-Plesset techniques used in the literature
includes only the second-order energy contribution (MP2). In general, including third-
order corrections leads to little enhancement in calculated results and often worse
agreement with experiment is obtained at an increased computational cost. Thus, MP4 is
usually implemented to improve upon the second-order correction. Similarly, MP5 leads
to little improvement over results obtained with MP4, which represents the oscillating
behavior of the MP series. MP2 has been used to obtain a variety of electronic properties
since it includes electron correlation at a reduced computational cost relative to other ab
initio techniques.

It should be noted that although MP techniques are the most common form of
perturbation theory used in the literature, more than one perturbation might be necessary
to describe a molecular system. For example, the molecular Hamiltonian may include the
HF determinant as the zero-order Hamiltonian, a perturbation to account for electron
correlation (similar to MP methods) and a second perturbation to describe the effects of

an external electric field.
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2.8.6 Density-Functional Theory

Another class of theoretical techniques that includes the effects of electron
correlation is based on density-functional theory (DFT).'*> These methods differ from
those discussed thus far since they are based on the electron density (p) defined as

) =S, (230

and avoid the direct calculation of the 2N-electron wave function.
Hohenberg and Kohn'* devised the two main theorems of DFT. The first theorem
states that the energy can be written as a functional of the density, where a functional is a
mathematical function whose variable is also a function. In particular, Hohenberg and
Kohn provided that the energy can be written as
E(p1=T1PI+V e P)+ Vel P1= Fix [ p1+ [p(r)v(r)dr 231)
where u(r) is the external potential, which is usually described by the nuclear potential.
Fux[p] is a universal functional since it does not depend on the external potential and
can be expressed as
Fuxlp)=T1pl+V,.[p]=T1p]+ JIp] + nonclassical (2.32)
where Jp] is the classical electron repulsion energy. The second Hohenberg-Kohn
theorem is equivalent to the HF variational theorem and states that the energy obtained
with any trial density ( 5) is an upper bound to the exact energy of the ground state,
Elp]2E,. (2.33)
Kohn and Sham'’ made the implementation of these equations practical by
introducing orbitals such that the major portion of the kinetic energy can be evaluated
exactly, leaving only a small contribution to be approximated. The universal functional
introduced by Kohn and Sham can be written as
Flpl=T,[pl+JIp)+E [p]. (2.34)
I.[p] is the kinetic energy functional of 2N noninteracting electrons and can be

evaluated exactly. E, [p] is the exchange-correlation energy functional, which contains

the difference between the exact kinetic energy and T,[p], as well as the non-classical
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contributions to V,[p]. The density can be evaluated by solving the following Kohn-

Sham equations
1 - .
I:—EVZ + veﬂ-(r)]y/,- =&Y; i=12,..,2N (2.35)

where the effective potential is defined as

PF) o, Erclo]
Vg (F) = u(r)+jl Id" o) (2.36)

Since v (7) depends on the density, the Kohn-Sham equations must be solved self-

consistently and the energy is subsequently evaluated via Equation 2.31.
If E _[p] is neglected in the above equations, a solution analogous to the HF

solution would be obtained. An exact expression for E..[p] would make the above

equations an exact method to determine molecular properties. However, such an
expression is not available at this time and DFT methods currently used by computational

chemists differ by the E, [p] expression employed. The simplest expression for the

exchange-correlation energy functional is provided by the local spin density
approximation (LSDA)"

EZ™(p%,p%1= [e5P o (7), p? (F)IA(F) . (2.37)

&2 represents the exchange-correlation energy per particle of a uniform electron gas of

Xc

density p and can be separated into its individual exchange and correlation components.
The most common LSDA functional implemented in the literature consists of the Slater
exchange'® functional (S) in combination with the correlation functional of Vosko, Wilk
and Nusair (VWN)."”

The LSDA is applicable to slowly varying densities but not to atoms or
molecules, which are highly inhomogeneous. The nonuniformity of the electron density
can be accounted for by including gradients of the density in the exchange and correlation
functionals,

EZ1p®, pP )= [d(F)e . [p° (F). p* (7),Vp% VPP ]. (2.38)



Theoretical Background 26

Functionals of this form are dependent on the generalized gradient approximation
(GGA)."” GGA functionals are referred to as gradient-corrected or nonlocal. The
development of E, [p] is broken into the development of an exchange and a correlation
functional. The most popular correlation functionals used in the literature include that of
Perdew (P86),'® Perdew and Wang (PW91)'? and Lee, Yang and Parr (LYP).? The most
commonly used exchange functionals are those derived by Perdew and Wang (PW86)*'
and Becke (B or 888).22

In order to improve the GGA functionals, Becke believed that part of the exact
exchange must be taken into account.? Through this realization, Becke developed a
hybrid functional, where hybrid implies that these functionals combine DFT and HF
methods. The hybrid functional developed by Becke can be expressed as a linear
combination of HF, LSDA and B exchange contributions, together with LSDA and non-
local correlation contributions (usually P86, PW91 or LYP). For example, the B3PW91
functional can be expressed as

E, =EDSP 4a,(Ec* - ESP)1 g AEP® + g AEP"™! (2.39)
where a,, a, and a, are coefficients whose values are determined by fitting £ _[p] to
experimental data (atomization energies, ionization potentials and proton affinities). All
hybrid functionals are denoted B3C, where B3 represents Becke’s three parameter
functional and C represents the correlation functional.

The major advantage of DFT over the other methods discussed to this point is that
it includes electron correlation (even at the lowest levels), but it is computationally
efficient (requires few computer resources). The disadvantages of DFT include the fact
that there is no systematic way to improve upon a calculation. For example, we can
improve upon CIS by including double excitations (CISD) and this can be further
improved by including approximate quadruple excitations through CCSD or QCISD.
Thus, a lower energy and more reliable properties are expected from CCSD or QCISD.
Alternatively, there is no systematic way to improve upon DFT methods. In addition, a
lower energy by one DFT method does not guarantee that the functional used leads to
more accurate molecular properties. Thus, all functional combinations must be tested to
determine the best DFT method for a particular property. Due to the advantages of DFT



Theoretical Baclcgfround 27

and the fact that it would be an exact method if an exact expression for the exchange-
correlation functional was known, many books**** and review articles?*?” have appeared

which discuss various aspects of DFT.

2.9 Basis Functions

During the discussion of the Roothaan-Hall equations, it was mentioned that
molecular orbitals are best described through a linear combination of atomic orbitals
(LCAOQ). Thus, the problem of describing molecular orbitals () reduces to finding an
accurate description of atomic orbitals (¢;). Similarly, atomic orbitals can be expressed

as a linear combination of a set of mathematical functions known as basis functions (9),
¢AO = Zci¢‘.’F . (240)

Basis sets, a finite group of basis functions, should contain enough functions to provide
an accurate description of the atomic orbitals, while at the same time the number of
functions should be small enough to maintain the feasibility of molecular calculations. It
should be mentioned that expressing the atomic orbitals in terms of a basis set implies
that a larger number of two-electron repulsion integrals, used to solve the Roothaan-Hall
equations, must be evaluated since these are calculated with basis functions rather than

atomic orbitals,
(wolio) = [[4, M), (l);l—m ()8, (2)drdr, . Q.41)
12

Ideally, basis functions should closely resemble atomic orbitals and thus functions

of the following form are favorable,
¢ oc e MR (2.42)
These basis functions, known as Slater-type orbitals (STOs),*? duplicate the properties
of atomic orbitals with great accuracy. However, evaluation of the two-electron
repulsion integrals using STOs is complicated. Thus, Gaussian functions or Gaussian-

type orbitals (GTOs) are more commonly implemented,>2®

P o g7 Rl (2.43)
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The advantage of using GTOs is that a product of Gaussians on two different centers is a
Gaussian on a third center, implying that integral evaluation is greatly simplified. The
disadvantage of GTOs is that they do not accurately describe atomic orbitals at = 0 and
at large r they decay too rapidly.

In order to maintain the accuracy of STOs and the computational advantage of
GTOs, STOs are commonly represented as a linear combination of GTOs. Pople and

coworkers were the first to use this approximation through the following equation®~*

cero ZL:d,-”cb,m(am,F-RA) (2.44)
=1

a T
H
where L is the number of Gaussians in the contraction and the di,’s are the contraction

coefficients. The atomic orbitals can now be expressed as

@, =X c b ° (2.45)
M

where each ¢CGTO is a contracted GTO with fixed d;/'s and the c¢;,'s are optimized during
the calculations. In Pople's basis sets, the GTOs, also known as primitives, are fitted
through the optimization of the d;,'s to best imitate the behavior of Slater orbitals. For
example, the STO-3G basis set uses three GTOs (L = 3) in a fixed contraction scheme to
mimic one STO. Other Gaussian basis sets differ from these by the number of GTOs
used and the way they are linearly combined (contracted). In the search of greater
accuracy, basis sets are often decontracted. Decontracting a basis set implies that each
¢°™ in Equation 2.44 is used directly in Equation 2.45 and individual coefficients are
optimized for each function.

The STO-3G basis set discussed above is an example of the smallest basis set
used in molecular calculations, a minimal basis set. Minimal basis sets use the least
number of functions possible to describe the occupied atomic orbitals. For example, a
minimal basis set on oxygen would consist of only 5 contracted GTOs (ls, 2s, 2p., 2p,,
2p:). Due to the small number of contracted GTOs and thus the small number of
coefficients (c;,) that can be optimized during a calculation, the variational flexibility of
minimal basis sets must be improved upon. This can be accomplished by using a double-

zeta split-valence basis set, which divides the description of orbitals into core and valence
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orbitals and uses twice the number of functions as a minimal basis set to describe the
valence orbitals. An example of this type of basis set commonly used is 6-31G. For
atoms Li to F, this basis set uses 6 contracted GTOs to form one basis function to
describe the core orbitals (1s), 3 contracted GTOs to form the first set of basis functions
to describe the valence orbitals (2s, 2p,, 2p,, 2p:) and a single GTO to form each
additional basis function to describe the valence orbitals. Thus, a double-zeta split-
valence basis set of this form for oxygen would consist of 9 functions and 9 variational
parameters, which is an improvement over the 5 used in a minimal basis set. Through
using two sets of functions to define the valence region, a double-zeta split-valence basis
set allows the orbitals to change shape depending on the molecular environment.

Additional flexibility in a basis set can be gained by further dividing the valence
region into three (for example, the 6-311G basis set) or more partitions, but this leads to
an unbalanced basis set since only the s and p space is described. The effects of an
unbalanced basis set can be drastic. For example, an unbalanced basis set can predict
ammonia to be planar. Additional Gaussians can be added to a basis set to extend its
accuracy beyond that of a double-zeta split-valence basis set (6-31G). Polarization
functions, or functions with a high angular momentum, can be added to account for
distortion of the atomic orbitals in the molecular environment. For example, 4 or higher
functions can be added to second row atoms (for example, 6-31G*, 6-31G(2df), etc.).
Similarly, p or higher functions can be added to hydrogen basis sets (for example, 6-
31G**, 6-31G(2df,pd), etc.). Altemnatively, diffuse functions, or functions with small
exponents, can be added to heavy atoms (6-31+G) or hydrogen (6-31++G). These
functions account for large electron clouds by allowing the orbitals to occupy larger
regions in space. This is particularly useful to describe systems where electrons are
loosely bound, such as anions.

The above discussion shows that choosing an appropriate basis set can be
challenging. Many research papers have examined the effects of different basis sets on a
variety of molecular properties. In order to obtain results that can be compared to
accurate experimental data, both the basis set and the theoretical method must be

carefully considered. A large portion of the work to be presented within involves a
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systematic study of methods and basis sets to determine which combination can provide

an accurate prediction of oxygen hyperfine coupling constants.

2.10 Determination of Electronic Properties

The primary goal of quantum chemistry is to use the aforementioned techniques
to obtain information about electronic properties such as dipole moments, bond energies
and hyperfine couplings to name but a few. In order to calculate these properties, an
accurate description of the molecular geometry must first be acquired. Geometry
optimizations involve searching the potential energy surface (PES) that describes the
energy of a system as a function of its geometrical parameters.* Stationary points on this
surface are identified by the first derivatives of the energy with respect to nuclear
coordinates (the energy gradients) which must all equal zero. These stationary points are
in turn characterized through the second derivatives of the energy (the force constants)
which are proportional to the square of the vibrational frequencies. A minimum is
defined as a point on the PES from which motion in any direction along the surface will
lead to higher energy. Thus, at a minimum the surface possesses all positive force
constants and consequently all positive frequencies. A transition state occurs at a point
with maximum energy on the PES along the path connecting two minima and minimum
energy for motion in any other direction on the surface. A transition structure can be
identified through one negative force constant or, equivalently, one imaginary frequency.
Higher order saddle points are also characterized through the number of imaginary
frequencies they possess, however, these species are generally not of chemical interest.

Geometries calculated at low levels of theory are often comparable to those
obtained with larger basis sets or more involved computational methods (high level of
theory). Thus, geometries are commonly optimized ("best" arrangement of atoms
determined) and characterized through a frequency analysis at low theoretical levels.
Subsequently, these geometries are held fixed and electronic properties are calculated at a
higher level of theory than that used to obtain the geometry. These calculations are called
single-point calculations since a single geometry is used rather than optimizing all of the
geometrical parameters. Through this technique accurate properties can be obtained at a
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reduced computational cost since searching the PES for an optimum geometry is a time

consuming process.

2.11 Hyperfine Coupling Constants

Radicals provide one of the best examples of a practical application of the
methods discussed in the present chapter since experimental identification of radicals is
sometimes difficult. Theoretical difficulties lie in choosing the most appropriate method
and basis set. This section will describe important features of experimental techniques
used to identify radicals and theoretical methods suitable for the calculation of the
property elucidated from experiment. The discussion of experimental methods will
include some more detailed techniques used to identify species when interpretation of
experimental spectra is complicated. The discussion of theoretical considerations will
include the computational requirements for accurate prediction of radical properties in
terms of both the theoretical method and the basis set. Additional concems when
comparing experimental and theoretical results will also be considered.

2.11.1 Experimental Prediction

The key experimental techniques implemented to identify radicals make use of
the fact that radicals contain one or more unpaired electron(s) and therefore have a net
spin angular momentum associated with them. The most common experimental method
is referred to as electron spin resonance (ESR) or electron paramagnetic resonance (EPR)
spectroscopy.2®-?

To illustrate the concept of an ESR experiment the proton spectra of a methyl
radical with three equivalent hydrogens will be discussed (Figure 2.2). An electron can
possess one of two possible spin states corresponding to a (up or '/;) or 8 (down or -15)
spin. In the absence of a magnetic field these states are degenerate. However, upon
application of a magnetic field many interactions arise and the degeneracy is removed.
The first interaction to consider is the interaction between the unpaired electron and the
magnetic field (electronic Zeeman interaction). This interaction splits the degenerate
energy level of the electron into two levels. Next, any magnetic nuclei in the radical can
also interact with the magnetic field (nuclear Zeeman interaction). In the proton spectra
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Figure 2.2: The interactions and allowed transitions which occur in the proton spectrum of the methyl radical,
assuming all protons are equivalent (I). A model proton ESR spectrum depicting relative peak intensities and
hyperfine coupling constant of approximately 23 G (II).

of the methyl radical, each hydrogen can possess spin '/, or spin -'/> and thus four
possible states arise corresponding to all negative, one positive, two positive and three
positive spins. Thus, this interaction splits each electronic level into four levels. The
fina! modification of the electronic energy levels occurs due to the interaction between
the unpaired electron and the magnetic nuclei (hyperfine interaction). This interaction
slightly modifies each of the eight energy levels. Thus, four allowed transitions (those
that change the orientation of the electron spin) exist for the methyl radical. The resulting
ESR spectrum contains four peaks with relative intensities of 1:3:3:1, which correspond
to the ratio of the degeneracy of each level. The hyperfine coupling constant (HFCC) can
be obtained from the ESR spectra. The proton HFCC in the methyl radical is
approximately 23 G. If it was instead assumed that all protons were inequivalent, then
the degeneracy of the electronic levels would be lifted and the spectra would contain
eight peaks of equal intensity.

In addition to protons, any nuclei possessing a net spin angular momentum will
give rise to a hyperfine interaction. These nuclei include those with an odd mass number
or those with an even mass number and odd nuclear charge. Examples of magnetic
nuclei include >C, "N, '°F and 0. Each magnetic nucleus will split the electronic

Zeeman levels into various sublevels depending on its spin. For example, ' 'O possesses a
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spin of */, and therefore will split each electronic energy level into six levels (-*/3, -/,
A2, s, 3, 31).

A typical ESR experiment uses two magnetic fields: one static field and one
oscillating field, which is applied perpendicular to the first. The static field splits the
electronic energy levels and the oscillating field induces transitions between the levels.
The radical will absorb energy from the oscillating magnetic field once the frequency (v)
satisfies the following resonance condition

hv=g,p.B (2.46)
where h is Planck’s constant, g, is the electronic g-value (2.00232), S. is the electronic
Bohr magneton and B is the strength of the applied magnetic field. Typically, the
frequency is fixed and the field strength is scanned until resonance occurs.

In addition to ESR, hyperfine coupling constants can also be obtained from a
rotational spectrum.’’ HFCCs arise in rotational spectra since the rotational angular
momentum of an electron can generate a magnetic moment similar to the spin angular
momentum giving rise to the magnetic moment considered in ESR. The magnetic
moment can subsequently interact with magnetic nuclei and coupling models are applied
to the experimental data to obtain HFCCs. Most of the experimental data to be discussed
in this thesis have been obtained through ESR or related methods. Units of gauss (G),
which are related to megahertz (MHz) through the conversion factor 2.8025, will be used
throughout for the HFCCs.

2.11.2 More Detailed Experimental Techniques

Since radicals are short-lived, extreme experimental conditions are often required
to observe these species. For example, radicals are frequently isolated at low
temperatures and in an external matrix.’> Matrices commonly employed include rare
gases (Ar, Ne), zeolites, SFs and chlorofluorocarbons (CFCs). The compound used to
generate the radical of interest is mixed in low concentrations with a matrix substance.
This mixture is subsequently cooled and the sample irradiated (usually y- or X-rays).
Upon irradiation, matrix molecules are the primary radiation targets since they are more
abundant and the radical site is subsequently transferred to form the desired radical. For
example, if a radical cation is desired, a matrix with a higher ionization potential than the
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Figure 2.3: Depiction of the ENDOR experiment, where the interactions
between one proton and one electron have been considered.

molecule under study is used, which allows the radical site to propagate until the radical
cation of interest is generated.

The ESR spectra of solid samples can be quite complicated and hence more
claborate techniques must be used to identify radicals. Electron-nuclear double
resonance (ENDOR) is a commonly employed method.”®** To illustrate this technique
the interactions between one proton (spin '/,) and an electron will be considered. From
the discussion of ESR, the interactions between the electron and the proton will result in
four modified energy levels (Figure 2.3). During the ENDOR experiment, the population
of the f.ay and a.an levels is made equivalent by applying a strong field that induces
transitions between these two levels. Therefore, the electron resonance signal becomes
weak and very broad (saturated hyperfine line). Subsequently, a magnetic field of an
appropriate frequency is applied to induce transitions between the a8y and a.ay levels
corresponding to a change in the orientation of the nuclear spin. At this instant the
populations of the a.a and a.By levels interchange. Hence, the populations of the B.ax
and a.ay levels are no longer equivalent and a peak in the ENDOR spectrum will appear
until saturation is once again achieved at which point the peak falls back to its low value.
Similarly, as the frequency is further increased, transitions between the Pean and B.fy
levels will occur resulting in an additional ENDOR peak separated from the first by a
value proportional to the hyperfine coupling constant.

The ENDOR technique has the advantage over traditional ESR that very small
hyperfine couplings can be measured in conditions where many spectral lines overlap.
Through ENDOR it is possible to observe each radical species independently and the
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spectral lines are sharper, closely resembling nuclear resonance lines. In addition, direct
information about the nucleus leading to each coupling can be obtained. Thus, this
method is favorable if many lines appear in the ESR spectrum, more accurate HFCCs are
required or the identity of a magnetic nucleus is desired. Since the radicals generated in
biological systems often possess similar characteristics, the resulting ESR spectra are
very complicated and the ENDOR technique can be useful to characterize radical sites.
For example, this technique can be used to determine the protonation state of a radical.
Another useful technique is called electron spin-echo envelope modulation
(ESEEM). During an ESEEM experiment, a magnetic field (B;) is applied
perpendicular to the static field (B,) for a short time period and the net magnetization (M)
of the system is redirected onto the plane perpendicular to the direction of the original
orientation (Figure 2.4, I and IT). After the field B; has been turned off for some time

B, B, B, B,

Figure 2.4: Description of the ESEEM technique. A field (B.) is applied perpendicular to the static field (I).
a result of B, the magnetization is orientated in a plane perpendicular to the original orientation (II). After
some time At, the magnetization is dephased (III). The field B, is reapplied to reverse the orientation of the
magnetization (IV). A signal (echo) grows and decays due to the realignment of the spins followed by
dephasing.

interval (At), the spins resulting in the net magnetization dephase or spread out in the
plane (Figure 2.4, III). The field B, is applied again for a short time, which has the effect
of reversing the orientation of the spins (Figure 2.4, IV). This causes the dephasing to
reverse and a net magnetization grows and then dephases again after a time interval At.
The growth and decay of the net magnetization resuits in ESR signal growth and decay
(an echo). The amplitude of the echo versus time interval between the applied fields (At)

can be plotted as a decay curve. In some systems, complex features are observed on this

As
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decay curve (the envelope), which represent fluctuations (modulations) in the curve.
Mathematical manipulation (Fourier transformation) converts this time domain curve to a
frequency domain curve. Examination of the frequency domain curve reveals that the
fluctuations are a direct result of hyperfine interactions. Through ESEEM experiments,
data for nuclei weakly coupled to that possessing spin density can be obtained, thus
providing another very powerful experimental tool. ESEEM results are usually more
accurate than those obtained from ESR.

2.11.3 Theoretical Description

From experimental ESR spectra, information about the radical such as the
multiplicity or the number of equivalent atoms can be obtained. However, a lot of
properties are left undetermined such as the geometry, atomic composition, charge
distribution, effects of hydrogen bonding, protonation state and reaction mechanisms.
Since there exist many experimental unknowns, theory may be able to play an important
role. In particular, the hyperfine coupling constant can be determined from theoretical
calculations. Through comparison of experimental and theoretical HFCCs more
information about the nature of the species detected experimentally can be obtained.

The hyperfine coupling constant is a tensor composed of two main contributions.
The first contribution is called the isotropic hyperfine coupling constant (4:,).2> This
component can be obtained from theoretical calculations through the following equation

Ao =5 888 BN(5.)" P72 O) 247)
where g and /3 are the g-factor and Bohr magneton, the subscripts e and N represent the
electronic and nuclear constants, (S, ) is the expectation value of the S, operator (% for
free radicals) and p*~# (0) is the unpaired spin density at the nucleus. The unpaired spin
density is defined by convention to be the difference between the @ and S spin densities

normalized to unity. Thus, if N, and Np are the number of a@ and S electrons,

respectively, then the spin density can be defined as

a-p,_ PE(N)=pP(r)
PP = NN, (2.48)
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Thus, the isotropic HFCC yields a description of the unpaired spin distribution in the
molecule. Since this contribution depends only on the electron density at the nucleus, it
is often referred to as the Fermi contact term. This component has no classical
counterpart and information about the sign of the isotropic coupling constant is
sometimes difficult to obtain experimentally.

The second contribution to the HFCC measures the anisotropy of the spin
distribution in a molecule and the ifth component of this tensor for nuclei N can be

calculated from
1 - — ——5, -
T = EgeﬂegNﬂN (s.)” E L <¢n I"lws (v Oy = 3Fen P, )l%) (2.49)

where PZ# is an element of the spin density matrix and the other variables have been
u sp

defined previously. This contribution, referred to as the anisotropic HFCC, arises due to
the interaction between two dipoles.?’ Experimentally, the anisotropic couplings will
average to zero in a spherically symmetric environment or in a situation where molecules
can tumble freely, for example in solution.

Experimentally, three basic numerical parameters (4xx, Ayr, A7), the principal
components of the HFCC matrix, are obtained. These can be obtained in a special set of
coordinate axes (the principal-axis system). The principal components arise simply as
the sum of the isotropic and the anisotropic coupling tensors,

A, 0 0 A, O 0 T« 0 O
OA,,,O:OAB,,O-#OT”O. (2.50)

0 0 A4, 0 0 4, 0 0 T,
Sometimes, it is also useful to define the components of the HFCCs perpendicular (A;)
and parallel (Ay) to a particular bond, which is often assumed to be in the direction of the

z-axis. The relation of these parameters to those previously defined is

AL =Aiso + Vo(Tix + Tyy), (2.51)
A=A+ T. (2.52)

Theoretically, the equation describing the isotropic component is easy to evaluate,
but 4,5, is difficult to calculate accurately since it depends on the spin density at only one
point in space and thus an accurate description of this point is required. The anisotropic
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HFCCs are more time consuming to evaluate, but can be obtained to a greater degree of

accuracy since the integrals are calculated over all space rather than at only one point.

Even at the lowest levels of theory, the anisotropic components can be calculated with a

great degree of accuracy. Thus, interest lies in the accurate calculation of the isotropic

HFCC. The main contributions to the spin density upon which the isotropic coupling is

based include:**

1. azero-order (direct) effect arising from the orbital occupied by the unpaired electron;

2. afirst-order (indirect or spin polarization) effect arising from interactions between the
unpaired electron and the paired electron(s), which leads to a propagation of the spin
throughout the molecule;

3. second or higher-order effects arising due to electron correlation.

Considering that the isotropic HFCC depends on the unpaired spin density at the
nucleus and interactions between electrons, a very good description of the core and inner-
valence regions will be required to calculate this property accurately. This would
indicate that basis sets must describe the core region precisely. In addition, since
correlation effects become important near the nucleus, it would be expected that the
isotropic HFCCs require electron correlation in order to be predicted with any accuracy.
Thus, it appears that both the computational method and the basis set should be chosen
carefully for the calculation of this property. These computational requirements have
been the topic of several review articles®*~%>7 and will be discussed in more detail in the
following sections.

2.11.4 Survey of Computational Methods

The simplest ab initio techniques that can be used to examine open-shell
molecules are the ROHF and UHF methods. ROHF is not a suitable method since it
incorrectly predicts the isotropic HFCC in #~radicals to be zero. This can be understood
through consideration of the effects leading to A, In particular, the unpaired electron is
located in a p orbital that has a node at the nucleus and therefore no direct effects will
contribute to the HFCC. Indirect effects will also lead to a zero contribution since under
the ROHF formalism the paired electrons are forced to occupy the same spatial orbital
and hence the contributions from these electrons will cancel. In addition, second or
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higher-order effects arising from electron correlation make no contribution since the main
portion of electron correlation is not accounted for in ROHF. Thus, 4, is predicted to
have a value of zero although experimentally many #-radicals possess large isotropic
couplings.

The failure of the ROHF method can be overcome through the UHF formalism.
In this technique, a different spatial arrangement is allowed for spin pairs. Thus,
interactions between the unpaired electron and the paired electrons can lead to spin
polarization and a net unpaired spin density. However, the downfall of the UHF method
is that large spin contamination occurs for many systems. This leads to an overestimation
of the isotropic HFCC. The AUHF and PUHF methods can be used in order to eliminate
a large portion of the spin contamination and hence lead to improved HFCCs. However,
these methods have been shown to be unreliable and there is no theoretical explanation
for why these methods perform better than UHF.*’ In particular, PUHF does not always
reproduce the correct experimental trends in the magnitude of the couplings.’* In order to
ensure that results obtained from theoretical calculations are trustworthy, higher levels of
theory must be used. Specifically, as mentioned earlier, electron correlation is expected
to be important when examining isotropic HFCCs.

The simplest method to include electron correlation is through low orders of
Moller-Plesset perturbation theory. MP2 up to estimated MPS techniques have been
investigated as possible methods for the calculation of accurate HFCCs. Calculations
estimating an infinite order of perturbation have proven adequate for the determination of
atomic HFCCs as well as those for the B; molecule.®® However, calculations that use
lower orders of perturbation are unreliable and do not converge fast enough to make these
methods feasible for the calculation of HFCCs.? Since MP methods are based on the
UHF wave function, spin contamination can occur. Spin-projection of the quartet and
sextet contaminants reduces the variation in the MP results, but satisfactory results are
difficult to obtain at low orders of perturbation.

Another method to account for electron correlation discussed in the present
chapter is through the addition of important configurations to the wave function. As
previously discussed, full CI is much too expensive and truncated CI methods must be
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used, such as CIS or CISD. In addition, higher-order excitations can be accounted for
through coupled-cluster or quadratic CI methods. Studies on these techniques®® have
determined that the inclusion of single excitations is very important and methods that
account for only double excitations (CID, CCD, QCID) prove to be inadequate to
calculate the HFCCs accurately. It has also been noted that methods which account for
only single excitations, such as CIS, yield couplings in very good agreement with
experiment. Unfortunately, this good agreement is due to fortuitous cancellation of errors
and these methods should not be relied upon if accurate data is desired. In general, it has
been concluded that QCISD out performs both CISD and CCSD and results within 10 to
20% of the experimental values can be obtained. Nitrogen HFCCs in the NO molecule
have been calculated with the techniques discussed above® and the results are compared
to experiment in Table 2.1. These results illustrate the quality of HFCCs that can be
expected from each method.

Table 2.1: Values of the nitrogen isotropic
HFCCs (G) calculated for the NO molecule with
a modified form of a triple-zeta basis set.

Method A ("N)

UHF 21.0
PUHF 42.8
MP2 -194
PMP2 22
MP3 6.0
PMP3 12.2
MP4 -11.6
PMP4 6.8
QCID -6.9
QCISD 9.1
QCISID(T) 8.0
CCD -6.8
CCSD 8.6
CCSI(T) 6.7
Experimental 8.0

Triple excitations are also known to be important for the calculation of accurate
isotropic HFCCs. Directly including triple excitations in CI, CC and QCI techniques is
very expensive. Alternate techniques have appeared in the literature that approximate the
effects of triples through the use of perturbation theory (QCISD(T) and CCSD(T)) and
good results for the HFCCs can be obtained.’” The relative accuracy of these methods to
those discussed above is illustrated in Table 2.1. Multi-reference configuration
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interaction has also been implemented to calculate HFCCs. This method was first
applied to atoms® and subsequently to small molecules.**® MRCI is attractive since
excitations most important to the calculation of HFCCs can be included with additional
reference configurations. For example, triple excitations are directly included through
double excitations with respect to some of the additional reference configurations. Thus,
this method is expected to yield more reliable results for HFCCs than QCISD(T) or
CCSD(T) which only approximate the inclusion of the triple excitations. However, due
to difficulties in determining which configurations to include in a calculation (reference
space and configuration selection thresholds), the convergence of MRCI results to the
experimental values is sometimes slow.

An improvement over traditional MRCI methods can be obtained through
methods that correct for excitations not included in the MRCI calculation. One such
technique is the MRCI-By method.*' Configurations can affect the wave function directly
(through their inclusion into the wave function) or indirectly (through interactions
between the additional configurations and configurations already present in the wave
function). The MRCI-B method uses the fact that indirect effects of triple and quadruple
excitations are more important than direct effects. Thus, including the indirect effect of
these excitations through second-order perturbation theory should lead to an improved
wave function without explicitly including all configurations in the wave function. In the
MRCI-Bx method, corrections are made to the MRCI wave function by accounting for
important configurations or those with coefficients greater than some threshold value
(Bx). The improvement upon the MRCI results obtained with this method for the CH
radical’® is displayed in Table 2.2. Both MRCI and MRCI-B, methods are time
consuming and have only been applied to small radicals.*®

Table 2.2: Comparison of HFCCs (G) obtained with the
MRCI and MRCI-B,; methods for the CH radical.

Method A (00 A (H)

QCISD 43.7 -58.5
QCISIXT) 42.1 -57.2
MRCI 37.2 -56.3
MRCI-B, 45.8 -58.5

Experimental 46.8 -57.7




Theoretical Background 42

The use of density-functional theory to calculate electronic properties, including
HFCCs, has increased since the early 1990's. Despite the fact that the lowest level of
DFT (LSDA) accounts for electron correlation, unacceptable isotropic couplings are
obtained since the density is not localized. GGA functionals lead to improved HFCCs.
This arises mainly because these functionals move density from the outer-core and
valence regions to the core, the region upon which isotropic HFCCs are most
dependent.’’ Since all GGAs were developed independently and thus provide a different
description of the density, isotropic HFCCs are very dependent on the functional form.
Although DFT methods are based on an unrestricted formalism, spin-contamination is
less a concern than it is with UHF based techniques. Due to the design of better DFT
functionals and the advantage of small computer requirements, DFT has been applied to
numerous systems in the literature. The relative accuracy of functional combinations for
two small molecules is displayed in Table 2.3.*> The B3LYP and PWP86 functional
combinations have been shown to calculate HFCCs most accurately,”’ especially for
carbon and hydrogen couplings. On a series of hydrocarbons, the PWP86 functional
underestimates hydrogen couplings by approximately 5-15%, while the B3LYP
functional slightly overestimates some hydrogen couplings.** Since results for biological
systems are primarily obtained from proton spectra, these functionals are increasingly
used to study biological radicals.* Two main deficiencies of DFT are o -radicals and
transition metal complexes or clusters. Poor HFCCs arise in these systems due to poorly
described geometries and inadequate basis sets.>’

Table 2.3: Comparison of isotropic HFCCs (G) obtained for CN and HCN" molecules
with a variety of density functionals.
Molecule Atom SVWN BLYP B3LYP BP86 B3P86 Exp.

CN C ~177.1  181.2 1969 1745 2014 2100
N -19 20 -6.0 4.1 -7.9 45
HCN™ Bc 96.7 105.0 1023 993 979 754
“N 24 4.6 6.0 3.1 4.6 7.1
'H 1099 1273 1310 117.8 124.6 1372

In summary, the above discussion provides a clear picture of the difficulty in
obtaining a wave function accurate enough for reliable calculations of the isotropic
HFCCs. The strict demands placed on computational techniques by this property also

extend to the basis set requirements.
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2.11.5 Basis Set Requirements

The basis sets required to obtain accurate HFCCs are more complicated than those
necessary to calculate many electronic properties (for example, geometries or reaction
mechanisms). Basis sets no smaller than triple-zeta quality can be used to obtain accurate
couplings.’’ For isotropic HFCCs, the region around the nucleus must be described very
accurately.  Unfortunately, Gaussian functions fail to properly describe this area
indicating that many functions should be linearly combined to describe the core region.
Specifically, s-functions with very large exponents are often added to basis sets or s-
functions in the outer-core region are decontracted to describe the area close to the
nucleus more accurately. Since a delicate portrayal of the core is required, STOs can be
considered to be the "best” basis functions for the calculation of isotropic HFCCs.
However, due to computational costs these basis sets have mostly been used in
conjunction with semi-empirical techniques.”” Density-functional methods have also
implemented STOs to study small molecules.’

In addition to describing the core region, a basis set for the calculation of HFCCs
must be well balanced. This means that the valence space must also be well represented.
Polarization functions are also essential for reliable HFCCs. Diffuse functions can lead
to improved results in some cases although these functions drastically increase the
computational cost. These demands indicate that appropriate basis sets for the
calculation of HFCCs include many functions.

2.11.6 Additional Computational Considerations

One of the main assumptions of electronic structure calculations is that results
calculated in the gas phase at zero Kelvin can be compared to experimental results
obtained at a variety of temperatures in solution or in crystals. This assumption is
generally supported by the good agreement observed between theory and experiment.
However, even in experiments performed at low temperatures with radicals isolated in a
matrix, vibrational motion and crystal effects can influence the hyperfine coupling
constants.

Vibrational effects have been included in electronic structure calculations through
a variety of methods. MRCI has been used to obtain a vibronically corrected wave
function and HFCCs.”” Accurate HFCCs can be obtained from this method, but the
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process involves searching the entire potential energy surface of a molecule and is
therefore very time consuming. A more common approach is to use a Boltzmann
population analysis to approximate the relative population of vibrational levels.’” The
HFCCs obtained at the optimized geometry are subsequently adjusted using the values
calculated at each vibrational level, where the magnitude of the adjustment depends on
the relative population of each level. This method has implemented less demanding
methods such as DFT or CIS.

The effects of the local environment have also been accounted for in some
calculations. One technique is to use a "supermolecule” approach where, for example,
the first shell of rare gas atoms is directly included in every aspect of the calculation
(geometry optimization and single-point calculation).’’ Alternatively, the effects of a
solvent can be examined with various solvation models. The Onsager model, which
estimates interactions with the solvent by describing the molecule of interest as a sphere
with a set dipole moment and the solvent through a dielectric constant, has been used on

3 More complicated solvation models have also been used to estimate the

occasion.
effects of a solvent on HFCCs.

A combined quantum mechanics and molecular dynamics (QM/MD) technique
has also been used to investigate both vibrational and matrix effects.®> This technique
uses molecular mechanics to describe the matrix environment and quantum mechanics to
describe the molecule of interest. Essentially, a molecular dynamics simulation is
performed where a quantum mechanical calculation is carried out at each time step and
the temperature is held fixed. Through QM/MD the motion of the molecule and the
resulting changes in the HFCCs can be monitored as a function of time. Some studies
have implemented MP2 as the QM method, but if HFCCs are desired then DFT is a more
promising method since MP techniques are known to be unreliable for this property.
This combined technique is favorable over the aforementioned methods since both
vibrational and matrix effects are taken into account in the same calculation. The
disadvantage is this method is computationally expensive since many time steps are
required for averaged results and each time step involves a QM calculation. The
temperature and matrix effects on the HFCCs obtained from QM/MD calculations on the
ethane radical cation*® are displayed in Table 2.4. The results show that for the ethane
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Table 2.4: HFCCs (G) calculated for the ethane radical cation with
the QM/MD method implementing the B3LYP functional as the QM
method and the 6-311G(d,p) basis set.

_Method Ao H) Method A,,,(‘H)___
B3LYPOK 1254 B3LYP60K 52.7
B3LYP4K 149.5 B3LYP 100K 53.8
Experimental 4 K 152.5 Experimental 70 K 50.3

radical cation, vibrational effects are important even at 4 K where improved results are
obtained from simulations performed at this temperature relative to the static, gas phase
results at 0 K. In addition, experimental temperature effects on the HFCCs are well
reproduced.

2.12 Conclusions

The present chapter outlined many of the approaches (ab initio and density-
functional) commonly used in theoretical calculations. In addition, experimental and
theoretical methods applied to radicals were considered. From these discussions, it is
apparent that many theoretical methods and basis sets are available to examine molecular
systems. However, not all methods are suitable to investigate radicals. An understanding
of the method and basis set requirements to calculate accurate hydrogen, carbon and
nitrogen couplings is available from the literature. The direct extension of these results to
the calculation of oxygen HFCCs is not apparent. Thus, the present thesis can be divided
into two parts. First, a comprehensive survey of many of the methods discussed in this
chapter will be presented in order to determine which methods and basis sets yield
accurate oxygen hyperfine coupling constants (Chapter Three). Secondly, methods
known to yield accurate hydrogen couplings will be used to investigate radicals generated
upon irradiation of DNA components (Chapters Four through Six). Consideration of
available computational resources, the desired level of accuracy and appropriate methods
outlined in the present chapter, indicate that density-functional theory is the most suitable
method to examine DNA radicals.
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CHAPTER THREE
Hyperfine Structures of Peroxyl and Hydroxyl Radicals

3.1 Introduction

The techniques discussed in Chapter Two for the calculation of accurate hyperfine
coupling constants will now be applied to the specific problem of oxygen centered
radicals. This chapter focuses on the calculation of accurate oxygen HFCCs in peroxyl
radicals, as well as the hydroxyl radical. Calculations on peroxy! radicals will include the
determination of the HFCCs in large molecules, where accurate experimental data exists,
with density-functional theory. As will be shown, satisfactory agreement can be obtained
with DFT for alkyl peroxyl radicals. However, DFT results for an inorganic peroxyl
radical (fluoroperoxyl radical) do not coincide with experiment. Attempts will be made
to improve upon DFT results using higher levels of theory. A systematic study of a
variety of methods will be performed on the hydroxyl radical to elucidate the most
accurate method for the calculation of '’O HFCCs. Additionally, a combined quantum
mechanics and molecular dynamics technique will be discussed. This unique approach
will be introduced and applied to the problem of calculating accurate coupling constants

in small, inorganic peroxy! radicals.

3.2 Examination of Density-Functional Methods

Experimentally, Fessenden and Schuler obtained the first '’O HFCCs for alkyl
peroxyl radicals.! Later, Melamud e a/.? obtained a ratio of 0.56:0.44 for the terminal to
inner oxygen atom spin densities. Alternatively, Bower et al.’ concluded that there exists
an equal spin distribution in peroxyl radicals, which is highly unlikely. Adamic ez al.*
were the next to examine oxygen labeled peroxyl radicals and the ratio of the spin
densities was determined to be 2:1. In these experimental studies, it was speculated that
the larger HFCC should be associated with the terminal oxygen. However, it was not
until a study that specifically labeled the terminal oxygen in ¢-butyl peroxyl radical with
"0 was performed that this assignment could be made with confidence.” The oxygen
HFCC obtained from the ''O labeling experiment was in good agreement with the
HFCCs assigned to the terminal oxygen in other alkyl peroxyl radicals. Hence, it was

49
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concluded that the terminal oxygen possesses the larger HFCC. As mentioned above and
in Chapter One, experimental studies have arrived at different conclusions about the spin
distribution in peroxyl radicals and theoretical calculations would be useful to clarify
these discrepancies and reveal important information about this class of radicals.

3.2.1 Computational Details

The B3LYP functional combined with the 6-311+G(d,p) basis set was used for
the geometry optimizations. Single-point calculations were performed on these
geometries with a variety of basis sets including Pople's 6-31G and 6-311G series, up to
6-311+G(2df,p),6 the IGLO-III basis set of Kutzelnigg et al.,” and the correlation-
consistent polarized-valence triple-zeta basis sets of Dunning et al.® (CC-PVTZ and aug-
CC-PVTZ). Once satisfactory results were obtained from the basis set study, other
functionals discussed in Chapter Two were examined including BLYP, BP86, BPWO91,
B3P86 and B3PW91. These calculations were performed with GAUSSIAN 94.° The
deMon'® program was used for the calculation of the anisotropic HFCCs with Perdew and
Wang's non-local exchange (PW86) and Perdew's non-local correlation functional (P86),
together with the IGLO-III orbital basis set. The H: (5,1;5,1), C-F: (5,2;5,2), and CI:
(5,4;5,4) auxiliary basis sets were used to fit the spin density and the exchange-
correlation potential. The anisotropic results deviate from experiment by less than +2 G.
This implies that any discrepancies in the HFCCs reside almost exclusively in the
isotropic component and, hence, the discussion within will be concerned only with this
component.

The radicals investigated include FOO, OH, (CH;);COO, CIH,COO,
HO(CH,);00, CO,HCH,00, and HOCHCH;00, with emphasis placed on the peroxyl
functional group. The molecules FOO and OH were chosen since they are two of the
smallest oxygen centered radicals for which accurate experimental HFCCs exist.'!'%!3

3.2.2 Alkyl Peroxyl Radicals

3.2.2.1 Basis Set Study

The results for the basis set study will be discussed in terms of the results
obtained for all radicals examined, excluding FOO. The results for s-butyl peroxyi
radical (Table 3.1) were chosen to illustrate the typical HFCCs obtained for all species
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studied.' For the alkyl peroxyl radicals, the HFCCs obtained using the 6-31G(d,p) basis
set are in good agreement with experiment. Expanding this basis set from double-zeta
valence (6-31G(d,p)) to triple-zeta valence (6-311G(d,p)) leads to a uniform deterioration
in the results. Improvement upon triple-zeta valence HFCCs is found by adding a set of
diffuse functions (6-311+G(d,p)) and further improvement is obtained by including
additional polarization functions (6-311+G(2df,p)). Results using the largest triple-zeta
valence basis set implemented in this study, 6-311+G(2df,p), are still on average
approximately 8.8 G (terminal oxygen) and 3.2 G (inner oxygen) smaller in magnitude

than the experimental results.

Table 3.1: Isotropic HFCCs (G) in r-butyl peroxyl radical calculated
with the B3LYP functional and a variety of basis sets.

Basis Set Aiso("Orerminat)  Aisol’ Oiones) Az ~C)
6-31G(d,p) -17.9 -13.0 34
6-31+G(d,p) -20.9 -14.1 -34
6-31+G(2df,p) -21.6 -14.4 -3.4
6-311G(d,p) -11.0 -84 -3.7
6-311+G(d,p) -11.6 -8.7 -3.6
6-311+G(2df,p) -12.7 96 -35
CC-PVTZ 93 75 -3.2
aug-CC-PVTZ -6.9 6.3 -34
CC-PCVTZ -16.9 -10.2 -33
aug-CC-PCVTZ -17.0 -10.1 -3.3
IGLO-I -17.5 -10.3 35
us-6-31G(d,p) -14.5 -10.8 -3.7
us-6-311G(d,p) -15.3 -11.5 -3.7
us-6-311+G(2df,p) -16.7 -12.1 -3.6
us-CC-PVTZ -16.1 -11.9 -3.7
us-aug-CC-PVTZ -16.6 -12.2 -3.7
us-CC-PCVTZ -15.9 -11.9 -3.6
us-aug-CC-PCVTZ -16.5 -12.1 -36
us-IGLO-III -16.6 -124 -38
Experimental®® -21.8 -16.4 -3.9

235 -17.6"

* Inner oxygen coupling obtained from private correspondence with K.
U. Ingold, since the ratio between the two HFCCs (1.33) is expected to
remain the same as in a previous experimental study.

Considering the size of the 6-31G(d,p) basis set and the fact that it does not satisfy
many of the criteria for basis sets to be used in HFCC calculations discussed in Chapter
Two (triple-zeta, diffuse and polarization functions), this good agreement is likely due to
fortuitous cancellation of errors. Single-point calculations were performed using the 6-
31+G(d,p) and 6-31+G(2df,p) basis sets. The addition of diffuse functions to 6-31G(d,p)
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increases the magnitude of the HFCC from -17.9 G and -13.0 G to -20.9 G and -14.1 G
on the terminal and inner oxygen atoms, respectively (experimental values: -20.4 G and
-14.2 G). Inclusion of additional polarization functions also increases the magnitude of
the HFCCs (-21.6 G and -14.4 G). The trend of increasing magnitude of the HFCCs upon
improving the 6-31G series is very similar to that observed for the 6-311G series, thus
supporting the hypothesis that good results obtained with the double-zeta basis set are
fortuitous. This is in agreement with work by Cohen and Chong'® who determined that
this basis set does not extend over the orbital space between the 1s and 2s shells. It was
also suggested that cancellation of errors occurs since correlation effects cancel spin
density introduced by larger basis sets.

The IGLO-III basis set appears to yield results that are closest to the experimental
values. Alternatively, Dunning's correlation-consistent polarized-valence basis set of
triple-zeta quality does not perform well. Augmentation of this basis set is expected to
improve the results, however worse agreement with experiment is obtained. As
previously noted, the contraction scheme of this basis set is not well designed for DFT
calculations of HFCCs.'®'""'%! A more recent basis set designed by Dunning (CC-
PCVTZ)* improves upon CC-PVTZ by accounting for core and core-valence correlation.
Additional basis functions were added to the original CC-PVTZ basis set, where the
exponents were determined by minimizing the difference between all-electron and
valence-only correlation energies. The results for both CC-PCVTZ and its augmented
form show improvement over the regular CC-PVTZ basis set and are comparable to those
obtained with IGLO-HI.

Results obtained for 'H and '*C in OH and (CHs);:"*C00, respectively, were not
affected to the same extent by the basis sets examined herein.!* This shows the difficulty
in calculating accurate oxygen hyperfine couplings relative to the HFCCs of other atoms.
The carbon couplings in ¢-butyl peroxyl radical are displayed in Table 3.1.

The basis set study was further extended by examining the effects of full
decontraction of the s-shell on the heavy atoms (denoted as us- in the tables) for IGLO-
III, aug-CC-PVTZ, 6-311+G(2df,p) and 6-311G(d,p). Decontraction should lead to an
improvement in the results through a better description of the core region. Accounting

for spin polarization of the 1s shell generally provides a large negative contribution to the
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spin density. As can be seen from the data (Table 3.1), the basis set decontraction has a
positive effect on the HFCCs. The decontraction improves the result obtained with 6-
311G(d,p) by on average 3.7 G for all radicals studied. A slightly smaller improvement
(on average 3.4 G) is exhibited for the 6-311+G(2df,p) basis set.

The greatest improvement in results upon decontraction occurs for Dunning’s
augmented correlation-consistent triple-zeta basis set with an average improvement of 8.3
G for all radicals studied. Evidently, the standard contraction schemes used in the aug-
CC-PVTZ basis set are unsuitable for HFCC calculations, which is expected since this
basis set was designed to recover only valence correlation energy, but HFCCs require a
good description of core correlation. Many other studies have also shown the importance
of decontracting this basis set in order to calculate accurate HFCCs.!6:!7:!8:19
Alternatively, decontraction of the CC-PCVTZ and aug-CC-PCVTZ basis sets led to little
improvement over the contracted forms. This is not surprising since the CC-PCVTZ
series was designed to account for core and core-valence correlation, an important
contribution to HFCCs. This further supports the hypothesis that the original CC-PVTZ
basis set is not well designed for HFCC calculations. Decontraction of 6-31G(d,p) leads
to HFCCs in far worse agreement with experimental results indicating that good results
obtained with this basis set are due to its contraction scheme.

Minor changes of less than one gauss resulting from the decontraction of IGLO-
III indicate that this basis set is well suited for HFCC calculations on peroxyl radicals.
Upon decontraction of the s-shell, all bases examined are of comparable accuracy.
Analogous results for 'H in the hydroxyl radical were obtained for all basis sets implying
that decontraction of basis functions on the neighboring atom has negligible effects.'* As
well, the results from (CHs);'>’COO show that the ')C HFCC is not affected by
decontraction of the s-shell on oxygen or carbon. Decontraction of the p-shell was not
examined in this study since it has previously been shown that even with a poorly
behaved basis set prior to s-shell decontraction, the decontraction of p functions leads to
little or no improvement in the HFCC with increased computational resources.'*'?

Examination of the absolute mean deviation between experimental and B3LYP
results (Table 3.2) indicates that IGLO-III, us-IGLO-III, us-6-311+G(2df,p) and us-aug-
CC-PVTZ yield similar results. The mean deviations for the '*C and 'H HFCCs in ¢-
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butyl peroxyl and the hydroxyl radical were extremely small and on average the basis sets
employed recover 92 and 88 percent of the experimental value, respectively.'® Since it
was already stated that changes in HFCCs obtained with IGLO-III upon decontraction
were small and IGLO-III is the smallest, most computationally time efficient basis set of
those which gave promising results, it was chosen as the basis set to be used in a
functional study. The success of IGLO-III for HFCC calculations has also been observed
in several other studies.'® It should be noted that even though the 6-31G series gave
results comparable to experiment it was not used in the functional study since the reason

for its success remains unclear.

Table 3.2: Absolute mean deviation between experimental
and B3LYP isotropic HFCCs (G) for the alkyl peroxyl
radicals and the hydroxyl radical.

“Basis Set A4l Orcrmisa)] Azl Omer)]
6-31G(d,p) 3.1 1.0
6-311G(d,p) 10.5 4.6
6-311+G(d,p) 9.7 4.1
6-311+G(2df,p) 8.8 3.2
CC-PVTZ 13.6 5.6
aug-CC-PVTZ 15.0 6.7
IGLO-MI 4.5 1.8
us-6-311G(d,p) 6.3 1.6
us-6-311+G(2df,p) 4.6 1.4
us-aug-CC-PVTZ 4.8 13
us-IGLO-III 48 1.2

3.2.2.2 Functional Study

The results obtained using six functional combinations with the IGLO-III basis set
are displayed in terms of absolute mean deviations and the spread of the deviation in
Table 3.3 for all alkyl peroxyl radicals and the hydroxyl radical. Examination of the
results indicates that Becke’s hybrid exchange functional (B3) is superior to the “pure”
gradient-corrected DFT exchange functional (B) for both determining results in
agreement with experiment and determining results with a greater certainty. This is
reasonable due to the added degree of flexibility in the hybrid functional and the results
support previous findings.'®* The P86 and PW91 correlation corrections gave highly
similar results which were inferior to those obtained with the LYP functional. The spread
in the deviations in the terminal oxygen HFCC for all functionals is nearly equal, while
the spread in the deviations in the inner oxygen HFCC is smallest for the B3JLYP
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functional. The ’C and 'H HFCCs in (CH;);*COO and OH, respectively, are not as

sensitive to changes in the functional form.

Table 3.3: Absolute mean deviation in experimental and
calculated isotropic HFCCs (G) obtained with various
functionals and the IGLO-III basis set for the alkyl

ﬁroxyl and the hydroxyl radicals.
Functional  [Adio(""Owrmisa)l  [Ausol’ Oiner)|
BLYP 10.4 (+4.5) 5.2 (2.2)
BP86 14.7 (£3.3) 7.4 (£2.2)
BPW9I1 15.0 (£2.5) 7.5 (£2.3)
B3LYP 4.7 (£2.0) 24 (x14)
B3P86 8.5 (21.9) 3.7 (2.3)
B3PW91 8.3 (¢1.8) 36 (£2.3)

From Table 3.3, it is clear that the B3LYP functional predicts HFCCs in peroxyl
radicals with the greatest degree of accuracy and precision, which is in accord with
previous studies.'>7'82! Hence, it appears that the B3LYP/ IGLO-III approach provides
one of the best methods to determine the HFCCs in large peroxyl radicals. Similar results
could be obtained with us-IGLO-III, us-6-311+G(2df,p) and us-aug-CC-PVTZ, but
considering the size of these basis sets relative to IGLO-III and the size of the molecules
being examined, B3LYP/IGLO-III would be the most reasonable choice for the
calculation of '’O HFCCs in large molecules.

3.2.2.3 Spin Density

New information about the location of the unpaired electron in peroxyl radicals
can be obtained directly from the examination of HFCCs, since the isotropic component
provides a direct measure of the unpaired spin density at the nucleus. The results show
that the unpaired electron is primarily located on the terminal oxygen. From the
B3LYP/IGLO-HI hyperfine splittings, the average predicted ratio for terminal to inner
oxygen atom spin density is 0.61:0.39.

The spin densities obtained from the Mulliken population analysis, calculated at
various levels of theory, yield very consistent results. The values obtained indicate that
there is a net spin density of 0.7 electrons on the terminal oxygen and 0.3 electrons on the
inner oxygen for all of the alkyl peroxyl radicals. Table 3.4 displays the results for ¢-
butyl peroxyl radical, which are representative of those obtained for all alkyl peroxyl

radicals.



Hyperfine Structures of Peroxyl and Hydroxyl Radicals 56

Table 3.4: Spin densities obtained for r-butyl peroxyl radical with a

variety of methods.
Spin Density  Spin Density
Functional Basis Set (""Orceminat) (""Orner)

B3LYP 6-31G(d,p) 0.690 0.306
B3LYP 6-311G(d,p) 0.695 0.299
B3LYP 6-311+G(d,p) 0.691 0.305
B3LYP 6-311+G(2df,p) 0.687 0.297
B3LYP CC-PVTZ 0.693 0.300
B3LYP aug-CC-PVTZ 0.703 0.291
B3LYP us-6-311G(d,p) 0.693 0.302
B3LYP  us-6-311+G(2df,p) 0.684 0.300
B3LYP us-aug-CC-PVTZ 0.696 0.293
B3LYP us-IGLO-III 0.692 0.317
B3LYP IGLO-IIT 0.710 0.296
B3PW91 IGLO-III 0.656 0.345
B3P86 IGLO- 0.714 0.291
BLYP IGLO-II 0.656 0.345
BPW91 IGLO-II 0.661 0.340
BP86 IGLO-IIT 0.658 0.342

Thus, it is evident that whether the isotropic HFCCs or the spin densities from the
Mulliken population analysis are examined, the valence bond structure in which the
terminal oxygen possesses the lone electron is favored. However, some unpaired spin
density is also located on the inner oxygen. It should be noted that the values estimated
for the spin density distribution in the p, orbitals by Sevilla et a/.? (0.3-0.39 for the inner
oxygen and 0.70-0.61 for the outer oxygen) are in excellent agreement with both of our
predicted values.

3.2.3 Fluoroperoxyl Radical

The isotropic HFCCs in the fluoroperoxyl radical (Table 3.5) are more sensitive
to the basis set and the functional form than the HFCCs in alkyl peroxyl radicals. The
isotropic component for the inner oxygen is predicted with the wrong sign in all
calculations. In addition, the '°F HFCC is highly erroneous, whereas the value of the
isotropic HFCC on the terminal oxygen displays the same functional and basis set
dependence observed for alkyl peroxyl radicals. These factors indicate significant
problems in the description of the F-Ojnner part of the molecule. It should be noted that
the spin contamination for all but the pure DFT functionals is very high.

3.2.3.1 Evaluation of Calculated Geometries

Results for the calculated geometry of FOO obtained in this study are compared
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Table 3.5: Isotropic HFCCs (G) for FOO calculated at the B3LYP/6-311+G(d,p) geometry
with various methods and basis sets.

Basis Set Aol Ocmmina)__ Auol Omer) ___ Auc F) <S>
B3LYP/6-31G(d,p) -26.8 8.1 410 1.207
B3LYP/6-311G(d,p) -159 242 -28.6 1.203
B3LYP/6-311+G(d,p) -159 234 -29.7 1.176
B3LYP/6-311+G(2df,p) -18.2 21.1 -28.7 1.170
B3LYP/CC-PVTZ -132 24.2 79 1.183
B3LYP/aug-CC-PVTZ -104 26.7 -20.3 1.164
B3LYP/us-6-311G(d,p) 2225 17.5 -40.9 1.203
B3LYP/us-6-311+G(2df,p) -23.7 15.9 -24.2 1.172
B3LYP/us-aug-CC-PVTZ -235 16.3 -61.3 1.166
B3LYP/us-IGLO-II -23.2 16.8 -55.9 1.155
BLYP/IGLO-III -104 22 -83 0.797
BP86/IGLO-HI -6.2 4.4 -0.8 0.789
BPW91/IGLO-III -6.2 5.6 -0.8 0.799
B3LYP/IGLO-III -23.6 17.6 -60.0 1.164
B3P86/IGLO-II -18.8 21.1 -39.1 1.159
B3PW91/IGLO-III -19.1 21.3 -41.6 1.176
Experimental -22.2 -14.5* |10.8]-[17.6° 0.75

“TReferences (1) and (12). ® Reference (13).

to other calculated®Z*?°?¢ and experimental®’ results in Table 3.6. The wide range of
values obtained for the geometrical parameters indicates that complications occur when
the geometry of this molecule is calculated. Even high-level perturbation methods have
great difficulty describing the molecular geometry, which is predominantly shown by a
drastically underestimated FO bond length. DFT methods using the B3LYP functional
compensate for this error and yield results closer to experiment, however these
geometries are dependent upon the basis set used for the calculation.

The geometry obtained with B3LYP/6-311+G(d,p) overestimates the FO bond by
approximately 0.2 A. Inclusion of additional polarization functions (6-31 1++G(3df,3pd))
leads to a reduction in the FO bond length?’ and better agreement with experiment. This
information would lead to the conclusion that a large basis set is required to describe the
FOO geometry with DFT. However, the geometry obtained from a smaller basis set (6-
31G(d)) was also determined to be in excellent agreement with experiment.?* It is
tempting once again to blame this on fortuitous cancellation of errors, but further
optimizations were performed at the B3LYP/6-31+G(2df,p) and the B3LYP/6-
311+G(2df,p) levels (Table 3.6) to achieve a greater understanding of the basis set
dependence of this property. The geometries obtained with both basis sets are
comparable to those obtained with the 6-31G(d) and 6-311+G(3df,3pd) bases. Similar
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Table 3.6: The bond lengths (A) and bond angle (degrees) for FOO

calculated with various methods. _
Method (FO) r(00) L(FOO)
HF/6-31G(d)" 1.380 1437  107.6
MP2/6-31G(d)® 1.383 1.250 109.6
MP2/6-311G(d)® 1.377  1.236 109.8
MP3/6-311G(d)" 1375 1.235 109.4
MP3/6-311+G(d)® 1.377 1.233 109.5
MP3/6-311+G(2d)" 1.381  1.238 109.4
MP4SDTQ/6-311++G(2d)° 1.389  1.245 110.6
B3LYP/6-31+G(d) 1.625  1.200 111.2
B3LYP/6-31+G(2df)* 1.621  1.190 111.2
B3LYP/6-311+G(d)° 1.815  1.181 112.0
B3LYP/6-311+G(2df)* 1.625  1.187 111.3
B3LYP/6-311++G(3df)° 1.626  1.184 111.1
B3LYP/IGLO-III® 1.636  1.189 111.2
Experimental’ 1.649  1.200 111.2

TReference (26). © Reference (25). © Reference (23). ° This work.
® Reference (24). fReference (27).

results were also obtained with the B3LYP/IGLO-III combination. Thus, the reason for
the poor agreement with experiment when the 6-311+G(d,p) basis set is implemented
remains to be resolved. A possible explanation is spin contamination. The eigenvalues
of (S?) calculated with various methods for FOO range from 0.752 to 1.207, where the
value of a pure doublet is 0.75. For all basis sets that yield an FO bond length of
approximately 1.62 A, the eigenvalue of (S2) is 0.81. However, the eigenvalue of (S?)
obtained with the implementation of the 6-311+G(d,p) basis set is 1.17. Alternatively, it
could be speculated that the state of the radical with the long FO bond length is different
from that in the other calculations. This arises since it is known that peroxyl radicals can
be in two states: 4" or ’4’, where the latter results in longer bond lengths due to a
decrease in the 7 character. This fact does not explain the long FO bond length
calculated with B3LYP/6-311+G(d), however, since all calculations were performed on
the °4" state.

3.2.3.2 Geometry Effects on the HFCCs

The dependence of the HFCCs in FOO on the geometry (Table 3.7) was examined
through single-point calculations performed using a representative set of geometries
(Table 3.6), the IGLO-III basis set and a variety of functionals. The HFCCs calculated
for FOO vary drastically with geometry and the results are not logical. Concentrating on
only the B3LYP results, the HFCC of the terminal oxygen is calculated to the greatest
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degree of accuracy with the B3LYP/6-311+G(d,p) geometry. However, this geometry
fails to even reproduce the correct sign for the inner oxygen coupling. The same
conclusions can be reached when the experimental geometry is implemented in a single-
point calculation. On the other hand, the MP2/6-31G(d) geometry gives a much better
description of the HFCC for the inner oxygen despite the fact that the FOO bond length
differs from the experimental value by approximately 0.27 A. The terminal oxygen
HFCCs obtained using the MP2 geometry display greater deviations from experiment.

Once again, the degree of spin contamination must be examined. The largest
eigenvalue of (S?) occurs for the calculation using the B3LYP/6-311+G(d,p) geometry.
(S?) eigenvalues closest to the value for a pure doublet state were obtained using the
MP2/6-31G(d) geometry, the geometry with the greatest deviations from experiment.
Explanations for the cause of high contamination or the resulting poor HFCCs are not
available at this time.

Table 3.7: Comparison of FOO hyperfine coupling constants (G) calculated using various optimized
geometries, functionals and the IGLO-III basis set.

Functional Geometry Ao Orerming)  Aiso(’ Oinner) Ao F) <8>
B3LYP MP2/6-31G(d) -16.3 -10.5 4.9 0.755
B3LYP/6-311+G(d,p) -23.6 17.6 -60.0 1.164

Experimental -19.5 133 -40.7 0.853

B3PW91 MP2/6-31G(d) -13.0 -8.6 -4.7 0.755
B3LYP/6-311+G(d,p) -19.1 213 -41.6 1.176

Experimental -15.8 16.7 -31.8 0.859

B3P86 MP2/6-31G(d) -12.8 -8.7 4.1 0.754
B3LYP/6-311+G(d,p) -18.8 21.1 -39.1 1.159

Experimental -15.3 14.9 -28.4 0.844

BLYP MP2/6-31G(d) -9.7 -7.0 -39 0.752
B3LYP/6-311+G(d,p) -10.4 22 -8.3 0.797

Experimental -9.5 -2.0 -6.9 0.759

BPW91 MP2/6-31G(d) -5.8 4.6 -49 0.752
B3LYP/6-311+G(d,p) -6.2 5.6 -0.8 0.799

Experimental -5.7 0.9 49 0.758

BP86 MP2/6-31G(d) -6.0 4.8 -4.3 0.752
B3LYP/6-311+G(d,p) -6.2 44 -0.8 0.789

Experimental -59 0.6 -5.1 0.758

Experimental -22.2* -14.5* [10.8{-(17.6° 0.75

* References (1) and (12). ¥ Reference (13).

3.2.4 Summary of DFT Study

In this section, the geometries and hyperfine coupling constants of a variety of
oxygen centered radicals were determine through the use of DFT. For the alkyl peroxyl
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radicals, the IGLO-III basis set proves to be superior for DFT calculation of oxygen
HFCCs as it does not require decontraction of the s-shell for converged results.
Satisfactory results were also obtained with decontracted forms of Pople’s 6-
311+G(2df,p) and Dunning’s aug-CC-PVTZ basis sets. A functional study was
subsequently performed using the IGLO-III basis set and it was concluded that the
B3LYP functional yields 'O hyperfine couplings in best agreement with experiment.
Through the calculated HFCCs, it was concluded that the terminal oxygen possesses the
main fraction of the lone electron. This conclusion is supported by the Mulliken spin
densities where the ratio of the spin distribution on the terminal and inner oxygen atoms
is predicted to be 0.7:0.3.

The results for the alkyl peroxyl radicals and the hydroxy! radical follow a clear
pattern. The results for FOO did not conform and an incorrect sign for the inner oxygen
HFCC was often predicted. It was concluded that spin contamination could be leading to
poor results for this molecule. Other possible explanations for the apparent failure of
DFT include vibrational, multi-reference and matrix effects. Multi-reference effects can
be examined through the use of additional determinants (MRCI). This avenue will be
discussed in more detail in the subsequent section. Furthermore, the matrix used in ESR
experiments could be leading to the discrepancy between theory and experiment since the
geometry may change, even in the presence of rare gas atoms, and drastic effects on the
coupling constants would be observed. Investigations of matrix, as well as vibrational,
effects can be achieved through the implementation of a combined quantum mechanics

and molecular dynamics technique, which was briefly discussed in Chapter Two.

3.3 Evaluation of Ab Initio Methods

As mentioned in Chapter Two, multi-reference CI has been used with great
success for the calculation of HFCCs in atoms and small molecules. Since this method
provides a greater degree of flexibility through the use of additional determinants, an
improvement over DFT results for 'O HFCCs is expected. The hydroxyl radical was
chosen for preliminary investigations of the limitations of this method (rather than
fluoroperoxyl radical) since MRCI techniques are very time consuming. The hydroxyl
radical has been investigated extensively with theoretical techniques'’*'®22° que to its
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size relative to other molecules for which accurate experimental 'O couplings exist.""
Previous theoretical studies have shown that the calculation of accurate '’O HFCCs in the
hydroxyl radical is extremely difficult. In particular, calculated oxygen HFCCs vary
between -9.8 and -23.5 G (experimental value: -18.3 G). The calculated hydrogen
couplings also vary between -16.2 and -31.9 G (experimental value: -26.1 G). Since
hydrogen couplings can be calculated accurately, the range of hydrogen HFCCs reflects
the variety of basis sets and methods previously tested. Within this section, MRCI
results will be presented, where the basis set, the number of configurations included in
the reference space and the selection threshold (Tg) for including configurations will be
systematically improved. These results will be compared to those obtained from DFT
(discussed previously), as well as values obtained from QCI and CC methods. These
calculations will provide a systematic study of methods suitable for the calculation of
oxygen couplings.

3.3.1 Computational Details

The difficulty of MRCI is determining how to select the most important reference
configurations and the important excitations from these configurations. The method used
for the calculations to be presented was discussed in detail in Chapter Two (Section
2.8.2). In the work to be discussed, the CI wave function was ordered according to the
magnitude of the expansion coefficients. A variety of basis sets and alternate
modifications to the configuration selection scheme were implemented. Additional
details will be presented in the discussion section. All MRCI calculations were carried
out with the MELDF-X program.’® The MP2/6-31G(d) bond length of 0.979 A was used
throughout (experimental bond length: 0.969 A).*!

3.3.2 Multi-Reference Configuration Interaction Study

3.3.2.1 Basis Set Study

The first basis set to be examined is based on Huzinaga's Gaussian basis set
(9s5p/5s)’? augmented with diffuse sp functions on oxygen,’® diffuse s functions on
hydrogen* and polarization functions.’® A contraction scheme of the resulting
(10s6p1d/6s1p) basis set, suggested by Chipman for the accurate determination of spin
densities,’® was tested. In the contraction scheme, only the innermost primitives are

contracted resulting in a basis set of the form (511111,411,1/3111,1) which indicates the
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number of Gaussians used in each contraction. The uncontracted and contracted basis
sets will be referred to as (10s6p1d/6s1p) and [6s3p1d/4s1p], respectively.

The best value of the oxygen isotropic HFCC obtained with the contracted basis
set is -16.8 G (experimental value: -18.3 G). In addition, converged results are obtained
for calculations with Tg smaller than 107 hartrees and more than 59 reference
configurations with this basis set. These convergence trends are not observed for the
(10s6p1d/6s1p) basis set. For the uncontracted basis set, the convergence of A;0('’0) is
much slower and the result closest to experiment is -14.6 G. Conversely, 4;,(‘'H) is
overestimated with the [6s3p1d/4slp] basis set (-28.2 G compared to the experimental
value of -26.1 G), but a value in good agreement with experiment is obtained when the
uncontracted basis set is used (-25.8 G). In addition, overall converged results were
obtained for Tg = 10" hartrees within a given size of the reference space through the use
of the uncontracted basis set. The contracted and uncontracted forms of the modified
Huzinaga’s basis set provide a good example of the great difficulty of calculating HFCCs
and the sensitivity of this property to different variables, such as the form of the basis set.

The basis set study was further extended by using the basis set applied by Kong et
al.,*® which consists of a set of diffuse s and p functions added to the (10s6p/6s) basis set
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Figure 3.1: Oxygen isotropic HFCC in the hydroxyl radical versus log(energy selection
threshold).
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of van Duijneveldt,*® plus two additional polarization functions (d-type on oxygen and p-
type on hydrogen) from Dunning.® This basis set will be denoted as (11s7p2d/7s2p).
The calculated A;0('’O) values are consistent with changes in the selection energy
threshold (Figure 3.1), but change more rapidly with the size of the reference space
(Figure 3.2). However, for the sizes of the reference space and the energy selection
thresholds examined, the calculated results are not in agreement with experimental data.

The (11s7p2d/7s2p) basis set was further improved upon by the addition of one f
function to oxygen and calculations were done with energy thresholds of 10° and 10°®
hartrees (represented as 1/-6 and 1/-8, respectively, in the legend of Figures 3.1 and 3.2).
The addition of one f function does not improve the convergence of the property at hand
to the experimental results.

Results for A;,('H) (graphs not shown, but can be found in reference 37) indicate
that convergence is faster for this property, but results are not as good as expected (the
best value for the (11s7p2d/7s2p) basis set is -25.0 G). The addition of one f function to
the oxygen basis set causes only a slight alteration in 4;,('H), resulting in a shift away

from the experimental value by approximately 0.5 G.
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Figure 3.2: Oxygen isotropic HFCC in the hydroxyl radical versus the size of the reference
space.
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Additional modifications of the (11s7p2d/7s2p) basis set were also investigated in
attempts to improve the agreement of the calculated 4;,,('’O) values with experiment. In
addition to the f function, one more 4 function was also implemented and was shown to
have little effect on the results. An s function with a very high exponent was added to the
oxygen basis set. This did not change the results either since cusp functions are not
expected to be important unless the singly-occupied molecular orbital directly contributes
to the HFCC. In the hydroxyl radical the unpaired electron occupies a p orbital with a
node at the nucleus and therefore does not directly contribute to A;,. A (13s8p2d/8s2p)
basis set, created from the (11s7p/7s) basis set of van Duijneveldt’® in a manner
analogous to that used to obtain the previously discussed (11s7p2d/7s2p) basis set, was
also examined. Although this basis set is larger than (11s7p2d/7s2p), they are very
similar in structure and little to no improvement was obtained for the oxygen HFCCs
(results not shown since they deviate only slightly from those obtained with
(11s7p2d/7s2p)).

The excellent agreement with experiment obtained for the NH, molecule by Kong
et al.** compared to the poor results obtained for the hydroxyl radical indicate that an
extra degree of difficulty is present when calculating HFCCs for oxygen nuclei. Since
the various basis sets failed to yield converged MRCI results, despite the efforts put forth
to improve upon such basis sets, other methods must be examined to improve CI
convergence.

3.3.2.2 Attempts to Improve CI Convergence

One solution to the problem of poor convergence of the MRCI results is the
transformation of the MOs to natural orbitals.”® Natural orbitals are defined as the
orbitals that diagonalize the first-order reduced density matrix. The K-orbitals, which
were used to obtain the MRCI results discussed thus far, are chosen only to mimic the
frozen natural orbitals.’®> Thus, the use of the true natural orbitals may lead to some
improvement in convergence, since in previous studies they have been shown to improve
CI convergence.*®

The (11s7p2d/7s2p) basis set was used to investigate the effects of natural orbitals
on the convergence of the oxygen isotropic HFCC. This basis set was chosen since it

gave nice results in previous studies on small molecules and, as seen in the preceding
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section, modifications to this basis set are unlikely to improve the results for the hydroxyl
radical. As discussed, results for hydrogen converge relatively quickly and consistently
and, thus, the results and discussion presented within will be confined to the 'O isotropic
HFCCs. Table 3.8 displays the results for the '’O HFCCs obtained using K-orbitals and
natural orbitals with the (11s7p2d/7s2p) basis set and a variety of configuration selection
thresholds and reference spaces. From the results, it can be seen that the natural orbitals
improve the convergence of 4i,('’0). For example, at a configuration energy selection
threshold of 10 hartrees, 136 reference configurations are required when K-orbitals are
used, while only 114 reference configurations are required if natural orbitals are
implemented. This reduction increases upon implementation of smaller configuration
energy selection thresholds. For Tg = 107 or 10® hartrees, only 75 reference
configurations are required to obtain convergence with natural orbitals, compared to the
136 reference configurations required when K-orbitals are used. Although the use of
natural orbitals improves the convergence rate of the 'O HFCCs, the calculated results
are not converged to the experimental value. The best value obtained for AL,,,(”O) is
-15.2 G compared to the experimental value of -18.3 G. Thus, other methods to obtain
better convergence must be examined.

The effects of various excitation classes on the isotropic hyperfine coupling
constants obtained from CI calculations have been previously investigated.’® As
discussed in Chapter Two, it has been concluded that the indirect influences of triple and
quadruple excitations on the isotropic hyperfine coupling constants are more important
than their direct contribution.*® This arises since single excitations contribute the most to
the isotropic HFCCs. In turn, the double excitations with respect to these single
excitations, or the triple excitations with respect to the main reference configuration,
significantly influence the HFCCs. Inclusion of important triples is most easily
accomplished through the addition of single configurations that contribute to large off-

diagonal elements in the spin density matrix to the reference space.*®
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Table 3.8: The effects of natural orbitals and the inclusion of important single
excitations from the spin density matrix on the oxygen isotropic HFCCs (G) in

the hydroxy! radical.” —
“Tg K-Orbitals Natural Orbitals Spin Density
(hartrees) No. Refs. 4., No. Refs. A, No. Refs. A4,
10° 1 7.0 1 ~ 7.6 1 -7.6
22 -10.8 29 -10.8 35 -133
52 -11.6 44 -12.3 50 -13.8
80 -12.3 75 -13.3 85 -13.8
104 -13.4 110 -13.3 118 -13.8
136 -13.8 114 -13.8
180 -143 149 -14.0
10”7 1 -6.8 1 7.1 1 -7.1
22 -10.8 26 -11.7 35 -14.8
52 -12.2 44 -12.9 50 -15.2
80 -12.5 75 -14.5 85 -15.1
104 -13.5 110 -14.5
136 -14.6 114 -14.8
149 -15.1
10° 1 -7.0 1 7.6 1 -7.6
22 -11.6 29 -12.2 35 -15.2
52 -13.0 44 -13.8
80 -13.3 75 -15.2
104 -14.3
136 -15.2
Exp." -18.3 -18.3 -18.3
“The number of reference configurations corresponds to the number of spin-
adapted configurations.

The Ai.('’0) obtained by selecting additional single excitations based on the spin
density matrix were obtained through the use of natural orbitals and the (1 1s7p2d/7s2p)
basis set (Table 3.8). The results for hydrogen did not change substantially from those
previously discussed and therefore are not included in the table or the present discussion.
Faster convergence for A;, is once again obtained with this selection scheme. For
example, at a configuration selection energy threshold of 10 hartrees, only 50 reference
configurations are required under the new selection scheme. Once again, as the
configuration selection energy threshold is decreased, even smaller numbers of reference
configurations are required. For example, at a selection energy threshold of 107 hartrees,
only 35 reference configurations are required compared to 75 when the spin density
matrix is not examined. Thus, a drastic decrease in the required number of reference
configurations is obtained, compared to the 136 required if K-orbitals are used and the
spin density matrix is not analyzed to select imporiant reference configurations.
Although faster convergencs is obtained for the 'O HFCCs by examining the spin
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density matrix, the values are still not converging to the experimental result. The value in
best agreement with experiment is -15.2 G (experimental value: -18.3 G).

One further consideration is the bond length used in the single-point calculations.
Examination of the effects of bond length on the HFCCs was accomplished through
calculations performed with a variety of bond lengths, natural orbitals, a configuration
energy selection threshold of 107 hartrees and 35 reference configurations (Table 3.9).
This set of restrictions was chosen based on the results displayed in Table 3.8. The
isotropic '’O HFCCs do not change appreciably upon alteration of the OH bond length.

Since a large basis set, a large number of reference configurations, a small
configuration selection threshold and an accurate MP2/6-31G(d) geometry were
implemented in the present study, the poor results obtained with MRCI remain puzzling.
The quality of the reference space used in these calculations can be roughly judged
through the examination of the sum of the squares of the CI coefficients. If the
calculations were carried out to the limit of full CI, the sum of the squares of the
coefficients would be 1.0. A plot of A;,('’O) versus the sum of the squares of the
reference coefficients is given in Figure 3.3 for the results obtained using the
(11s7p2d/7s2p) basis set and natural orbitals. From the graph, it can be seen that a large
part of the reference space is covered, where the largest sum of the coefficients is 0.9910,
0.9891 and 0.9810 for calculations performed with Tg equal to 10°, 107 and 107
hartrees, respectively. It appears that convergence is almost linear over the range studied.

Table 3.9: The effects of bond length
(A) on isotropic HFCCs (G) in the

hydroxyl radical.” )
Bond Aso(H) A 0)

Length

0.929 -24.8 -13.9
0.969 -25.1 -14.7
0.979 -25.3 -14.8
0.989 -254 -14.5
1.009 -25.9 -14.2
1.029 -26.4 -14.3
1.069 -27.2 -14.0
1.109 -27.9 -13.7
Exp." -26.1 -18.3

‘Results were obtained using natural
orbitals, Tg = 10”7 hartrees and 35
reference configurations.
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Similar graphs obtained by Feller ez al.'® for the NO molecule indicate that convergence
is exponential at very tight selection thresholds (10 or 10" hartrees). Due to the number
of points obtained in the present study for Tg = 10 hartrees, it is difficult to determine
whether convergence is linear or exponential. If convergence is linear, then a linear
regression can be performed for each set of data and the results are displayed as open
symbols for each data set in Figure 3.3. From the regression results, 4;,('’O) at the full
CI limit is approximately -20 G. If however the curve should be more exponential, then
Aiso(0) is approximately -18 G. On either account, it is apparent that the full CI limit is
approximately -19 + 1 G, which is in good agreement with the experimental value (-18.3

QG).
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Figure 3.3: Oxygen isotropic HFCCs (G) in the hydroxyl radical versus the sum of the squares of the CI
coefficients with Tg = 10 (@), 10”7 (@) and 108 (a).

Since full CI is only limited by the basis set implemented, Figure 3.3 indicates
that a large enough basis set was used in the present study. Thus, the failure of the MRCI
approach to accurately describe the HFCCs in the hydroxyl radical must be due to the
expansion of the reference space. In particular, the failure of this method lies in the slow
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convergence of the isotropic '’O HFCCs. Feller and Davidson*""*? noted that for the
H,CO" radical, there exists a single excitation whose importance was not established
until a very large scale calculation was performed. However, similar to the NO radical
studied by Feller et al.,'® no single configuration could be identified as solely resulting in
the slow convergence of the HFCCs in the hydroxyl radical. Thus, discrepancies
between theory and experiment must be due to the neglect of many different excitations.
Since converged results cannot be obtained for 4,,('’0) with MRCI using reasonable
computational resources, even for a small molecule such as the hydroxyl radical, other

theoretical techniques must be considered.

3.3.3 Comparison of MRCI, DFT and QCISD Hyperfine Structures

Despite the efforts put forth, the best value obtained for the isotropic oxygen
HFCC in the hydroxyl radical with high-level MRCI (-15.2 G) is not in any better
agreement with experiment than the value obtained with B3LYP and the IGLO-III basis
set (-15.3 G). This is rather curious considering the levels of theory used in each study.
Previously, results in the best agreement with experiment were obtained by Carmichael?®
through extensive QCISD(T) calculations in which the effects of up to the fifth order
triples were included and a very large, contracted basis set was implemented
((14s9p4d1£/9s3p1d)/[8s5p4d1£/6s3pld]). This indicates that a closer look at the QCI
method may be required. Full QCISD calculations were implemented in which all
electrons were correlated. The results from these calculations are compared to those
obtained from DFT (analogous to calculations discussed in the previous section for ¢-
butyl peroxyl radical) and MRCI calculations in Table 3.10. All QCI and DFT
calculations were performed using the GAUSSIAN 94 program.’

The QCISD isotropic HFCCs display a typical basis set dependence. The "best"
value observed in the current study through the implementation of QCISD was obtained
with s-shell decontraction of Dunning's augmented correlation consistent core and
valence polarization triple zeta basis set (-18.5 G versus -18.3 G for the calculated and
experimental '’O HFCCs, respectively). However, very reliable results are also obtained
with Pople's 6-311+G(2df,p) basis set (-17.3 G) which does not require s-shell
decontraction for improved resuits. This is promising since this basis set is much smaller
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Table 3.10: Comparison of MRCI, QCISD and B3LYP results for the HFCCs (G) in the

hydroxy! radical. _

QCISD  B3LYP  MRCI__ QCISD  B3LYP _ MRCI
Basis Set 45(70)  A:('’0)  Auf"0) Aul'H) A(H) Au(H)
6-311G(d,p) -15.0 -10.0 -28.7 243
6-311+G(d,p) -16.2 -11.3 -28.6 -239
6-311+G(2df,p) -17.3 -11.4 -16.4 -26.6 =226 -25.8
us-6-311G(d,p) -13.2 -13.7 -28.8 -24.1
us-6-311+G(d,p) -15.6 -13.7 -28.6 -24.1
us-6-311+G(2df,p) -17.1 -16.1 -15.0 -26.6 -22.6 -25.4
CC-PVTZ i.5 -2.7 -26.9 2232
aug-CC-PVTZ -2.0 -34 -25.8 -22.1
aug-CC-PCVTZ -17.8 -15.6 -25.7 -22.1
us-CC-PVTZ -15.1 -143 -26.9 -229
us-aug-CC-PVTZ -17.7 -15.8 -14.0 -25.7 -22.1 -24.9
us-aug-CC-PCVTZ -18.5 -15.4 -25.7 2221
[6s4p1d/dslp] -16.0 -15.0 -14.6 272 2229 -25.8
(10s6p1d/6s1p) -17.4 -13.4 -16.8 -29.1 -24.5 -28.2
(11s7p2d/7s2p) -17.0 -15.6 -15.2 -26.7 2226 -25.0
Experimental'’ -18.3 -18.3 -18.3 -26.1 -26.1 -26.1

in magnitude than Dunning's basis set or the basis set used by Carmichael, indicating a
reduction in computational cost. The effects of triple excitations on the QCISD HFCCs
in the hydroxyl radical will be discussed in the following section.

The B3LYP results display a similar basis set dependence to QCISD. An
exception is s-shell decontraction of Pople’s basis sets where QCISD values are
decreased in magnitude while DFT HFCCs are increased in magnitude. The "best" value
observed for the '’O HFCC calculated with DFT is -16.1 G (experimental: -18.3 G),
which was obtained using Pople's s-shell decontracted 6-311+G(2df,p) basis set. This
result is approximately 1 G further away from the experimental value than the results
obtained with the identical basis set and QCISD. The values obtained with the same
basis set for the hydrogen HFCCs are -26.6 G and -22.6 G for QCISD and DFT methods,
respectively (experimental value: -26.1 G).

In order to ensure observed differences in MRCI and QCISD methods are not due
to differences in the basis sets, calculations were performed on a subset of basis sets with
each method (Table 3.10). QCISD indicates that the good results obtained with the
contracted [6s3pld/4slp] basis set for 'O HFCCs are due to the contraction scheme as
the results deteriorate upon decontraction. In addition, the A;,(‘H) QCISD results

obtained with the contracted basis set are overestimated as previously discussed for
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MRCI. Overall poor results were obtained with B3LYP for both the contracted and
uncontracted (10s6p1d/6slp) basis sets. The (11s7p2d/7s2p) basis set, which yields the
most reliable 4;,('’0) HFCCs for MRCI (-15.2 G), gave very similar results when used
in combination with the B3LYP functional (-15.6 G). Results in much better agreement
with experiment were obtained with QCISD (-17.0 G). As for the oxygen couplings,
QCISD gave better results (-26.7 G) than either DFT (-22.6 G) or MRCI (-25.0 G) for the
hydrogen HFCCs with this basis set (experimental coupling: -26.1 G). Similarly,
comparison of the results obtained with all three methods and the basis sets previously
used for QCISD and B3LYP indicates that QCISD outperforms B3LYP and MRCI for
both the oxygen and the hydrogen isotropic HFCCs.

Thus, more evidence appears to exist to support the previous statements that the
poor results obtained with MRCI are not due to the basis set implemented, since the same
basis sets yield acceptable results with QCISD. It is also evident that QCISD is the best
method discussed thus far for the calculation of the '’0O HFCC in the hydroxyl radical. A
possible explanation for the failure of the MRCI technique, but the success of the QCISD
technique is that the importance of the HF configuration in the hydroxyl radical
outweighs the importance of the other configurations. Hence, when implementing
MRCI, convergence of the HFCCs is very slow since each additional configuration yields
only a small contribution, whereas QCISD appears to represent the effects of subsequent
contributions more accurately.

3.3.4 Comparison of UHF and ROHF Based Methods

One problem with the comparison of QCISD and MRCI results arises due to
differences in reference determinants. QCISD uses UHF as the reference determinant
whereas MRCI uses ROHF as the reference determinant. This poses a problem since, as
discussed in Chapter Two, the unpaired electron in the hydroxyl radical is located in a p-
orbital and therefore ROHF predicts a value of zero for the isotropic HFCCs. Thus,
electron correlation methods implementing ROHF as the reference determinant must
increase the magnitude of A4;,. Alternatively, UHF overestimates isotropic HFCCs. In
the hydroxyl radical on average values of -33.2 G and -37.9 G are obtained for the
oxygen and hydrogen HFCCs with UHF (Table 3.11), respectively, through the
implementation of those basis sets previously discussed for QCISD and MRCI. Thus,
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electron correlation must decrease the magnitude of the isotropic HFCC for UHF based
methods. From this discussion it is evident that differences may arise in the basis set
requirements for methods based on the UHF wave function rather than the ROHF wave
function.

This difficulty can be tested through the implementation of the coupled-cluster
(CC) method. In particular, Bartlett and coworkers have devised a computational scheme
in which either the UHF or ROHF reference determinants can be used for the coupled-
cluster singles and doubles (CCSD) method.**** In addition, analytical energy
derivatives to approximate triple excitations (CCSD(T)) have been implemented.**¢ The
effects of the nature of the reference determinant on HFCCs have been investigated
through the use of CCSD and CCSD(T) for the second row elements and the BH,
radical,’’ as well as for a number of organic radicals.*® However, |70 HFCCs in small
molecules have not been investigated. Calculations were performed using a variety of
basis sets previously discussed for QCI and MRCI with the ACES II program.*

Results obtained with the QCISD and CCSD methods based on the UHF wave
function are in very good agreement with one another (Table 3.11). In addition, the
MRCI (Table 3.10) and ROHF-CCSD isotropic HFCCs are in good agreement. This
indicates that perhaps the ROHF based methods do not sufficiently compensate for the

neglect of spin polarization in the ground state wave function. If one considers the

Table 3.11: Comparison of the isotropic HFCCs (G) in the hydroxyl radical obtained with UHF and ROHF
based methods.

UHF- UHF- UHF- _ UHF- ROHF- _ ROHEF-
Basis Set UHF _QCISD QCISD(T) CCSD CCSD(T) ROHF CCSD CCSD(T)
Ai.m( ' lo)
6-311+G(2dfp)  -33.0 -17.3 -17.0 -173 -16.9 0.0 -16.1 -16.8
us-6-311+G(2df;p) -34.0 -17.1 -16.7 -17.1 -16.6 0.0 -15.9 -16.6
us-aug-CC-PVTZ -33.5  -17.7 -17.5 -17.6 -17.4 0.0 -16.4 174
(10s6pld/6sip)  -32.6 -16.0 -159 -16.3 -15.8 0.0 -15.4 -15.7
[6s3p1d/dslp] -323  -174 -17.1 -17.3 -16.9 0.0 -16.4 -16.8
(11s7p2d/7s2p) ~ -33.7  -17.0 -16.6 -17.0 -16.6 0.0 -15.9 -16.5
Ai.m( H)
6-311+G(2dfp)  -37.7  -26.6 2257 -26.4 -25.7 0.0 -26.0 -25.6
us-6-311+G(2dfp) -37.8 -26.6 -25.7 -26.3 -25.6 0.0 -26.0 -25.6
us-aug-CC-PVTZ  -36.8 -25.7 2248 -25.5 -24.7 0.0 -25.1 24.8
(10s6pld/6slp)  -37.7  -27.2 2262 -26.8 -26.1 0.0 -26.4 -26.1
[6s3pld/aslp) -40.1 -29.1 -284 -29.0 -28.3 0.0 -28.6 283

(11s7p2d/7s2p) -374 -26.7 -25.6 -26.4 -25.6 0.0 -26.0 -25.6
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inclusion of triples through the CCSD(T) method, then the UHF and ROHF based
methods yield identical results (Table 3.11). This indicates that the HFCCs are
independent of the reference determinant once enough electron correlation has been taken
into account. The effects of triple excitations have been examined by Feller ef al.'® and
determined to be less than 1 G for both atoms in the NO molecule. The effect of triples
on the QCISD HFCCs in the hydroxy! radical (Table 3.11) indicate that HFCCs slightly
smaller in absolute magnitude than the QCISD results are obtained with QCISD(T). In
addition, the QCISD(T) HFCCs are in excellent agreement with those obtained with
CCSD(T) using both UHF and ROHF reference determinants. Thus, converged results
are obtained if a high enough level of electron correlation is included.

Excluding the [6s3p1d/4s1p] basis set due to its deficiencies discussed earlier, the
UHF-CCSD(T), ROHF-CCSD(T) and QCISD(T) methods recover, on average,
approximately 92% of the experimental oxygen isotropic HFCC for the basis sets
examined (Table 3.11). UHF based CCSD and QCISD also recover a large amount of
the experimental value (approximately 93%). The slightly better results obtained with
these methods, compared to those which include noniterative triples, indicates that a
cancellation of errors may prevail in methods which do not account for triple excitations.
In particular, UHF-CCSD and QCISD do not sufficiently compensate for the
overestimation of the HFCCs by UHF, thus leading to values larger in magnitude than
those obtained through the corresponding methods accounting for triple excitations.
ROHF-CCSD and MRCI, on the other hand, recover on average only 88% and 82% of
the oxygen coupling, respectively. It should be noted that all methods recover
approximately 98% of the experimental hydrogen isotropic HFCC.

Once again, the results indicate that it is not the basis sets implemented which are
leading to the poor results obtained with MRCI. It appears that the MRCI wave function
inadequately accounts for the additional polarization required when the ROHF reference
determinant is implemented. Although the ROHF-CCSD method recovers only 88% of
the experimental oxygen coupling, this result is improved upon through the inclusion of
the effects of triple excitations. These effects are very difficult to describe through the
use of MRCI. Thus, even though a great number of reference configurations and a small

configuration energy selection threshold were implemented in the present study, the
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MRCI wave function is not easily adjusted to accurately predict 'O HFCCs in the
hydroxyl radical.

3.3.5 Summary of MRCI Study

In the present section, the hyperfine coupling constants in the hydroxyl radical
were investigated through comparison of results obtained with MRCI, DFT, QCI and CC
methods. The results obtained from MRCI were studied through variations in the basis
set, the configuration selection energy threshold and the size of the reference space. The
results obtained from the basis set study converged well within themselves, but not to the
experimental value for the isotropic '’O HFCC. Alternatively, the calculated hydrogen
HFCCs agree well with experiment.

The use of natural orbitals increases the rate of convergence, although results do
not converge with respect to the experimental value. Additional attempts to improve
convergence of "0 HFCCs were made by augmenting the reference space with
additional configurations chosen through examination of the spin density matrix. The rate
of convergence within the results was improved, but deviations from experimental data
were still observed. Variations in the bond length used for single-point calculations led
to no improvement in the results, implying vibrational effects on the HFCCs are small.

Results obtained with QCISD are in better agreement with experiment than results
obtained with MRCI and DFT (B3LYP functional), despite the extreme computational
demands of the former. UHF and ROHF based CCSD and CCSD(T) methods were
examined to ensure that QCISD did not yield improved results over MRCI due to
differences in the reference determinant. It was concluded that once a high enough level
of correlation is implemented, oxygen HFCCs are independent of the nature of the
reference determinants and results in good agreement with experiment are obtained. The
UHF and ROHF-CCSD(T) methods, with a variety of basis sets, recover on average 92%
of the experimental oxygen HFCC, whereas MRCI recovers on average only 82%.
Approximately 98% of the experimental hydrogen HFCC is recovered by all methods.

It was concluded that the basis sets implemented are not responsible for the poor
results obtained with MRCI. Rather, the MRCI method implemented, which included a
large number of reference configurations and a small configuration selection energy
threshold, is not easily adjusted to account for the inadequacies of the ROHF reference
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determinant to describe couplings in the hydroxyl radical. Thus, additional
configurations cannot be accounted for by using MRCI. If DFT '"O HFCCs require
improvement through the use of techniques which implement multi-determinants, then
either the QCISD(T) or CCSD(T) methods are recommended.

3.4 The Combined Quantum Mechanics and Molecular Dynamics Technigque

As mentioned in Chapters One and Two, combined quantum mechanics and
molecular dynamics techniques (QM/MD) allow for the inclusion of vibrational and
matrix effects in calculations. The hybrid QM/MD method consists of treating part of the
system (the "solute") through highly accurate QM methods and treaiing the rest of the
system (the "solvent") classically with MD techniques. The solute could be a fraction of
a macromolecule, a cluster or a chemically interesting target molecule. The QM/MD
method has been used previously on numerous occasions for computational problems
such as the study of reaction schemes,’ solvation phenomena,’' the simulation of enzyme
reactions and various other biochemical problems,’> and the calculation of radical
properties such as HFCCs,” to name but a few. In the case of calculating radical
properties, the molecule whose HFCCs are desired is treated quantum mechanically and
the surrounding matrix environment is treated classically. In this section, the QM/MD
method will be described and subsequently applied to small inorganic peroxyl radicals.
This study will attempt to improve upon the HFCCs calculated with DFT for FOO in the
gas phase at 0 K.

3.4.1 The Methodology of QM/MD

The molecular system to be examined can be separated into three parts: a QM
region, an MD region and a boundary region (Figure 3.4).5%°2%* The QM particles are
represented as nuclei and electrons and the potential energy surface for these atoms is
obtained under the Bomn-Oppenheimer approximation. In the MD region, the particles
are represented as atoms and their interactions are determined from empirical potential
energy functions, a variety of which are available in the literature. The boundary region
is included to account for the surroundings that are neglected in the other two regions.
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Figure 3.4: Division of the QM/MD system.
During a simulation, the molecular trajectories, which describe the position and

molecular momenta, are obtained. The trajectories are calculated by solving Newton's
equations of motion

F.(t)=m.a, (1) i=1,2,.,N 3.1
where N represents the number of atoms under consideration. Integration of Equations
3.1 once yields velocity and twice yields the position of the atoms. According to
Newton's laws, the forces acting on the body are required. In the QM/MD method, the
forces are obtained by differentiating the system's energy expression (the expectation
value of an effective Hamiltonian) with respect to the nuclear (@) or atomic (M)
coordinates,

E  and F, =-£i. 3.2)

a M

F,=-

a

The energy and forces of the entire system are obtained by solving the time-
independent Schrédinger equation with an effective Hamiltonian and a wave function.
Hence, the problem is reduced to writing an expression for the Hamiltonian of the entire
system. Figure 3.4 indicates that an effective Hamiltonian can be written as the sum of

four terms

ﬁ4=ﬁgu+ﬁuo+ﬁguluo+ﬁamq 3.3)
The wave function is thus a function of the position of the electrons and parametrically
depends on the positions of the nuclei of the QM and MD atoms.
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The first term in Equation 3.3 represents the Hamiltonian describing the
interactions between the electrons and nuclei of the QM particles. Mathematically,

=__Zv2

where i, j and a, B are the electronic and nuclear coordinates respectively, r is the

349

7 y ia

distance between an electron and either another electron or a nucleus, R is a nuclear-
nuclear distance and Z, is the nuclear charge.

The long-range interactions of the MD particles are obtained by representing the
atoms by partial charges and van der Waals spheres centered at the atoms. The short-
range interactions linking the atoms are represented by harmonic bonds and other internal

coordinate terms. The Hamiltonian for the MD particles can be represented as

3.5)

ZmM

where P, and m,, are the momentum and mass of the MD particles and ¥,p is the

potential energy function between the MD particles (the force field). A typical MD force
field can be expressed as

v, MD = ¥ bonds + Vangla + Vdihedral: + Vmproper Vuau—bondad

(3-6)

or

Vo = 3 ék,(r——rq)"-i- 3 éke(e—em)u > ék,[1+cos(n¢-8)]

All-bonds All~angles All-dihkedrals

12 6
6, ci' qnq
P> '«P(‘P%HZ“[’J-(*J*“Z ’
All~impropers All~(ij) pairs r; r; All~(ij) pairs T

One of the simplest representations of the interactions between the QM and MD

regions is as follows

QM/MD zq" +Z aqM Z{Ru R’ } (3'7)

M Ty

where the subscripts i and a correspond to the QM electrons and nuclei respectively and
M corresponds to the MD atoms. The first two terms in Equation 3.7 represent the
interactions between the MD atoms and the QM electrons or nuclei, respectively. The
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third term represents the van der Waals interactions between the QM nuclei and the MD
atoms. This term must be included since if a molecule has no charge, then the first two
terms will not account for its influence on the QM atoms. Additionally, the first terms
are equivalent for atoms with the same charge and, thus, the third term provides a
distinction between different atom types. The electrostatic and van der Waals
interactions are truncated at some point to save computational time. For example, a
typical cutoff includes only the interactions between atoms within 8 to 15 A of each
other.

It is also necessary to account for the boundary, since not all of the atoms in the
real system are included in a simulation. The most popular method to account for the
neglected area is called the periodic boundary condition. In this method, the system is
surrounded in three dimensions by exact duplicates (images) of itself. The energy and
forces of the atoms in the image are summed into the total energy and forces for the
system. The MD atoms in the images are treated the same as the MD atoms in the box
and they have similar interactions with the QM electrons and nuclei. One problem is that
the images also contain QM atoms which must be taken into account. However, these
atoms cannot be treated similarly to the MD particles since their charges change as the
simulation proceeds. The preferred method to deal with this problem is to keep the QM
atoms in the duplicate boxes far enough away from the original QM atoms so that they do
not interact and, therefore, do not need to be included in the calculation. Alternatively,
the image QM atoms can be treated as point charges, where the charge on each atom
must be determined by a population analysis at each time step during the simulation.

Many different QM methods have been used including semi-empirical, DFT,
valence bond and HF methods.*® In particular, DFT is attractive since it includes electron
correlation at a lower computational cost than ab initio methods. Computational speed is
a very important consideration for the QM/MD method since the time required for each
simulation step is slightly more than the time required to perform a single-point
calculation at the same level of theory. This implies that it is not practical to use, for
example, full CI as the QM method.

When DFT is chosen to calculate the forces for the QM/MD technique, Equation

3.4 for each electron becomes
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1 z p(r;)
=-=V? 4 < vV . 3.8
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The first term in Equation 3.8 represents the kinetic electronic energy, the second term
accounts for the nuclear-electron interactions, the third term is the interelectronic
repulsion and the fourth term is the exchange-correlation potential, which is defined by
the chosen DFT functional. Thus, the components of the energy can be obtained by
solving the Kohn-Sham equations, and the remainder of the procedure is as discussed.

As with any theoretical method, the QM/MD technique possesses some
shortcomings. Limitations are clearly imposed by the QM method implemented, which is
constrained by available computer resources and time. The simulations describe the
experimental matrix through an assigned value for its density. The density value used in
the calculations can have an effect on the geometry of the radical under consideration and
thus the chosen density can lead to differences between the experimental and modeled
environment. Fractional atomic charges for the QM atoms are obtained from the QM
calculation through a Mulliken population analysis. This is controversial since the charge
in the molecule would be distributed differently if an altemative method for a population
analysis was implemented. Treating the matrix atoms classically is also a downfall since
it is well known that quantum mechanics must be employed to accurately describe atoms.
The description of bond stretching and bending through harmonic wells is also a
disadvantage since although this is a good approximation at bond lengths close to the
equilibrium value, it deteriorates when larger deviations are considered. Finally, due to
computer constraints, short-time spans (1 ps) are usually considered in the simulation,
which may not be sufficient to obtain reliable averaged properties. Despite the downfalls
discussed within, the QM/MD method provides a means to examine matrix, vibrational
and temperature effects on the HFCCs of small radicals.

3.4.2 Computational Details

Results from the QM/MD method were obtained with a modified version of the
McMoldyn simulation package.’® The B3LYP functional was implemented due to good
results observed in the past.>> The basis set used was Pople’s 6-311G(d,p). In order to
obtain improvements on the results obtained from the B3LYP/6-311G(d,p) method,
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larger basis sets and more involved computational techniques such as QCISD must be
implemented. Since a single-point calculation is performed at each MD time step and
improvements in either the basis set or method drastically increase the computational
time required, the B3LYP/6-311G(d,p) combination is the most feasible QM method.
Additionally, the MP2/6-31G(d,p) combination was used to obtained the QM forces. A
smaller basis set was implemented for the MP2 simulations due to the increased
computational time required over DFT. MP2 was used in addition to the B3LYP
functional to examine differences in geometrical fluctuations calculated with these two
methods. The QM calculations were carried out using GAUSSIAN 94.°

The geometry of each radical under investigation was optimized and the force
constants calculated at the B3LYP/6-311G(d,p) level. A classical simulation was then
performed including both the radical and the matrix. The radicals were embedded in an
matrix consisting of 255 argon atoms. A rare gas matrix was implemented in order to
concentrate on temperature and steric hindrance effects imposed by a rigid matrix system
rather than effects imposed by, for example, a more polar matrix. The temperature was
held constant at 4 K throughout the simulation. A time step of 10™'® s was implemented
and a classical simulation was performed to allow for equilibration. The geometrical
variables in the molecule of interest are used as a gauge for equilibration. Next, the
quantum mechanical forces were applied and the system was allowed to re-establish
equilibrium. Once equilibration occurred, the system was monitored and the data
collected for an additional few thousand time steps.

3.4.3 The HOO Radical

The first radical to be discussed in terms of results obtained from the DFT/MD
method is HOO. This species was not discussed in the previous sections since no
experimental data is available for the oxygen nuclei. However, it is the smallest
inorganic peroxyl radical, which is a benefit when using a computationally demanding
method such as QM/MD. Additionally, this species is the main radical involved in
biological processes and therefore a complete understanding about this system is
desirable. The results from static MP2 and B3LYP calculations, along with those
obtained using the respective force fields in an MD simulation, are displayed in Table
3.12.
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Table 3.12: The geometry and HFCCs obtained for the HOO radical from static and molecular dynamics (Ar,
4K) calculations at various levels of theorz. _
r(HO) r(O0) L(HOO) A, (H) Ay (0) A 0)

B3LYP/6-311G(d,p) Static 0.975 1.328 105.5 9.1 72 -114
B3LYP/6-311G(d,p) Ar, 4K 0977 1330 105.5 9.1 7.2 -11.4
MP2/6-31G(d,p) Static 0975  1.326 104.4 -8.2 -15.0 -39.2
MP2/6-31G(d,p) Ar, 4K 0976  1.327 104.4 8.2 -15.0 -39.0
QCISD/6-311G(d,p) Static 0.969 1333 104.3

QCISD/6-311+G(2d,p)*  Static -10.2 -11.6 224
B3LYP/6-311+G(2d,p)*  Static -8.8 1.7 -13.0
Experimental® -10.2

“Results obtained from a single-point calculation at the QCISD/6-311G(d,p) geometry.
PReference (57).

The geometries calculated at both the MP2 and B3LYP levels in the gas phase are
very similar (Static, Table 3.12). However, the HFCCs calculated at the respective levels
are very different. This reflects the fact that MP2 overestimates the isotropic HFCC as
discussed in Chapter Two. The oxygen HFCCs calculated at the B3LYP level (-7.2 and
-11.4 G) do not resemble those obtained experimentally for other small peroxyl radicals.
For example, the inner and outer couplings obtained experimentally for FOO (CIH,COO)
are -14.5 (-11.1) and -22.2 (-22.3) G, respectively. The time-averaged geometries
obtained from the MD simulations (Ar, 4K; Table 3.12) are very similar to the static
results. The fluctuations in the HO and OO bond lengths observed with both the MP2
and B3LYP force fields are relatively small. More precisely, deviations from the average
results were approximately +0.02 and +0.025 A, respectively. Deviations in the HOO
bond angle from the average value obtained with the MP2 force fields (+2°) are much
smaller than those obtained with the B3LYP forces (6.5°), despite the fact that the
frequency of the oscillations is similar. This supports data in the literature indicating that
DFT transition barriers are much lower than those predicted by MP2. Similar to the
geometries, the averaged HFCCs obtained from the simulations are nearly identical to
those obtained at the same level of theory in static calculations. Larger changes in the
HFCCs have been observed in many other radicals once molecular vibration is taken into
account (for example, see Table 2.4, Chapter Two).

Since the calculated HFCCs do not change upon inclusion of matrix and
vibrational effects, it is of interest to examine the HFCCs in HOO with a high-level of
theory. From the work presented on the hydroxyl radical, it is known that either QCI or
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CC methods are required to improve upon DFT results for oxygen HFCCs. Thus, the
geometry of HOO was calculated at the QCISD/6-311G(d,p) level and HFCCs obtained
through a single-point calculation with a larger basis set (6-311+G(2d,p)). From the
results (Table 3.12) it can be seen that the geometry calculated with QCISD is very
similar to those obtained from B3LYP and MP2. However, the QCISD HFCCs are much
different from those previously obtained. Additionally, the hydrogen isotropic coupling
is in excellent agreement with available experimental data and the oxygen couplings
closely resemble those obtained for other small peroxyl! radicals. The HFCCs calculated
with B3LYP at the QCISD geometry with a slightly larger basis set (6-31 1G+(2d,p)) are
not much different from those obtained from the simulations.

These results indicate that the inclusion of matrix and vibrational effects are not
sufficient to yield HFCCs for the HOO radical in agreement with a value expected from
experimental studies on other peroxyl radicals. Additionally, couplings that are more
reasonable can be obtained for this species if QCISD is examined. This reemphasizes
one of the main sources of error outlined in the previous section. More specifically, the
QM/MD method cannot overcome the main deficiencies of the QM method employed.

3.4.4 The FOO Radical

The uncertainty of the FO bond length in FOO has been discussed in Section
3.2.3.1. This peroxyl radical, as well as its peroxide analogue (FOOF), is well known to
be a difficult test for current computational methods.>>*® From the data presented earlier,
the experimental FO bond length in FOO (1.649 A) is drastically underestimated with
MP2 (1.38 A), while many DFT methods yield a value (1.62 A) close to that observed
from experimental gas phase studies. However, if a high degree of spin contamination is
observed in the DFT calculation, then the predicted bond length (1.82 A) is much longer
than the experimental value. Regardless of the geometry employed, the calculated
HFCCs are in poor agreement with experimental data.

In a recent CCSD(T) study of FOO, the HFCCs were investigated as a function of
increasing FO bond length.*® Nine single-point calculations were performed and it was
determined that the best agreement with experimental data could be obtained with an FO
bond length of approximately 1.58 A, which is shorter than predicted experimentally
(1.649 A). The great dependence of the HFCCs in FOO on the FO bond length, and the
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differences between the experimental bond length and that required to calculate accurate
couplings, indicate that the FO bond length is in reality shorter than reported
experimentally. Thus, a reexamination of the experimental results was suggested. An
alternative explanation is that the matrix used to study the HFCCs experimentally
influences the radical's geometry. For example, the matrix could compress the elongated
FO bond length measured in gas phase experiments to yield HFCCs in good agreement
with those calculated at shorter bond lengths. This seems unlikely, however, since
identical isotropic '°’F couplings were obtained in both Ar and CFs matrices.
Alternatively, the experimental HFCCs could be modified through a vibrational
averaging of the long and short FO bond lengths.

The possibility that the FO bond length is shortened in the experimental matrix or
that the HFCCs are dependent upon vibrational effects can be investigated with the
QM/MD method. The geometries and HFCCs obtained with both the MP2 and B3LYP
force fields are displayed in Table 3.13. As discussed above, differences exist between
the MP2 and B3LYP geometries for this radical. However, the results obtained from
static, gas phase calculations for a particular method and the averaged data obtained with
the same QM method from simulations in Ar at 4 K are very similar. The deviations
from the averaged r(FO), r(OO) and £(FOO) values at the MP2 level are +0.01, +0.06
and +2°, while the deviations in the B3LYP results are +0.15, +0.04 and +9°,
respectively. As opposed to the HOO radical, a great deal of motion is exhibited for FOO
under the B3LYP force field. Despite these large oscillations, the HFCCs obtained with
the B3ALYP/MD method are nearly identical to those obtained from static calculations.
Neither the B3LYP nor the MP2 HFCCs are in good agreement with experimental data.
Since no difference was observed between DFT HFCCs in the gas phase and in an Ar
matrix, the inconsistencies between experimental and theoretical geometries must not be
due to matrix effects, but perhaps the theoretical method employed.

To investigate HFCCs obtained from high-level calculations, the geometry of
FOO was optimized at the QCISD/6-311G(d,p) level (Table 3.13). The QCISD r(00O)
and Z(FOOQ) parameters are in good agreement with the experimental data. However, the
calculated FO bond length (1.588 A) is shorter than the experimental value (1.649 A).
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Table 3.13: The geometry and HFCCs obtained for the FOO molecule from static and molecular dynamics (Ar,
4K) calculations at various levels of theory.

1(FO) KOO0) Z(FOO) Al F)  Asl70)  Anl0O)

B3LYP/6-311G(d,p) Static 1.791 1.185 111.6 -26.7 25.3 -15.6
B3LYP/6-311G(d,p) Ar, 4K 1.788 1.188 111.4 -27.0 21.6 -15.1
MP2/6-31G(d,p) Static 1.383 1.251 109.6 13.3 -18.1 -44.6
MP2/6-31G(d,p) Ar, 4K 1.382 1.253 109.5 12.6 -8.2 -44.4
QCISD/6-311G(d,p) Static 1.588 1.203 110.6

QCISD/6-311+G(2d,p)* Static -13.5 -13.5 -21.5
B3LYP/6-311+G(2d,p)* Static -17.9 -6.2 -13.0
Experimental® 1.649 1.200 111.2 -12.8 -14.4 -22.1

“Results obtained from a single-point calculation at the QCISD/6-31 1G(d,p) geometry.
*References (1), (12), (13) and (27).

The HFCCs calculated by a single-point calculation with QCISD/6-311+G(2d,p) are in
very good agreement with the experimental couplings (Table 3.13). Additionally,
HFCCs calculated at the QCISD geometry with B3LYP/6-311+G(2d,p) are in much
better agreement with the experimental values than those obtained at the B3LYP
geometry or the time-averaged geometry from the simulations. However, the B3LYP
HFCCs are still far from the experimental values. It should be noted that the optimized
QCISD FO bond length is close to the value predicted by scanning the FO bond length
and comparing CCSD(T) HFCCs to experimental results.

In summary, poor agreement is observed between experimental HFCCs and
geometries and those calculated at 0 K in the gas phase. Theoretical data in better
agreement with experiment are not obtained upon inclusion of vibrational and matrix
effects, which indicates that these effects are small and not responsible for the
discrepancies. However, when geometries with FO bond lengths shorter than the
experimental value are used to calculate the HFCCs, good agreement between theoretical
and experimental HFCCs is obtained. Since HFCCs are highly dependent on geometry,
deviations between experimental and theoretical FO bond lengths must be explained by
possible errors in the experimental data. Thus, a reexamination of the experimental
geometry for FOO is necessary to help clarify these inconsistencies.

3.4.5 The CIOO Radical

A molecule closely related to FOO is the chloroperoxyl radical (CIO0). This
species has also been under both theoretical and experimental investigation. It is

primarily of interest due to its long CIO bond length (similar to that observed for FOO).
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This radical has been identified as an important radical in ozone depletion and its lifetime
is too short to allow for detailed studies of its properties. The most accurate geometry
calculated for this radical has been obtained with MRCL.%° The R(CIO), R(O0O) and
Z£(ClOO) values determined with this method are 2.139 A, 1201 A and 115.7°,
respectively. These values were verified through comparison with experimental data
obtained in both argon and neon matrices.®! Experimental studies of CIOO embedded in
a KClO4 matrix,? concluded that the matrix cavity into which the radical must be
embedded is small. Therefore, it was predicted that a compressed geometry is present in
this matrix. The r(ClO), r(OO) and £(CIOO) values were estimated to be equal to 2.0 A,
1.20 A and 112°, respectively.

Despite the geometrical differences predicted when CIOO is placed in argon
versus KClO,, the chlorine isotropic hyperfine coupling constant has been measured in
both matrices and determined to be nearly identical. This implies that either the HFCCs
are insensitive to the geometry or that the geometries observed in Ar and KCIO4 matrices
are very similar despite the available experimental data. In a previous theoretical study,
the HFCCs in CIOO were calculated at both experimental geometries through single-
point calculations at the CCSD(T) level. Naturally, it was determined that the HFCCs
depend on the geometry employed. This implies that the latter explanation for the
experimental discrepancies must be true. More specifically, the geometry in both argon
and KClOs matrices must be the same in order to obtain similar couplings in both
experiments. Thus, once again it appears that more detailed experimental work must be
performed on this radical.

3.4.6 Summary of QM/MD Study

The hyperfine coupling constants in small inorganic peroxyl radicals have been
discussed in the present section. It has been shown that DFT (the B3LYP functional)
cannot adequately calculate the HFCCs in these systems. Through the investigation of
time-averaged properties it was hoped that data in better agreement with experiment
would be obtained. This was examined through the combined QM/MD technique, where
the radical of interest was placed in an argon matrix and simulations were performed at a

temperature of 4 K. Neither the time-averaged geometrical properties nor the HFCCs
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obtained from the simulations were drastically different from those obtained from static,
gas phase calculations, despite the fact that large oscillations were observed in some
instances. The results indicate that neither the Ar matrix nor the vibrational averaging
affects the HFCCs in HOO and FOO. Thus, differences between experiment and theory
must lie entirely in the quantum mechanical method employed. This illustrates one of the
main sources of error for the combined QM/MD method, namely the QM method
implemented.

High-level ab initio methods (QCISD) must be used to improve upon the results
obtained from DFT for both HOO and FOO. Once QCISD was implemented, HFCCs in
good agreement with experimental data for FOO were obtained. Additionally, the
couplings calculated for HOO with QCISD were in good agreement with the
experimental hydrogen coupling and oxygen couplings observed for other small peroxyl
radicals. The geometry obtained with QCISD for FOO consists of a shorter FO bond
length than the experimental value, even though the experimental and calculated HFCCs
are in good agreement and calculated HFCCs have been previously shown to be very
dependent on the geometry. This provides evidence that the experimentally reported
geometry may not be reliable and further experimental work would be very useful. The
discussion presented for CIOO lends more credibility to this conclusion. In particular, it
can clearly be understood that more detailed experimental work must be performed on
ClIOO to determine an accurate geometry. Due to the similar nature between these two

species, it is not surprising that a reinvestigation of both radicals is desirable.

3.5 Conclusions

An in-depth investigation of oxygen hyperfine coupling constants was undertaken
in the present chapter. Large alkyl peroxyl radicals were investigated through the use of
density-functional theory. The calculated couplings were in fair agreement with
experimental results. However, it was noted that couplings which agree much better with
experiment have been obtained for nuclei different than oxygen in other theoretical
investigations. Despite the disagreements between theory and experiment for the oxygen
centered couplings, information about the location of the unpaired spin density in alkyl
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peroxyl radicals was obtained. The fluoroperoxyl radical was also investigated with DFT
and the couplings for this species are in very poor agreement with experimental results.

In order to improve upon the DFT results for oxygen couplings, the MRCI
technique was investigated by examining the couplings in the hydroxyl radical. It was
determined, after great computational efforts, that this method is not adequate to calculate
the property at hand for the hydroxyl radical. The faults in this method lie mainly in the
difficulties encountered when choosing the reference space. It was concluded that
additional reference configurations provide only small contributions to the oxygen
isotropic hyperfine coupling constant and therefore convergence of the MRCI results is
slow. It was also determined that the MRCI wave function for the hydroxyl radical
cannot be easily adjusted to recover effects neglected by the ROHF reference determinant
(spin polarization). Other ab initio methods were also examined including QCI and CC
based techniques. It was determined that once enough electron correlation is included in
a calculation, it does not matter whether UHF or ROHF is used as a reference
determinant. Additionally, it was concluded that either QCISD(T) or CCSD(T) is
required to accurately calculate oxygen couplings in small molecules. Thus, these
methods can account for the deficiencies in the UHF and ROHF reference determinants
more efficiently than MRCI. These methods were able to recover approximately 92% of
the experimental 'O HFCCs, whereas MRCI recovers only 82%.

Besides the direct faults of the DFT method, the extremely poor results observed
for fluoroperoxy! radical may be due to geometrical effects imposed by the experimental
matrix or molecular vibration. These two possibilities were investigated for the HOO and
FOO molecules through a combined QM/MD method. Both MP2 and DFT were used as
the QM method. It was determined that neither the geometries nor the HFCCs in HOO
and FOO changed drastically upon inclusion of matrix or vibrational effects. This
indicates that DFT is to blame for the poor agreement between theory and experiment.
Through the use of QCISD, accurate couplings were obtained for both molecules. The
FO bond distance calculated with QCISD is shorter than that determined experimentally,
despite the fact that the HFCCs are in good agreement with experimental data. This
information, in addition to experimental and theoretical discrepancies observed for the
ClIOO radical, was used to speculate that the available experimental geometries for both
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fluoro and chloroperoxyl radicals are inadequate and reexamination of this property is
necessary.

Thus, the present chapter clearly shows the difficulty encountered when
calculating accurate hyperfine coupling constants. It was illustrated that DFT will yield
couplings in fair agreement with experiment for large molecules, however a deviation as
large as 80% from the experimental value must be accepted when implementing this
method for the calculation of oxygen coupling constants. For small molecules, QCI

appears to be a wise choice to determine accurate couplings.
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CHAPTER FOUR
Elucidation of the Main Radiation Products in Prymidine Components

4.1 Introduction

The structure and chemical numbering of the three major pyrimidine bases are
displayed in Figure 4.1. Thymine is an important target for radiation damage and, thus, is
the DNA base for which the most experimental literature exists.'> An assortment of
electron spin resonance (ESR) work has been done on this base and many debates exist in
the literature over possible radiation products, such as the protonation state of the
anion.>* A lot of experimental work on cytosine has also appeared in the literature and
it has been under dispute whether thymine or cytosine is the primary site of electron gain
upon irradiation of full DNA.S It is also of interest to investigate uracil, since it replaces
thymine when RNA is investigated rather than DNA, although limited experimental work
is available. Many theoretical calculations have been performed previously to obtain a

variety of properties, excluding the HFCCs, of the pyrimidines.’
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sl «l I
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Figure 4.1: The chemical structure and numbering of thymine (I, 5-methyl-2 4-dioxypyrimidine),
cytosine (II, 2-oxy-4-aminopyrimidine) and uracil (111, 2,4-dioxypyrimidine).

In order to examine the extent of radiation damage in DNA thoroughly, an initial
investigation must be performed to determine the most important reaction products.
Some of the mechanisms that give rise to the various forms of radiation damage will be
the subject of a subsequent chapter. Thus, in the present chapter, the possible
hydrogenation (net -H addition), dehydrogenation (net -‘H removal) and hydroxylation
products (net -OH addition), as well as the anion and the cation, of thymine, cytosine and
uracil will be discussed. In particular, density-functional theory (DFT) has been used to
calculate the HFCCs in potential radical radiation products and these results will be
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compared to those obtained from single-crystal ENDOR studies on base derivatives. It
should be noted that the calculation of accurate isotropic HFCCs requires both a good
description of electron correlation and a well defined basis set, as discussed in Chapter
Two. On the other hand, accurate anisotropic HFCCs can be calculated more easily.
Thus, comparison of anisotropic hyperfine tensors can be used as an accurate guide to
identify radical sites even when less satisfactory agreement is obtained for the isotropic

component.

4.2 Computational Details

The potential energy surfaces for possible radiation products were explored using
Becke's three-parameter exchange functional (B3)® in combination with Lee, Yang and
Parr's correlation expression (LYP)’ and Pople's 6-31G(d,p) basis set.'® It should be
noted that for thymine at least two main conformers were obtained corresponding to
eclipsed and staggered methyl conformations relative to the CSC6 double bond as
determined in an investigation of thymine tautomers.!'! The minimum energy
conformations were located for each potential radiation product and frequency analyses
were performed to ensure these to be local minima. The zero-point vibrational energy
can be accounted for through the use of a scale factor of 0.9804.'

Two sets of single-point calculations were performed on the global minima. First,
the B3LYP hybrid functional and Pople's 6-311G(2df,p) basis set'® were used to obtain
relative energies and spin densities. The geometry optimizations and this set of single
point calculations were carried out using GAUSSIAN 94.'3 Secondly, HFCCs were
obtained using Perdew and Wang's nonlocal exchange (PW),'* Perdew's nonlocal
correlation functional (P86)'° and Pople's 6-311G(2d,p) basis set.'® In some cases, the
isotropic HFCCs were obtained using the B3LYP single-point calculations described
above, but it should be noted that nearly identical results were obtained with both
functional forms. The present combination of methods has previously been employed in
studies of model 7-radicals.'® These calculations were carried out with the deMon
program,'’ using the (5,4;5,4) family of auxiliary basis sets for the fitting of the charge

density and the exchange correlation potential.



Elucidation of the Main Radiation Products in Prymidine Components 95

4.3 Thymine

4.3.1 Previous Experimental Work

Perhaps the most accurate data available for the hyperfine coupling constants
(HFCCs) in thymine (Table 4.1) are from Sagstuen et al. who performed careful ENDOR
studies on anhydrous thymine (T),'® 1-methylthymine (1MeT)'® and deoxythymidine
(dT).>" The major components identified in irradiated crystals of deoxythymidine'®
include the O4 and C6-hydrogenated radicals, the radical formed through hydrogen
abstraction from the methyl group and a sugar group alkoxyl radical. Minor products

Table 4.1: Experimental HFCCs (G) obtained in thymine derivatives.

Radical Molecule Ao Tw Tyy T
O4-hydrogenated  T° "C6H" -142- 82 10 712
"O4H" 123 -26 -25 5.1

"CS-CH" (3) 26 06 -04 1.1

"N3H" 21 25 .07 3.1

1MeT" "C6H" -13.5 .83 14 6.9

"N3H" 23 .12 -04 25

*CS-CH" (3) 21 .06 -04 1.1

dar® "C6H" -11.8 8.1 1.0 7.1

"O4H" 11.8 34 -14 20

"C5-CH" (3) 24 07 -04 1.1

"N3H" .19 23 .08 3.1

CH;-dehydrogenated T'® "C6H" -10.7 48 -04 5.3
"C5-CH" -15.7 8.1 0.3 7.9

"C5-CH" -164 90 06 8.4

"N3H" -1.0 09 -08 1.7

1MeT" “C6H" 92 41 -04 4.6

"CS-CH" -157 -84 02 8.3

"CS-CH" -166 92 08 84

daT® "C6H" -102 47 -04 5.2

"C5-CH" -153 80 00 8.0

"C5-CH" -161 90 08 8.2

CS-hydrogenated T'® "CSH" 486 -1.7 -0.7 24
"C6H" -19.2  -11.2 1.0 10.

1MeT" "C5H" 490 -17 -05 22

"C6H" -199 -11.2 09 104

dar"® "CSH" 474 1.7 -09 2.7

C6-hydrogenated T "C6H" 453 .16 -09 25
"C6H" 320 .16 -1.1 2.6

"C5-CH" (3) 200 -10 -09 1.9

daT® "C6H" 417 -16 -09 24

"C6H" 395 1.7 29 2.7

N1-methyl IMeT:9MeA® "NI1-CH" =207 -109 1.2 9.7
dehydrogenated "N1-CH" -19.1  -10.8 03 104
IMeT:9MeA®  "NI-CH" -199  -11.1 1.1 100

*N1-CH" -198 -108 0.2 105

not assigned IMeT" 193 09 -08 1.7
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observed in deoxythymidine include the C5-hydrogenated radical and a sugar radical
formed through abstraction of the C1' hydrogen. The main products determined to be
formed in 1-methylthymine'? include the O4 and C5-hydrogenated and the C5-methyl
dehydrogenated radicals. One coupling was left unassigned in these crystals.
Examination of the co-crystals of 1-methylthymine and 9-methyladenine (1MeT:9MeA )*°
led to the elucidation of the products formed through abstraction of hydrogen from the C5
and N1-methyl groups as the major products and the 04, C5 and C6-hydrogenated
radicals as the minor products. An investigation of anhydrous thymine'® identified the
radicals formed through hydrogen addition to the 04, C5 and C6 positions and those
formed through hydrogen abstraction at the C5-methyl group as the major radiation
products. The N1-dehydrogenated species was also observed as a minor product. In
addition, a radical pair formed by linking two CS-methyl dehydrogenated radicals was
also identified. Since calculations were performed on T rather than substituted
analogues, the calculated results within this chapter will be discussed predominantly
through comparison to the experimental work on anhydrous thymine.

4.3.2 Anion and Cation

Base anion and cation radicals are of interest since theories of direct radiation
effects are centered on the formation of these radicals, which are thought to subsequently
lose or gain a proton to become neutral radicals. The calculated data for the thymine
anion and cation are displayed in Table 4.2. The calculated values for the adiabatic
ionization potential (IP) and the adiabatic electron affinity (EA) are 196.0 kcal/mol and
-14.8 kcal/mol, respectively. The IP is slightly lower than the value determined
experimentally’'?? (204.6 kcal/mol) and that calculated at the MP2 level® (204.1
kcal/mol). Unlike the IP, experimental gas phase electron affinities have not been
reported for the DNA bases.?* The adiabatic electron affinity of thymine in dimethyl
sulfoxide was reported to be 18.2 kcal/mol,®* which is slightly larger in magnitude and
opposite in sign than our computed value. Sevilla et al.> computed the adiabatic EA at
the SCF level (with scaling) to be 7.2 kcal/mol. Comparison of the computed HFCCs
and the experimental values obtained from the various thymine derivatives indicates that

even at low temperatures, the cationic species is not observed.
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Table 4.2: Calculated electron affinity, ionization potential and HFCCs (G)
for the thymine anion and cation.

“Radical Atom A  Tox Ty Tz
C; Anion NI1H 23 1.6 -13 29
(EA =-14.8 kcal/mol) N3H -1.6 -16 -07 22

C6H 49 .74 01 715
CS5-CH (1) 28 09 -05 14
C5-CH (1) 33 411 05 1.6
C5-CH (1) 03 09 06 15
C, Anion NIH -19 .16 -12 28
N3H 22 -19 08 27
C6H <155 89 1.1 78
CS5CH (2) 10 -09 -05 14
C5CH (1) 04 08 07 1.5
Cation NIH 78 -S4 -16 7.1
(IP = 196.0 kcal/mol)  C6H -7 19 -14 34
CS-CH (2) 357 -1.7 08 25
CS5-CH (1) 0.1 -10 -01 17

Many conflicting reports regarding the protonation state of the thymine anion
exist in the literature. For example, Sagstuen ez al's ENDOR measurements on single
crystals at low temperatures™'*'* and pulse radiolysis studies on aqueous solutions?
indicate that the anion is protonated. However, Bemnhard and Patrzalek’s ESR work on
oligomers in aqueous low temperature glasses suggests that the anion is not protonated.’
The geometry of the thymine anion was calculated to be severely puckered and the
resulting HFCCs (Table 4.2) are quite different from those assigned experimentally to the
O4-protonated radical. If it is assumed that a planar geometry exists experimentally due
to crystal effects, a different set of isotropic coupling constants is obtained (Table 4.2, C;
anion). The isotropic HFCCs obtained for the planar thymine anion are much closer to
those assigned experimentally to the O4-protonated form and B3LYP/6-31 1G(2df,p)
single-point calculations indicate that the planar geometry is only 1.9 kcal/mol higher in
energy than the nonplanar anion. Despite the fair agreement with experiment for the
planar anion, the calculated results for the Od4-protonated radical confirm the
experimental assignment to the O4-hydrogenated product in T. The hypothesis that the
anion exists in an O4-protonated form in single-crystals will be discussed in more detail
in the following seciion.

4.3.3 Net Hydrogen Atom Addition Radicals

From the relative energies displayed in Table 4.3, it can be observed that the C6-
hydrogen addition product is the lowest lying species in this radical class. The CS5-



Elucidation of the Main Radiation Products in Prymidine Components 98

Table 4.3: Calculated relative energies (kcal/mol) and HFCCs (G) for thymine

hydrogenated radicals.
T Relative
Radical Energy Atom Aio T Tyy Tr
C6-hydrogenated 0.0 NIH 0.6 06 -0.5 1.1
N3H -1.6 -14 -0.8 22
C6H 339 -1.5 1.1 2.6
C6H 339 -1.5 -1 2.6
C5-CH (2) 28.8 -1.5  -1.1 2.6
CS5-CH (1) 0.8 -14  -1.1 25
C5-hydrogenated 29 NI1H -3.08 26 -1.5 4.2
C6H -15.9 -11.2 .02 114
CS-CH (1) 0.2 -0.7 -05 1.2
C5-CH (1) 0.7 -14 .07 2.1
CS-CH (1) 0.6 09 -09 1.7
CSH 41.9 -1.5 -1 25
O4-hydrogenated 12.6 NIH -34 29 -13 4.2
N3H -34 29 -10 3.9
C6H -15.1 -85 -04 8.1
C5-CH (2) 45 0.7 -03 1.1
C5-CH (1) -0.9 0.7 .07 14
O4H -1.6 -1.7 -1.6 33
O2-hydrogenated  28.2 NIH -1.8 23 -19 4.1
N3H -23 3.2 -2t 53
C6H 1.2 09 -0.2 1.1
CS-CH (2) 5.8 05 -03 0.8
C5-CH (1) 0.1 04 -04 0.8
O2H 7.6 49 -24 7.3

hydrogen addition product lies only 2.9 kcal/mol above the C6H product, while the
products formed by H-addition to the O4 and O2 positions lie 12.6 and 28.2 kcal/mol
higher in energy, respectively. From the energetics, it can be concluded that the product
formed by H-addition to the O2 position is a minor species, which is confirmed by the
absence of its assignment experimentally. It should be noted that conclusions based on
these energetics regarding which radiation products are most predominant are solely
dependent upon thermodynamics. Kinetic effects and reaction intermediates may also be
important. Such information can be obtained through careful investigations of the
reaction mechanisms for the formation of the various products.

Comparison of the experimental and calculated HFCCs in the O4-hydrogenated
product indicates that good agreement between the two sets of data is obtained for all of
the HFCCs except for the O4H coupling. The spin density in this molecule was
concluded from experimental data to exist predominantly on C6 (0.50) and C4 (0.40),
with a small amount on C5 (0.08). This is in good agreement with calculated results,
obtained from a Mulliken population analysis (0.56, 0.36 and -0.12 on C6, C4 and CS,
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respectively) indicating that an accurate description of the spin distribution in this radical
is obtained with the level of theory implemented. The question remains as to why the
O4H couplings do not correspond.

Experimentally, the relatively large coupling (12.3 G) assigned to the O4-
hydrogen was speculated to be due to an out-of-plane position for this atom. Semi-
empirical calculations performed by Sagstuen et al.'® support the initial predictions of an
out-of-plane hydrogen configuration. The present study indicates that at a higher level of
theory the O4-hydrogen moves back into the molecular plane resulting in a very small
HFCC (-1.6 G). Effects of an out-of-plane position on the O4H HFCCs were
investigated through single-point calculations performed by fixing the ring geometry, as
this is expected not to change considerably, and varying the HO4C4C5 dihedral angle ()
in steps of ten degrees out of the molecular plane. These single-point calculations (Table
4.4, left columns) indicate that the isotropic O4H HFCC is very dependent on the
dihedral angle and a maximum HFCC (= 22 G) is obtained at an angle of 90° out of the
molecular plane. The rotational barrier is very small, approximately a 2 kcal/mol
difference between the in-plane position and the position 90° out of the plane, and a 5
kcal/mol difference when the hydrogen is cis relative to the C4N3 bond. Comparing
experimental and theoretical HFCCs, it can be predicted that the hydrogen is located at an
angle of approximately 50° out of the molecular plane (8 = 50 or 130°) in the
experimental environment. The rotation of this dihedral angle does not modify the spin
distribution in the radical which as previously mentioned is primarily located on C6
(0.55+0.02) and C4 (0.36+0.06).

Table 4.4: The relative energy (kcal/mol) and change in the O4H HFCCs (G) upon
rotation of the HO4C4CS dihedral angle (deg.) and the methy! group.

“Dihedral Methyl group optimized Methyl group rotated
Angle Ai(O4H) Relative Energies A;(O4H) Relative Energies
0 -1.6 0.0 1.7 1.6
20 0.7 0.2 0.6 1.3
40 7.2 0.6 7.2 1.0
60 15.1 1.2 15.6 0.6
80 21.6 1.7 21.7 0.3
100 234 2.0 228 0.1
120 19.2 25 18.3 0.0
140 11.0 33 10.1 04
160 23 4.6 1.9 1.1

180 -1.7 5.2 -1.7 1.5
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The difference between theory and experiment for the molecular geometry of this
radical arises due to the rapid rotation of the methyl group in the experimental
environment, which is characterized by the presence of three equivalent methyl group
protons in the ENDOR spectra. Accounting for the rotation of the methyl group, the O4-
hydrogen and the in-plane methyl hydrogen positions are only separated by 1.62 A in the
calculated geometry. The effects of this unfavorable interaction'® and the unfavorable
interaction with the N3-hydrogen are expected to result in an out-of-plane position for the
O4H in the crystals. This hypothesis is confirmed by additional single-point calculations
performed by rotating the HO4C4CS dihedral angle as before, but fixing the methyl
group in a staggered orientation with respect to the C5C6 double bond (Table 4.4, right
columns). In this case, the lowest energy orientation for the O4H is at an angle of
approximately 50-60° out of the molecular plane (6 ~ 120-130°), the same position that
yields the experimentally determined O4H HFCC.

Sagstuen et al.’ suggested that the anion and its O4-protonated form could be
distinguished through anisotropic data. Comparison of the couplings calculated for the
anion (both C; and C; forms) and the O4-hydrogenated radical to those obtained
experimentally indicates that this may be true. In particular, the anion and its O4-
protonated form could be identified by differences in the anisotropic data for the
nitrogen-bonded protons provided sufficient experimental resolution is achieved.

The results obtained for the thymine O4-hydrogenated radical can be extended to
l-methylthymine and deoxythymidine since geometric and electronic changes are
expected to be small upon substitution at the N1 position. Comparison of calculated and
experimental HFCC:s indicates that the O4-hydrogen remains in the molecular plane and
at an angle of approximately 60° out of the molecular plane in 1MeT and dT crystals,
respectively. The differences in these systems relative to unsubstituted thymine arise due
to the characteristic hydrogen bonding patterns in the crystals.

The radical generated through net H atom addition to C5 displays interesting
geometrical effects. When a hydrogen atom is added to this position, the molecule
becomes distorted at C5 while the rest of the ring remains planar leading to two possible
orientations — pseudo-axial and pseudo-equatorial. The radical with hydrogen in the
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pseudo-axial position, almost perpendicular to the molecular plane, is lower in energy by
0.7 kcal/mol. This agrees with the most stable conformation observed for 5,6-
dihydrothymine.”> A spin density of 0.79 at C6 leads to a large isotropic coupling for the
out-of-plane CSH (41.9 G) and a smaller coupling for C6H (-15.9 G). These calculated
couplings (Table 4.3) match well with the experimental predictions (Table 4.1) where a
large coupling was assigned to a f-hydrogen orientated in a position perpendicular to the
thymine base.'®* A second coupling was experimentally assigned to the hydrogen at the
C6 position, and the spin density at C6 was predicted to be 0.75.

It was previously concluded that C6-hydrogen addition predominates over C5-
hydrogen addition (59.5% versus 37%).! The calculated energy difference between these
two products (2.9 kcal/mol) accounts for the slight preference of hydrogen addition to the
C6 site. The HFCCs for the C6-hydrogenated product do not match as well as those for
the C5 product. Experimentally, the hyperfine coupling tensors for two P-methylene
protons could be clearly extracted in anhydrous thymine.'®* The isotropic coupling
constants for the two protons are remarkably different from one another (45.3 versus 32.0
G) indicating a locally distorted structure. An additional coupling (20.0 G), assigned to
the C5-methyl protons, was also observed. Theoretically, the geometry for this radical
was optimized to a near-planar structure resulting in equivalent C6H couplings (33.9 G)
and a rotationally averaged C5-methyl proton coupling of approximately 19 G. Since the
calculated and experimental anisotropic data for the C6-hydrogenated radical are in good
agreement and no other set of couplings calculated for all possible radiation products are
closer to those assigned experimentally to the C6-hydrogenated radical, it can be
concluded that the calculations support the experimental assignment of this radical.

It can be speculated that some external influence causes the C6 position to be
slightly puckered in the experimental setting, hence rendering two different experimental
HFCCs. In ENDOR studies of deoxythymidine, the C6-hydrogenated radical was also
observed. In these crystals, the two C6H HFCCs differ by only 2.2 G rather than 13.3 G
as in thymine. This supports our hypothesis that crystal effects lead to great puckering.
This proposal does not agree with the work of Dulcic and Herak?®* who examined both
anhydrous and monohydrate thymine crystals. In their study, both crystals exhibited
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different couplings for the C6-hydrogens and they concluded that it is an internal
property of the molecule that leads to inequivalent C6-hydrogens.

4.3.4 Net Hydrogen Atom Abstraction Radicals

The C5-methyl dehydrogenated product is the lowest lying species for the radicals
formed by net hydrogen atom abstraction. The N1, C6 and N3-dehydrogenated radicals
lie 8.9, 24.4 and 34.3 kcal/mol higher in energy, respectively, than the lowest lying
species (Table 4.5). The C6 and N3 dehydrogenated radicals are expected to be minor
species based on the energetics which is confirmed since neither of these radicals were
observed in the ENDOR spectrum of anhydrous thymine. '3

Table 4.5: Calculated relative energies (kcal/mol) and HFCCs (G) for thymine

dehydrogenated radicals.
T ~Relative

Radical Energy Atom Ao T Ty Tr
“CH;-dehydrogenated 0.0 NIH 25 1.8 -1.1 29
N3H 0.1 -04 0.1 04
C6H -114 54 0.7 6.1
CS-CH (1) -15.1 -89 -0.1 9.0
C5-CH (1) -141 -81 -05 86
N1-dehydrogenated 8.9 C6H 25 -1.5 0.0 1.5
CS5-CH (2) 260 -13 .07 1.9
CS-CH(1) 04 -09 -08 1.7
C6-dehydrogenated 244 N1H 134 27 20 47
N3H 07 -0.7 -06 13
C5-CH (2) 22 0.7 -06 1.3
Cs-CH (1) 07 -06 -09 25
N3-dehydrogenated 343 N1H 06 -10 -02 1.2
C6H 1.0 -09 -04 1.3
CS5-CH (2) 1.3 -0.8 00 08
CS-CH (1) 04 -09 -08 1.7

The C5-methyl dehydrogenated product has been observed in almost every ESR
study on thymine to date.> Experimentally,'® this radical is characterized in thymine
crystals by two methyl hydrogen isotropic HFCCs (-15.7 and -16.4 G) and a small C6H
isotropic coupling (-10.7 G). The corresponding theoretical isotropic couplings are -14.1,
-15.1 and -11.4 G, respectively. In addition, the anisotropic HFCCs agree closely for all
three allylic protons. An additional weak coupling (45, = -1.0 G) was assigned to N3H
and an estimated spin density of 0.04 was assigned to N3. The calculated spin densities
indicate a smaller amount of spin on N3 (-0.01) and a greater amount on N1 (0.08).
Although the calculated isotropic couplings are small in both cases, it can be suggested
that the experimental coupling arises due to the hydrogen at N1 (-2.5 G) rather than at N3
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(0.1 G). The experimentally derived anisotropic HFCCs fall in-between those calculated
for N1H and N3H, and thus assignment to either of these atoms is not facilitated through
the examination of the anisotropic HFCCs.

The N1-dehydrogenated radical is important since most of the cation chemistry of
thymine is expected to be dominated by the removal of this hydrogen atom.?’*®* ENDOR
spectra revealed that the N1-dehydrogenated species is present in small concentrations in
anhydrous thymine, but no further information about the couplings in this radical could
be obtained. From the calculated values, it can be seen that this radical's spectrum would
be composed of a relatively large isotropic coupling (17.3 G) due to the rotating methyl
group, obtained simply as the average of the three calculated values, and a smaller
coupling (2.5 G) due to C6H. An ESR study by Dulcic and Herak®® observed what was
thought to be the N1-dehydrogenated radical. They reported a coupling assigned to a
rotating methyl group (4;,= 19.1, A; = 20.1 and A, = 18.6 G) and a nitrogen coupling
assigned to the N1 position (4= 6.4, Ay = 14.0 and A, = 2.6 G). This is in good
agreement with the calculated results for the methyl (4;,= 17.3 G, Aj=19.1and A, =
16.4 G) and NI (4= 42 G, Aj = 148 and A; = -1.1 G) HFCCs in the Nl-
dehydrogenated radical. This comparison will facilitate the elucidation of the Ni-
dehydrogenated product in subsequent solid state studies.

4.3.5 Hydroxyl Radical Addition Products

The reaction between hydroxyl radicals, generated through water radiolysis, and
DNA bases has been speculated to be a predominant pathway for indirect radiation
damage. Although hydroxyl radicals will be absent in anhydrous thymine crystals, the
C5 and C6-hydroxylated radicals were examined in the present work and the results
displayed in Table 4.6. The geometries obtained for both of these radiation products
were distorted at the site of OH radical addition. Colson and Sevilla also observed
nonplanar structures for these radicals at a lower level of theory.3¢

There exists some disagreement in the literature concerning the favored product
of OH radical addition. Many papers**'*? indicate that the C6 position in thymine is
preferred over the C5 position for hydroxyl radical addition due to the methyl group. On
the other hand, studies have shown that the C5-OH addition product is favored in a 2:1
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ratio.! The calculated energies of these two products indicate that the C6-hydroxylated
product is lower in energy by approximately 6 kcal/mol.

Table 4.6: Calculated relative energies (kcal/mol) and HFCCs (G) for thymine

hydroxyl radical addition products.
" Relative
Radical Energy Atom Ao T Ty T
C6-hydroxylated 0.0 N3H -I.1 09 -08 1.7
C6H 9.8 -1.7 1.0 2.7

C5-CH (1) 34.1 -1.6 -1.1 2.7
C5-CH (1) 28.6 -1.6 -1.0 26

CS-CH(1) 1.0 -14  -09 23
C6-OH 1.5 -2.7 0.1 2.7
C5-hydroxylated 6.2 NIH -2.5 24 -15 39
C6H -170  -11.2 -02 114
C5-CH (1) 6.0 -1.0 -04 14
CS5-CH (1) -1.0 -1.5 0.5 20
C5-CH (1) -0.8 -1.5  -03 1.8
C5-OH -04 0.7 -0.7 1.5

Two different groups have studied reactions of hydroxyl radicals with pyrimidines
in solution.**** T and 1MeT C6-hydroxylated radicals were characterized by a C6H
coupling of 15.3 and 15.1 Gand a C5-methyl coupling of 22.3 and 22.6 G, respectively.
The corresponding deoxythymidine radical was characterized by a slightly smaller C6H
coupling of approximately 11 G and a C5-methyl coupling of 23 G. The calculated CS-
methyl hydrogen coupling averaged over all three hydrogens is 21.2 G, which agrees well
with the experimental values. The calculated C6H coupling (9.8 G) is smaller than that
assigned to T and 1MeT, but in agreement with dT results. Like the C6-hydrogenated
radical, these results indicate that theory inadequately describes the puckering at the C6
position relative to that observed experimentally for T and 1-MeT. Experimentally, a
large C6H coupling (approximately 18.7 G) was assigned to the T and dT Cs5-
hydroxylated radicals. The calculated value for this coupling is similar in magnitude, but
opposite in sign.

The calculated results indicate that a distinction between the two hydroxylated
radicals can be made based on the C6H couplings, which possess a value of
approximately -17 G and 10 G in the CS and C6-hydroxylated radicals, respectively. In
addition, there is a considerable difference in « and Fhydrogen anisotropic HFCCs that
would facilitate the identification of these radicals.
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4.3.6 Summary of Thymine Results

The lowest energy dehydrogenated and hydrogenated thymine products are the
C5-methyl hydrogen abstraction and the C6-hydrogen addition radicals. Experimental
and theoretical couplings for the thymine O4-hydrogenated radical are in good agreement
except for the coupling assigned to O4H. Through analysis of changes in the HFCCs
relative to the dihedral angle, it can be concluded that this hydrogen lies out of the
molecular plane at an angle of 50, 0 and 60 degrees in T, 1MeT and dT crystals,
respectively. In thymine, the out-of-plane position is the lowest energy orientation when
interactions between the added O4H, and the N3 and freely rotating methyl hydrogens are
considered.

It was noted that considerable geometry alterations accompany hydrogen addition
to the CS position in thymine. In addition, both the C5 and the C6 hydroxyl radical
addition products exhibit similar puckering. It should also be noted that although
distortions were observed at the C5 and C6 positions, the geometry on the other side of
the ring was not altered. Since the unaltered portion of the ring is involved in base
pairing, the location of distortion could be important information when transferring the
results from studies of individual thymine crystals to irradiated full DNA samples.

All other calculated couplings for thymine are in good agreement with those
obtained experimentally and support the experimental assignment of the proposed
radicals. The 1-methylthymine radiation products were also examined with similar
theoretical techniques and the good agreement with experimental results obtained for
thymine is maintained upon methyl substitution at N1.>* This indicates that the level of
theory chosen for these studies can adequately describe the effects of radiation in thymine
DNA components, even when a larger model system is used.

Through these theoretical and experimental investigations of thymine derivatives,
a clear picture of radiation effects on thymine can be obtained. It is postulated that when
thymine is irradiated, a hydrogen atom is lost from the C5-methyl group. This produces a
supply of hydrogen atoms that can add to the base, predominantly at C6 and to a lesser
extent at C5 and O4.
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4.4 Cytosine

4.4.1 Previous Experimental Work

The most complete experimental study on cytosine derivatives has been
performed on cytosine monohydrate (Cm) crystals by Sagstuen er al.’® The crystal
structure of this derivative is composed of an extensive hydrogen bonding network.*’
Sagstuen et al.*® concluded that two major radical products are formed upon irradiation,
namely the N3-hydrogenated and N1-dehydrogenated radicals. Minor products include
the C5 and C6 hydrogen addition radicals. In addition, one large coupling was left
unassigned. The C5, C6 and N3 net hydrogen addition radicals were observed in crystals
of 1-methylcytosine (1MeC).>® The cytosine anion was assigned to a spectra observed
from cytidine 3'-monophosphate (3'CMP) crystals.>® This assignment was questioned by
Close? who proposed that the net N3-hydrogenated radical would be more likely to yield
the observed spectrum. In monohydrate crystals of deoxycytidine S'-monophosphate
(5'dCMP) the radical cation and the net N3 hydrogen addition product were assigned.*’

Table 4.7: Experimental HFCCs (G) obtained in various cytosine derivatives.

Radical Molecule Ao T Tyy T~
Anion 3’CMP>  "C6H" -12.8 -83 0.7 76
Cation 5'dCMP®  "CSH" -15.1 76 -09 8.5
"CI'H" 14.8 -1.0 -04 1.4
N1-dehydrogenated Cm®* "N4H" -5.1 33 206 4.0
"N4H" 46 22 -13 35
"CSH" -14.8 75  -03 7.8
N3-hydrogenated Cm* "N3H" 2.0 21  -05 2.6
"N4H" -1.6  -1.7 -08 24
"C6H" -13.5 -88 08 8.0
1MeC* "C6H" -13.8 85 14 7.1
S'dCMP®  "C6H" -140 87 21 6.6
CS-hydrogenated Cm* "CSH" 47.1
"CSH" 31.0
"C6H" -18.7 -113 -05 108

IMeC® “"CSH" 45.1 15 -1 2.7
"CSH" 30.8 14 .12 2.6

"C6H" -174  -11.5 09 10.6

C6-hydrogenated Cm* "CSH" -185 -10.1 00 10.1
1MeC® "CSH" -17.8  -10.7 1.1 9.6

"C6H" 477 21 09 30

"C6H" S1.3 -14 -09 23

Not assigned Cm* "C6H" -182 96 09 86

The calculated results presented within will be compared foremost to the

experimental work on cytosine monohydrate (Table 4.7). The suggested mechanism for
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radical formation in cytosine monohydrate involves net hydrogen removal from the N1
position of one cytosine and hydrogen addition to the N3 position of a neighboring
cytosine. The couplings assigned to the cation in monohydrate crystals of S'"dCMP are
similar to those assigned to the N1-dehydrogenated radical in cytosine monohydrate.
However, the N1-dehydrogenated product is not possible in 5'"dCMP since a sugar group
replaces hydrogen at this position. This is the first indication that the assignment of the
couplings in cytosine monohydrate may be incorrect and theoretical calculations should
prove fruitful.

4.4.2 Anion and Cation

The calculated adiabatic EA and IP of cytosine equal -13.8 and 194.2 kcal/mol,
respectively (Table 4.8). The IP is in good agreement with the results obtained
experimentally?' (200.1 kcal/mol) and those calculated at the MP2 level’ (194.4
kcal/mol). Both the EA and IP are slightly smaller in magnitude than the values
calculated for thymine. The largest components of the calculated spin distribution in the
cation are located on 02 (0.45), N3 (0.24) and CS (0.33), whereas in the anion over half
of the spin is concentrated on C6 (0.55). This spin distribution reflects the calculated
planar cation and distorted anion geometries and agrees well with experimental spectra
where the largest HFCCs were obtained for C5 and C6 in the anion and cation,
respectively. However, experimental (Table 4.7) and theoretical HFCCs (Table 4.8) for

Table 4.8: Calculated electron affinity, ionization potential and HFCCs (G)
for the cytosine cation and anion.

Radical Atom Ao Tox Trr Tz
C, Anion NI1H 21 34 -1.6 5.1
(EA =-13.8 kcal/mol) N4H 20 09 04 13
N4H 42 09 05 14
CSH 04 -15 -02 17
C6H 03 -80 00 80
C, Anion NIH 38 37 -13 49
N4H -16 -12 07 19
N4H -14 1.1 08 19
C6H -143 92 10 82
Cation NIH 39 21 -1.6 3.7
(IP = 194.2 kcal/mol)  N4H 02 -08 -05 1.3
N4H 02 -07 -05 1.1
CSH 81 47 -06 53

C6H 0.5 -1.0 -0.7 1.7




Elucidation of the Main Radiation Products in Prymidine Components 108

these two species are in poor agreement. A calculated isotropic C6H coupling in better
agreement with the experimental value assigned to the cytosine anion is obtained if a
planar geometry for this radical is considered (Table 4.8, C, anion). From B3LYP/6-
311G(2df,p) single-point calculations, this planar anion is only 4.4 kcal/mol higher in
encrgy than the nonplanar form. However, the anisotropic couplings are further from the
experimental results. Hence, it can be concluded that the cytosine anion and cation were
more than likely not observed directly in the experimental studies.

4.4.3 Net Hydrogen Atom Addition Products

The N3-hydrogenated radical is the lowest energy radical in this class (Table 4.9),
which is in agreement with experimental observations that this radical is formed in the
highest yield. The C5, C6 and O2-hydrogenated radicals lie 8.2, 10.2 and 13.8 kcal/mol
higher in energy than the N3 radical, respectively. The calculated spin density in the N3-
hydrogenated radical indicates that significant spin resides on C6 (0.53) and 02 (0.37)
with lesser amounts on N3 (0.09) and N4 (0.03). This agrees well with the experimental
spin distribution (0.52, 0.07 and 0.06 on C6, N3 and N4). The calculated C6H HFCCs in
this radical (Table 4.9) are in very good agreement with those obtained experimentally in
cytosine monohydrate. One of the N4H couplings is also well reproduced through the
calculations. On the contrary, the N3H coupling was calculated to be smaller than that
determined experimentally, while a large coupling (19.6 G) was obtained from the
calculations for the second amino hydrogen.

Differences in the experimental and calculated couplings for the N3-hydrogenated
radical could arise due to a rotation about the C4N4 bond in the optimized geometry
relative to that present experimentally, where hydrogen-bonding effects may be
important. More specifically, due to crystal interactions a planar radical may
predominate over one with a distorted amino group. This is confirmed through the
optimization of a radical constrained to C; symmetry. From B3LYP/6-31 1G(2df,p)
single-point calculations, the planar radical is only 3.6 kcal/mol higher in energy than the
nonplanar form. The two small N4H, the anisotropic C6H and the isotropic N3H
couplings obtained for the planar radical (Table 4.9, C; N3-hydrogenated) are in much
better agreement with experiment than those discussed above for the nonplanar form.
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The calculated geometry of the C5-hydrogenated radical displays significant ring
puckering resulting in the aforementioned pseudo-axial and equatorial positions for
hydrogen. The C6 adduct retains a planar geometry with the two hydrogens distributed
equally on opposite sides of the molecular plane. The spin density in these systems is
confined to the carbon adjacent to the hydrogen addition center (0.74 and 0.75 on C6 and
C5 in the C5 and C6-hydrogenated radicals, respectively). The couplings calculated for
the C6 adduct are in good agreement with the experimental results obtained in Cm*® and
1MeC,® the largest deviation existing for the two C6H isotropic couplings. It should be
noted that although the absolute magnitude of the calculated results is smaller than those
observed experimentally, the difference between the two C6H couplings (approximately
3 G) is well reproduced by the calculations. The failure to reproduce the difference in
these couplings in the corresponding T radical was previously discussed. On the other
hand, the experimental anisotropic tensors for the two hydrogens are different in
magnitude, a trait not reproduced by the calculated results which lie between the two
experimental values. Despite this small deviation from experiment, the assignment of the
C6-hydrogenated radical is supported by the calculations.

The anisotropic C5H couplings obtained in Cm and 1MeC crystals and assigned
to the C5-hydrogenated radical agree well with calculated results, but the isotropic
components do not concur. In particular, the two calculated isotropic CSH couplings
(44.6 and 14.0 G) deviate substantially from those observed in Cm (47.1 and 31.0 G) and
IMeC (45.1 and 30.8 G). One possible explanation is that the calculations inadequately
describe the ring puckering, as observed for thymine radicals. Since the two
experimental HFCCs are more similar in magnitude (deviate by 15 G) than the calculated
values for this radical (deviate by 30.6 G), the effects of ring puckering on the HFCCs
must be investigated. If a planar geometry (obtained through a constrained optimization)
is considered, the HFCCs of the two CS hydrogens possess equivalent values (35.3 and
35.4 G from Table 4.9, C, C5-hydrogenated). The anisotropic tensors calculated for the
planar radical are in better agreement with the experimental couplings than those
calculated for the distorted radical. Through comparison of the calculated and
experimental couplings for the C5-hydrogenated radical, it can be concluded that the

geometrical distortion in the crystal environment must lead to a nonplanar radical with
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Table 4.9: Calculated relative energies (kcal/mol) and HFCCs (G) for cytosine

hydrogenated radicals.
Relative
Radical Energy Atom Ao Tex Y §%% T
N3-hydrogenated 0.0 NIH -3.0 -28 -1.2 4.1
N3H 0.6 -25 -1.0 35
N4H 19.6 -10 -10 2.0
N4H -1.1 -1.5  -05 20
CSH 1.7 -1.6 0.6 1.0
C6H -13.7 -8.3 0.2 82
C; N3-hydrogenated NIH -2.7 25 -12 3.7
N3H -29 -26 -09 35
N4H 2.7 23 0.7 30
N4H -24 -20 -1.0 3.0
C6H -14.8 -89 0.5 85
CS-hydrogenated 8.2 NI1H -3.5 32 -16 48
C5H 44.6 -1.2 -11 23
CSH 14.0 -16 -13 29
C6H -142 -108 -03 11.1
C, CS-hydrogenated NIH -3.7 29 -1.8 4.7
C5H 354 -14  -12 26
C5H 353 -14  -1.2 26
C6H -183 -113 02 111
C6-hydrogenated 10.2 NIH -1.2 -09 -08 1.7
N4H -1.0 0.7 -0.5 1.3
N4H -1.0 -1.1  -0.5 1.6
CSH -164 -102 -0.5 106
C6H 45.1 -16 -09 25
C6H 420 -1.5  -09 25
02-hydrogenated 13.8 NIH -0.9 -3.1  -13 44
O2H -0.1 -0.5 -0.5 1.0
N4H 4.0 -1.6 -0.8 24
N4H 24 -1.5  -09 24
CSH 0.8 -1.5 0.5 1.0
C6H -12.2 -8.8 04 8.5

less puckering than initially discussed in the present study. The energy difference
between the planar and nonplanar forms for this radical is only 0.4 kcal/mol, which
indicates that interconversion between conformations is energetically feasible. The
comparison of calculated and experimental anisotropic tensors confirms the experimental
assignment to the C5-hydrogenated radical.

The O2-hydrogenated radical has not been assigned in any recent ENDOR studies
of cytosine derivatives. However, Herak et al.*' assigned a room-temperature coupling
(Aiso =-9.6 G; Ti; =-5.4, 0.7, 5.0 G) to this radical. This set of experimental couplings is
quite different from that calculated for the O2-hydrogenated radical. The only HFCCs

resembling these experimental values are those calculated for C5H in the cation, but it is
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unlikely that the cation would remain stable at this temperature. The calculated C6H
coupling for the O2-hydrogenated radical is similar to that assigned to the anion in
3'CMP crystals, as well as the main component assigned to the N3-hydrogenated radical
in a variety of cytosine derivatives. Since the assignment of the N3-hydrogenated radical
in Cm crystals was supported by the calculated couplings in this radical, it can be
concluded that the O2 adduct was not generated in these irradiated crystals.

4.4.4 Net Hydrogen Atom Abstraction Radicals

The N1-dehydrogenated radical is the lowest lying radical in this class (Table
4.10), which is in agreement with experimental results for cytosine monohydrate where
this radical was determined to be the major dehydrogenated species. The N4, C5 and C6-
dehydrogenated radicals lie 2.3, 8.1 and 12.6 kcal/mol above the N1 adduct. The
calculated spin density in the N1-dehydrogenated radical displays an alternating pattern
with the main components situated on C5 (0.49), O2 (0.35) and N1 (0.29). This
distribution is quite different from that obtained experimentally (0.57 and 0.17 at C5 and
N4, respectively). In addition, the calculated and experimental HFCCs deviate
substantially. In particular, the calculated anisotropic couplings for the amino hydrogens
are extremely small compared to experimental values. Since it is known that the
anisotropic component can be calculated with a great degree of accuracy using many
theoretical techniques, the deviations observed for this radical are too great to be ascribed

to the method employed.
Table 4.10: Calculated relative energies (kcal/mol) and HFCCs (G) for cytosine
dehydrogenated radicals.
Relative
Radical Energy Atom Ao T Ty T~
N1-dehydrogenated 0.0  N4H 07 -05 -04 09
N4H -0.5 07 -04 1.1
CSH -11.2 69 -04 7.2
C6H 1.6 -1.4 0.2 1.2
N4-dehydrogenated 2.3 NIH -2.1 -1.9 -0.6 24
N4H -1 -125 -28 153
CSH =22 -1.0 -0.5 1.5

One possible explanation for deviations from experimental couplings could be
that a rotation occurs about the C4N4 bond in the experimental environment. This could

lead to significant N4H couplings compared to those calculated for the nearly planar
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structure. Variation in the HFCCs with rotation about the C4N4 bond was examined and
the agreement between the experimental and theoretical HFCCs was not improved.*
Another rationalization of the results could be that a net hydrogen atom is lost at N4
rather than N1. The calculated isotropic coupling for the remaining amino hydrogen in
the N4-dehydrogenated species is similar to the coupling assigned experimentally to CSH
in the N1-dehydrogenated radical. However, the anisotropic couplings are in poor
agreement. In attempts to improve the agreement between these data sets, a study of the
dependence of the N4H coupling on rotation about the C4N4 bond was performed.
However, the couplings in the N4-dehydrogenated radical did not change appreciably and
the possibility that the observed couplings assigned to the N1-dehydrogenated radical
arise due to the N4-dehydrogenated radical can also be dismissed. The HFCCs for the CS
and C6-dehydrogenated radicals (not shown) were also in poor agreement with
experiment.

4.4.5 Hydroxyl Radical Addition Products

Two radicals formed through addition of hydroxyl radicals to the C5C6 double
bond were investigated. The radical formed through addition to the C5 position is lower
in energy than the C6 adduct by 2.4 kcal/mol. An additional conformation of the C5-
hydroxylated radical (C50H-2) involving an altemative orientation of the amino group
was also obtained, which lies 0.6 kcal/mol above the C6 product. Analogous to the
thymine residues, these hydroxylated radicals exhibit a great degree of ring puckering
resulting in most of the unpaired spin being located on the site neighboring that of
hydroxyl addition (0.70 and 0.78 on C6 and CS in the CS and C6-hydroxylated radicals,
respectively).

The differences in the couplings obtained for the CSOH-1 and CSOH-2
conformations are quite large (Table 4.11) given the small geometrical discrepancies.
Among the entire set of computed couplings, the N1H couplings obtained in each
conformation of the C5-hydroxylated product are in best agreement with the
experimental couplings assigned to the amino hydrogens in the N1-dehydrogenated
radical. One large, negative isotropic coupling, obtained for C6H in these radicals, is not
unlike that assigned to C5H in the N1-dehydrogenated radical, although the anisotropic
results deviate more substantially. In addition, a coupling left unassigned in cytosine
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Table 4.11: Calculated relative energies (kcal/mol) and HFCCs (G) for cytosine
hydroxyl radical addition products.

Relative
Radical Energy Atom Aiso T Tyy T2
CS-hydroxylated 0.0 N1H 42 35  -1.7 53
(C50H-1) C5H 33.0 -16 -0.5 2.1
C6H -10.6 96 -03 99
C6-hydroxylated 2.4 N4H -1.3 08 -0.6 1.4
N4H -1.0 -14 -06 2.0
C5H -176 -10.7 -0.5 11.2
C6H 13.1 -16 -1.0 2.7
C6-OH 48 -1.1 -0.6 1.7
C5-hydroxylated 3.0 N1H -3.8 3.2 -1.7 49
(C50H-2) C5H 374 -1.5 -08 23
C6H -133  -10.2 -03 10.6

monohydrate resembles those calculated for CSH and C6H in the C6 and CS5-
hydroxylated radicals, respectively. The large isotropic coupling (33.0 or 374 G)
calculated for CSH in the C5-hydroxylated radical could be used as a fingerprint for the
identification of this radical in future studies. Alternatively, this coupling may have gone
undetected in the experiments due to its similarity to the coupling assigned to the C5-
hydrogenated radical.

4.4.6 Summary of Cytosine Results

Comparison of experimental and theoretical HFCCs indicates that the cytosine
anion and cation were more than likely observed in a protonated or deprotonated state
rather than directly in the experimental studies. The calculated energetics agree with the
experimental results for cytosine monohydrate. In particular, the N3-hydrogenated and
N1-dehydrogenated radicals were calculated to be the lowest energy radicals in their
respective classes and were determined experimentally to be present in the highest yield.
The calculated HFCCs for the N3-hydrogenated radical supported the experimental
assignment to this product, as did the computed couplings for the C5 and C6-
hydrogenated radicals.

The calculated couplings for the N1-dehydrogenated radical did not correspond to
those experimentally assigned to this species. Thus it appears that the suggested
mechanism for radiation damage in cytosine monohydrate encompassing hydrogen
migration from one cytosine to another is unlikely. This statement was further verified
through the calculation of the couplings of the N1-dehydrogenated radical surrounded
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with up to four water molecules or additional neighboring cytosine fragments to simulate
the experimental hydrogen-bonding scheme.’ Even a cytosine dimer was studied to
model the Nl-dehydrogenated, N3-hydrogenated diradical pair. None of these
investigations lead to a clear theoretical description of the experimental results.
Ionization of cytosine, followed by electron capture by another cytosine, was calculated
to cost 207 kcal/mol. Subsequent deprotonation of the cation and protonation of the
anion leading to the suggested major products is exothermic by 139 kcal/mol. Hence,
this proposed mechanism (Equation 4.1) is overall endothermic by 68 kcal/mol.

C +C - C" + C~ - C(NI-dehydrogenated) + C(N3-hydrogenated) 4.1)

The C6H couplings in the two conformers of the CS-hydroxylated product match
those experimentally assigned to C5H in the N1-dehydrogenated radical and a coupling
left unassigned. In addition, the experimental N4H couplings can be attributed to the
N1H couplings in these two conformers. Thus, through comparison of experimental and
calculated hyperfine data, it appears that the two major products in irradiated cytosine
monohydrate are the N3-hydrogenated and C5-hydroxylated products.

At least two different mechanisms can be considered which yield the N3-
hydrogenated and C5-hydroxylated products and both involve water molecules. In the
first postulated mechanism (Equation 4.2), ionization and electron uptake are initially
assumed to occur on cytosine. This step, which leads to the formation of the cytosine
anion and cation, costs 207 kcal/mol. Next, water can add to the cation which is followed
by deprotonation and proton transfer to N3 of a second cytosine. This second step leads
to an energy gain of 149 kcal/mol and, hence, the net energy cost for this reaction is 58
kcal/mol.

H;0 + C + C - H:0 + C™ + C* — C(CS5-hydroxylated) + C(N3-hydrogenated) (4.2)

The second postulated reaction mechanism (Equation 4.3) involves ionization of a
water molecule followed by electron uptake at cytosine, resulting in a water cation and a
cytosine anion. This reaction costs 298 kcal/mol. The water cation subsequently
decomposes into a proton and a hydroxyl radical, which add to the anion and neutral
cytosine units, respectively. Since identical products are obtained in the two
mechanisms, the net energy cost of this reaction is the same as that mentioned above and
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it can be concluded that the second step releases 240 kcal/mol.
H;0 + C+C > H;0™ + C + C~ — C(C5-hydroxylated) + C(N3-hydrogenated) (4.3)

Of the mechanisms discussed, the path involving cytosine ionization and water
addition is most likely to occur. Reasons for this include the fact that approximately 85%
of all ionization processes will occur on cytosine since it possesses a greater number of
electrons relative to water. In addition, this reaction has lower energy costs for the initial
step (relative to the mechanism involving ionization of water) and the overall process
(relative to the proposed mechanism involving hydrogen addition and abstraction
products). However, the reaction mechanism involving radiolysis of water to produce
hydroxyl radicals and hydroxyl radical adducts is a commonly used ESR technique.*>*
In addition, Sevilla and coworkers have investigated the presence of hydroxyl radicals in
the DNA hydration layer.* Hydroxyl radicals were found in the intermediate hydration
shell, but not in the closest hydration layer. This was speculated to occur due to reactions
of the hydroxyl radicals with DNA. The present work indicates that this option should be
examined more closely. In addition, Wala et al.*’ have reported that strand-breaks in
DNA occur due to hydroxyl radical addition to the DNA bases. Reactions of DNA and
hydroxyl radicals have also been reported to lead to 5-hydroxycytosine.*®

The proposal that water is also involved in the radiation damage mechanism in
cytosine monohydrate crystals is controversial.*’*® Critisms raised against this proposal
include the fact that ENDOR studies predict that the C5 hydrogen remains in the
molecular plane and that the low temperatures of the experiments may prevent the
hydroxyl radical from migrating to the C5 position in cytosine. However, more recent
experiments indicate that radical yield in monohydrate crystals is greater than the yield in
anhydrous crystals of cytosine derivatives,*® which provides more evidence that water
may be involved in the damage mechanism.

Through these theoretical and experimental investigations of cytosine derivatives,
a picture of radiation damage in cytosine monohydrate crystals can be obtained. It is
postulated that when these crystals are irradiated, a net supply of hydrogen atoms and
hydroxyl radicals are generated, most probably from water. Through one of two
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proposed mechanisms, net hydrogen atom addition occurs predominantly at N3, and to a
lesser extent at C5 and C6, and net hydroxyl radical addition occurs predominantly at C5.

4.5 Uracil

4.5.1 Previous Experimental Work

The RNA base uracil (U) is of interest since it resembles thymine, where the
methyl group in thymine is replaced by hydrogen. Since the thymine methyl group is one
of the main sites of net hydrogen removal, the radical chemistry of uracil will differ from
that discussed for thymine. Relatively few single-crystal ENDOR studies on uracil
derivatives have been performed recently. Herak and McDowell studied single-crystals
of 1-methyluracil®® (1MeU) and identified the N1-methyl dehydrogenated and CS5-
hydrogenated radicals. Zehner and co-workers®' examined irradiated single-crystals of
uracil. In their study, the N1-dehydrogenated and O4, CS and C6-hydrogenated radicals
were identified, although the C6 adduct was thought to be protonated at O4. More
recently, Sagstuen et al.’? studied the co-crystals of 1-methyluracil and 9-ethyladenosine
(IMeU:9EA). In addition to adenine radicals, the uracil anion, N1-methyl
dehydrogenated and C5-hydrogenated radicals were assigned.

4.5.2 Radical Product Energetics

From the relative energies of uracil radicals, it can be speculated that hydrogen
removal occurs primarily at N1 in U and at C6 in uridine and U in full RNA. The CS-
dehydrogenated species is also possible in U but not in T derivatives and this radical lies
18.6 kcal/mol above the N1-dehydrogenated species. The relative energy of the hydroxyl
radical addition products is reversed from that predicted from solely the experimental
radical yield' (4:1 for C5:C6). The relative stability of the hydroxylated uracil radicals is
similar to that previously discussed for thymine, although the energy difference is 1
kcal/mol smaller in uracil than in thymine. Thus, through sole consideration of
thermodynamics, the hypothesis that the methyl group is leading to a favored C6
hydroxyl radical addition product in thymine (compared to uracil) cannot be supported.
The kinetics of these reactions will be discussed in Chapter Seven.

The primary difference in the stability of U and T products is the relative energy
of the hydrogen addition products. The uracil C5-hydrogenated radical is 2.2 kcal/mol
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lower in energy than the corresponding C6 radical. In thymine, the C6 adduct is 2.9
kcal/mol lower in energy than the CS radical. The uracil energetics agree with
experimental results which indicate a 2:1 ratio for the CS to C6 addition products.'

4.5.3 Discussion of Uracil Results

Sagstuen et al.*? speculated that the uracil anion is formed upon irradiation of
IMeU:9EA, however, the ESRZENDOR spectra was weak and the protonation state could
not be determined. Significant isotropic (-14.0 G) and anisotropic (-7.4, 1.4, 6.0 G)
hyperfine couplings were assigned to C6H. The anisotropic couplings are smaller than
those obtained for C6H in the uracil anion, while the isotropic component is much larger
in magnitude (Table 4.12). Among the uracil radicals investigated in the present study,
the only radical with comparable C6H couplings is the O4-hydrogenated radical.
However, it should be noted that a nonplanar geometry was calculated for the anion and it
is possible that better agreement would be obtained with a planar anion as discussed for
thymine and cytosine. This avenue was not investigated in the present work since the
experimental signal was weak and hence the extracted couplings are prone to errors.

Table 4.12: Calculated results for the uracil anion and

cation HFCCs (G).
Radical Atom Ao T Tyy T~
Anion NI1H 23 -16 -14 3.0
N3H -16 -1.6 -0.7 24
C6H 59 -78 -0.2 8.0
CSH -1.8 2.0 -l1.1 3.1
Cation N1H 24 57 -1.6 7.3
C6H 03 -15 -1.1 26
CSH -134 73 -1.2 8.6

Zehner and co-workers®' observed a radical, with the unpaired electron density
located mainly on a nitrogen atom (0.30) and C5 (0.65), suggested to be the Nl-
dehydrogenated radical. A set of C5H isotropic (-16.2 G) and anisotropic (-9.8, 1.2, 8.7
G) couplings was obtained, as well as a '*N coupling of 15.0 G. The assignment to the
N1-dehydrogenated radical is supported by the calculated CSH HFCCs (Table 4.13) and
the N1 nitrogen isotropic coupling (calculated value: 15.5 G).

Unlike the CS-hydrogenated radical in thymine, the geometry of the uracil radical
optimized to a nearly planar structure which supports the hypothesis that the large
distortion in T is a result of the methyl group. Zehner er al.*' assigned a C6H coupling
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consisting of large isotropic (-18.5 G) and anisotropic components (-11.0, 0.5 10.5 G) and
two C5H couplings of 35.5 G to the C5-hydrogenated radical. Herak and McDowell*
obtained similar results from single-crystals of 1MeU (C6H: A4, = -19.4 G; -11.4, 0.8,
10.6 G and C5H: A5, = 35.3/35.7 G). Sagstuen et al.%? also speculated that the C5-
hydrogenated radical was formed in irradiated 1MeU:9EA, but accurate coupling tensors
could not be isolated. These couplings are in excellent agreement with the calculated
values (Table 4.13).

Similar to T and C, the optimized geometry of the C6-hydrogenated U radical
shows no signs of distortion due to the additional hydrogen. This radical product
possesses an experimental’’ CSH coupling of -18.0 G, with an anisotropic tensor of
(-10.0, 0.0, 9.9 G), which is supported by the calculated results. The two C6H couplings

Table 4.13: Calculated results for uracil dehydrogenated and hydrogenated radical

HFCCs (G).
Relative
Radical Energy Atom Aiso Tw Tyy T
N1-dehydrogenated 0.0 C6H 27 -1.6 0.1 1.5
C5H -13.1 7.7 -06 84
C6-dehydrogenated 11.9 N1H 13.8 27 =20 4.7
N3H 0.9 -0.7 -0.1 0.8
C5H 18.3 24 -1.7 4.0
CS-dehydrogenated  18.6 NIH 5.0 -1.2 .05 1.8
N3H 82 -1.2  -07 1.8
C6H 19.7 22 -18 4.0
N3-dehydrogenated 24.4 NIH -0.1 -0.9 0.0 0.9
C6H 1.6 -0.6 0.0 0.6
CSH -1.3 20 -08 2.8
CS-hydrogenated 0.0 NIH -3.2 23  -1.7 4.1
C6H <202 -11.8 0.2 11.6
CSH 345 -1.5 -1 2.7
CSH 345 -1.5  -1.1 27
C6-hydrogenated 2.2 NIH -0.6 0.6 -06 1.2
N3H -1.6 -14 .08 22
C6H 40.5 -1.8  -1.1 2.8
C6H 40.5 -1.8 -1.1 2.8
CSH -179 -11.1 -0.7 11.8
0O4-hydrogenated 13.6 NIH -3.2 22 -13 4.2
N3H -33 29 -10 38
C6H -154 -89 04 8.6
CSH 33 -1.6 0.8 0.8
O4H -1.8 -1.6 -1.5 3.1
O2-hydrogenated 279 NIH -1.8 22 -1.7 3.9
N3H -2.0 34 -21 5.5
C6H 1.0 09 .03 1.2
C5H 2.7 27 -02 29

O2H 4.6 4.9 -24 7.2
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have different experimental isotropic components (45 and 51 G), whereas the calculations
render two identical couplings (40.5 G) due to the planar geometry. Zehner et al.’'
suggested that in order to obtain these large couplings, the C6H product must be
protonated at the O4 position. This avenue was not investigated in this work, as it seems
unlikely that a charged radical would predominate and large couplings were calculated
for the nonprotonated radical. Thus, the calculations support the conclusion that the
observed radical was not protonated. It is interesting to note that the difference between
the two experimental C6H couplings in uracil (6 G) and in cytosine (3.6) is smaller than
the difference observed in thymine (13 G). This further indicates that the CS5-methyl
group causes greater geometric distortions in T crystals than in either U or C crystals.

Uracil hydroxylated radicals have been identified upon studying the reaction of
hydroxyl radicals with pyrimidines in solution.?*>* Couplings in the C5-hydroxylated
radical were assigned in uracil, uridine (rU) and 2'-deoxyuridine (2'dU). The CSH and
C6H couplings obtained in these molecules are very similar (approximately 21.5 and 13.6
G, respectively). The predicted C6H coupling is not unlike the calculated value (-16.1
G). However, the calculated CSH coupling (39.9 G) is much larger than that observed
experimentally.

The assignment of these couplings to the CS-hydroxylated radical can be
rationalized by considering the radical geometry. Upon hydroxyl radical addition,
considerable distortion occurs at the damaged site leading to two local minima (Table
4.14). The radical with hydrogen in an axial position (C5OH-1) is 2.9 kcal/mol more
stable than the radical with hydrogen in an equatorial position (C50H-2). The CSH
couplings in the axial and equatorial positions are 39.9 G and 8.7 G, respectively. The
agreement between theory and experiment becomes evident once vibrational averaging
between these two conformers is considered. The average couplings for the axial and
equatorial conformers are -16.7 G and 24.3 G for C6H and CSH, respectively. These
couplings are very similar to those obtained experimentally and it can be concluded that
in solution considerable molecular motion occurs within this radical.

Experimental couplings have also been assigned to the C6-hydroxylated radical in
uridine and 2'-deoxyuridine.>** The values for the CSH couplings in rU and 2'dU are
20.0 and 10.4 G, respectively. The C6H couplings assigned in these two compounds also
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Table 4.14: Calculated results for the HFCCs (G) in uracil hydroxylated radicals.

“Relative
Radical Energy Atom Ao Tox Tyy Tz
C6-hydroxylated 0.0 N3H -1.0 09 -08 1.6
(C60H-1) C6H 12.6 -19 -09 2.8
CSH -179 -109 -08 11.8
C6-OH -1.8 -3.3 0.2 3.2
C6-hydroxylated 25 C6H 9.9 -1.8  -1.2 30
(C60H-2) CSH -189 -11.3  -0.8 12.2
C6-OH 5.5 -1.3 207 2.0
CS-hydroxylated 4.8 NIH -2.6 24  -15 39
(CS50H-1) C6H -16.1 -11.2 -03 11.5
CSH 39.9 -0.9 0.4 0.5
C5-OH 0.5 -1.7  -0.7 24
CS-hydroxylated 7.7 NIH -3.2 28 -1.6 44
(C50H-2) C6H -166 -10.5 -03 10.8
CS5H 8.7 -19 .09 2.8
C5-OH -2.1 -32 04 3.2

differ (26.1 and 13.3 G in rU and 2'dU, respectively). The calculated CSH and C6H
couplings for the lowest energy conformer of this radical (C60H-1) are -17.9 and 12.6 G,
respectively. An alternative arrangement of the hydrogen and hydroxyl group (C60H-2)
at C6, which is 2.5 kcal/mol higher in energy than the C60H-1 conformer, leads to a
C5H and C6H coupling of -18.9 and 9.9 G, respectively. Thus, vibrational arguments
used in the discussion of the C5-hydroxylated radical cannot be used here. Due to the
disagreement between all data sets, further investigation of these couplings is mandatory.

The HFCC:s calculated in additional radical products obtained through irradiation
of uracil are displayed in Tables 4.12 to 4.14. These have been included to prompt a
more detailed experimental study of radiation products in uracil which may lead to a

clearer picture of radiation damage in the crystals of uracil derivatives.

4.6 Conclusions

In this chapter, the net hydrogenated, dehydrogenated and hydroxylated products
formed in single-crystal studies of thymine, cytosine and uracil derivatives were
investigated. The thymine results show that overall good agreement with experimental
HFCCs can be obtained for all observed radicals. In cases where this agreement is
initially poor, various arguments can be made to clarify the discrepancies. For example,
all couplings in the O4-hydrogenated radical were in agreement with experiment except
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that due to the additional hydrogen at the O4 position. Coherence between experiment
and theory was obtained through studying the effects of rotation about the C404 bond on
the O4H HFCCs. The reason for the failure of the calculations to reproduce the
experimental results for this radical was concluded to be due to the rapidly rotating
methyl group not explicitly accounted for in the calculations. Additionally, the poor
isotropic couplings obtained for the C6-hydrogenated radical were justified through
crystal effects, where experimentally a geometry exhibiting greater distortion is expected.
The general conclusion of good agreement between theory and experiment observed for
thymine can be extended to 1-methylthymine and uracil.

The calculated couplings for cytosine, on the other hand, were in overall poor
agreement with those assigned in the spectrum of cytosine monohydrate. Once crystal
interactions were taken into account and a planar radical was considered, experimental
assignment to the N3-hydrogenated radical was supported by the calculations. Good
agreement between theory and experiment was also observed for the C6-hydrogenated
radical. Unlike the corresponding T and U radical, the difference in the two C6H
couplings in C was well reproduced by the calculations. Additional arguments
concerning the degree of puckering observed in the cytosine C5-hydrogenated radical
were required to support assignment to this product. Deviations between experimental
and calculated results were not observed for the analogous T and U radicals. The poorest
agreement with experiment was obtained for the N1-dehydrogenated radical, where
calculations could not reconstruct the anisotropic tensors. Agreement between theory and
experiment could not even be achieved through investigations of bond rotation and
crystal effects. In addition, the assigned couplings could not be linked to an alternative
dehydrogenated product.

From the discussion within, it was concluded that no dehydrogenated products
could be assigned to the spectra in cytosine monohydrate. Thus, the question "Where do
the hydrogens used to generate net hydrogenated products come from?" must be
addressed. Through comparison of experimental and calculated HFCCs, it was
concluded that the only set of calculated couplings among possible cytosine radiation
products close in magnitude to those assigned experimentally to the N1-dehydrogenated
radical arise from the C5-hydroxylated radical. This result indicates that water must also
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play an important role in the radiation damage to DNA. In particular, it stands to reason
that net hydrogenated products could obtain hydrogen from the water molecules. Thus, it
was concluded that the méjor radiation products in cytosine monohydrate are the N3-
hydrogenated and C5-hydroxylated products.

Assigning the N3-hydrogenated and CS5-hydroxylated radicals as the major
radiation products in cytosine monohydrate crystals would also explain the absence of the
Cm couplings assigned to the N1-dehydrogenated radical in the larger cytosine systems.
Previously it was assumed that these couplings were not observed since a methy! or sugar
group replaces the hydrogen at N1 preventing the Nl1-dehydrogenated radical from
forming. A new explanation uses the fact that water was not present in previous crystal
studies and, thus, the C5-hydroxylated product was not possible. Monohydrate crystals
of S'dCMP were studied, however, and the similarity of the couplings observed in these
crystals (assigned to the cation) to those experimentally assigned to the Nil-
dehydrogenated radical in Cm was previously discussed. Since experimental evidence
exists that hydroxyl radicals will react with cytosine in full DNA,* it seems reasonable
that the CS-hydroxylated product is formed in crystalline cytosine monohydrate. It
should be noted that couplings have been assigned to hydroxylated products in aqueous
crystals of deoxyadenosine® and crystals of guanine hydrobromide monohydrate.**

The good agreement between experimental and theoretical couplings in thymine
makes the newly proposed assignment of the observed radiation products in cytosine
monohydrate trustworthy. However, no accurate studies have been performed on
monohydrate single-crystals of thymine derivatives. In attempts to gain a greater
understanding of the radiation effects on DNA components and the role water plays in
this damage, the following chapter will discuss the main radiation products in the purines,
adenine and guanine. The credibility of the mechanisms for radiation damage in cytosine

monohydrate crystals proposed herein will be discussed in more detail in Chapter Seven.
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CHAPTER FIVE

Characterization of Purine Radiation Products

5.1 Introduction

The results obtained for thymine presented in Chapter Four were very promising.
Conversely, the results discussed for cytosine were puzzling. Through comparison of
experimental and theoretical HFCCs a new mechanism was proposed for radiation
damage in cytosine monohydrate crystals. A similar mechanism for thymine could not be
investigated due to the lack of accurate experimental data on thymine monohydrate
crystals. The newly proposed mechanism for radiation damage probes an important
question regarding the significance of water in radiation damage. Several experimental
studies have appeared in the literature which investigate monohydrate crystals of
derivatives of the purines, adenine and guanine. Comparison of theoretical and
experimental HFCCs in these bases is important to understand the role water plays in
DNA radiation damage. The present chapter will discuss experimental and theoretical
(DFT) results obtained for adenine and guanine. Net hydrogenation, dehydrogenation
and hydroxylation products will be considered. The computational techniques applied to
these systems are identical to those previously employed for the pyrimidines in Chapter
Four and the discussion will not be repeated in the present chapter.

It is important to study both radicals generated from neutral base crystals as well
as those formed in protonated crystals to better understand the dependence of radical
formation on the environment. Environmental effects are of interest when transferring
results obtained from single-crystal studies to full DNA samples. In particular, the
importance of understanding proton transfer in DNA has been discussed. Nelson er al.'
have suggested that experimental studies on different crystalline environments will aid in
gaining a better understanding of the environmental effects on protonation and
deprotonation behaviors in adenine molecules. In addition, detailed ESR/ENDOR studies
on single crystals of guanine hydrobromide monohydrate’ were used to render
information about the importance of “bound” water to radical formation. Similarily, the
examination of 2'-deoxyguanosine 5'-monophosphate crystals® supplied information

about the influences of the sugar moiety and the phosphate group on radical formation.
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The present chapter primarily focuses on radicals generated from the neutral adenine and
guanine molecules. However, some of the radicals proposed to be generated in

protonated base crystals will be discussed when experimental data is available.

5.2 Adenine

5.2.1 Previous Experimental Work

Even though new experimental data is constantly appearing in the literature, the
various adenine derivatives have been investigated experimentally to a lesser extent than
the derivatives of any other base. This is due to the fact that early ESR investigations
indicated that thymine and guanine are affected by radiation to a greater extent than the
other bases, forming thymine (or cytosine) anions and guanine cations. In addition, due
to solubility problems, few single-crystal studies on adenine derivatives have been
performed since they are extremely difficult to prepare.’ The chemical numbering of

adenine used throughout this study is indicated in Figure 5.1, structure I.
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Figure 5.1: Structure and chemical numbering of adenine (I, 6-aminopurine), singly protonated adenine (II)
and doubly protonated adenine (III).

Various adenine radicals have been identified and the HFCCs extracted (Table
5.1). Crystals examined include 9-methyladenine’ (9MeA), anhydrous deoxyadenosine'
(dA), deoxyadeonsine monohydrate®’® (dAm) and adenosine’'° (rA). In addition, co-
crystals of adenosine and S-bromouracil have also been investigated (rA:5BrU).'!
Radicals characterized in crystals of 9MeA include the C8 and N3-hydrogenated adducts.
In addition to these two radicals, the C2-hydrogenated and N6-dehydrogenated products
were identified in crystals of dA. The N6-dehydrogenated radical was not determined to
be formed upon irradiation of dAm although three hydrogenated radicals were identified
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Table 5.1: Experimental HFCCs (G) in adenine radicals.

Radical Molecule Atom Ao Twe Tyy Tz
Cation AHCL:ZH,O”  "N6H" 7.0 45 -1.3 58
"“N6H" -7.3 52 -1.1 6.3
"CSH" 4.9 25 -04 29
C2-hydrogenated dAm® "C2H" 32.8 -5 05 20
"C2H" 54.3 -14 00 14
"C8H" -6.4 35 -0.1 3.6
dAm’ "C2H" (2) 43.7
dAm® "C2H" (2) 42.0
"C8H" 9.5
1A’ "C2H" (2) 44.0
"CSH" 10.0
rA:5BrU"! "C2H" (2) 40
dA' "C2H" 38.9
"C2H" 47.5
"C8H" -6.4 34 00 34
N3-hydrogenated rfA'° "C2H" 10.6 -50 -07 58
"N3H" 3.5 40 06 34
"C8H" 4.1 21 -04 25
dAm® "C2H" -10.5 -7.4 06 6.8
"C8H" -3.4 -2.1 03 1.8
rA:5BrU"! "C2H" -10.6 -5.9 02 5.7
"N3H" -39 3.1 -09 4.0
"C8H" 4.4 24 03 21
dA' "C2H" -10.9 -6.8 09 59
"C8H" 4.0 225 03 22
9MeA’ "C2H" -11.1 66 08 59
"C8H" 4.0 24 04 20
C8-hydrogenated dAm°® "C2H" 4.8 -2.6 00 26
"C8H" 36.3 -1.5 04 19
"C8H" 41.6 .11 -07 1.8
dAm® "C8H" (2) 38.0
rA’ "C8H" (2) 39.0
dA' "C2H" 4.8 2.7 0.1 26
"C8H" 36.7 -9 -03 22
"C8H" 40.9 -16 -06 22
9MeA°® "C2H" 4.6 225 0.1 25
"C8H" 38.4 -12 04 16
“C8H" 41.0 .12 -04 16
N6-dehydrogenated  rA'° "N6H" 12.1 -9.1 1.2 79
"CSH" 4.4 221 -01 23
rA:5BrU" "N6H" -10.1 -11.7 47 69
dA' "N6H" -11.5 83 -12 94
"CSH" 46 24 02 26

including those formed via net hydrogen addition to C2, N3 and C8. Since no net
hydrogen removal radical was observed, but hydrogen addition products were identified,
water may also be playing an important role in the radiation damage of these crystals
through supplying hydrogen atoms. In two studies of adenosine crystals, the C2 and C8-

hydrogenated, as well as the N6-dehydrogenated, radicals were observed. Studies on co-
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crystals of adenosine and 5-bromouracil identified the N3 and C2-hydrogenated and the
N6-dehydrogenated radicals. The formation of the N3-hydrogenated and the NG6-
dehydrogenated species in these crystals indicates that these radicals can be formed
regardless of the hydrogen-bonding scheme in the crystals.

As discussed in the introduction, various crystalline samples have been used to
investigate the effects of radiation on adenine. In some crystals, the parent adenine
molecule is protonated at N1 (Figure 5.1, II) or doubly protonated at N1 and N7 (Figure
5.1, IMHI). Upon irradiation of adenine hydrochloride hemihydrate crystals
(A:HCI:'/szo),lZ which are protonated at N1, a radical was observed which was
postulated to be formed via removal of a hydrogen atom from N1. This radical is
structurally equivalent to the cation of the neutral adenine molecule. Additional radicals
identified in protonated crystals will be discussed in a later section.

5.2.2 Anion and Cation

In a review of ab initio studies on DNA bases, Colson and Sevilla' report a
negative value for the EA of adenine (-7.2 kcal/mol), which was obtained by scaling the
vertical EAs to experimental data on related systems.'* Direct (DFT) calculation of the
adiabatic EA yields a value of -17.7 kcal/mol (Table 5.2). The calculated geometry of the
adenine anion indicates that considerable distortion occurs upon addition of an electron.
The pyrimidine (six-membered) ring remains planar with the amino group located out of
the molecular plane, while the imidazole (five-membered) ring is puckered at C8 and
N9H is also located out of the molecular plane. This puckering leads to a concentration
of the spin density on C8 (0.43), C6 (0.25), C2 (0.18) and N3 (0.09). The adenine anion
has not been proposed to exist as a radiation product in experiments to date. Calculations
indicate that this radical could be identified through a large C8H isotropic coupling (10.0
G), as well as substantial couplings for C2H (-5.3 G) and the two amino hydrogens (4.1
Q).

The puckered geometry obtained for the anion in the present study may not be
possible in crystals due to hydrogen bonding. For this reason, a planar geometry for the
anion, which lies 4.7 kcal/mol higher in energy than the non-planar radical anion, was
obtained through a constrained optimization. The magnitude of the spin density on C2
(0.28), N3 (0.13) and C6 (0.30) in the planar radical is larger than in the non-planar form,
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Table 5.2: Calculated HFCCs (G) in the adenine anion and cation radicals.

Radical Atom Aiso Ty Tyy T2z
Anion C2H -53 30 -0.2 3.2
(EA =-17.7 kcal/mol) N6H 4.1 -0.8 -1.0 0.9
N6H 4.1 -0.8 -0.5 1.3
C8H 100 -56 -04 5.9
NO9H 1.2 -15 -1.2 2.7
C; Anion C2H -7.7 44 0.0 4.4
N6H -1.6 -1.1 -0.6 1.6
N6H -1.3 -1.4  -0.6 2.0
C8H -10.5 -6.2 09 54
N9H -1.8 -1.3 -09 23
Cation N6H -6.3 4.7 -1.5 6.2
(IP = 182.3 kcal/mol) N6H 66 -52 -14 6.6
C8H -55 -3.0 -07 3.7

whereas the spin density on C8 (0.39) is slightly smaller. The major difference between
the couplings in the two forms of the anion is the sign of the C8H isotropic component
(Table 5.2). Comparison of the calculated HFCCs of the planar and non-planar radical
anion with future experimental spectra will be useful to eliminate the possibility of the
anion being formed but its spectra left undetected.

The adiabatic IP was calculated to be 182.3 kcal/mol in the present study (Table
5.2), which is smaller than the experimental value (190.4 kcal/mol)'® and the value
obtained with MP2 (199.6 kcal/mol).!* Unlike the anion, the adenine cation remains
planar, and the major components of the spin density reside on N3 (0.19), C5 (0.20), N6
(0.27) and C8 (0.18). As previously mentioned, a radical equivalent to the adenine cation
was assigned in a spectra of A:HCI:/2H,0.'?> The spin density distribution in this radical
was determined to be located primarily on N6 (0.25) and C8 (0.17/0.21) which is in
excellent agreement with the calculated values. The calculated and experimental HFCCs
are also in excellent agreement. In particular, the calculated and experimental anisotropic
HFCCs for all hydrogens are in extraordinary agreement and the isotropic HFCCs differ
by less than 1 G. Thus, our results strongly support the assignment of the experimental
couplings in A:HCI:¥2H,O to the net radical cation.

5.2.3 Net Hydrogen Atom Addition Radicals

Relative energies of hydrogenated adenine radicals indicate that the radical
formed by addition of a hydrogen atom to C8 is the lowest energy radical of this form
(Table 5.3). The C2-hydrogenated radical lies 8.7 kcal/mol higher in energy than the
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Table 5.3: Calculated HFCCs (G) in adenine hydrogenated radicals.

Relative
Radical Energy Atom Ao Ter Tyy T
C8-hydrogenated 0.0 C2H -56 -3.0 -0.1 3.1
N6H 26 -1.8 -1.1 28
N6H 27 29 08 3.7
C8H 389 -10 -05 15
C8H 39t -10 05 15
N9H 37 -3.0 -1.0 40
C2-hydrogenated 8.7 C2H 455 -14 05 19
C2H 433 -14 -05 19
C8H -6.7 -39 -02 4.1
NO9H -1.2 -1.0 -06 1.6
N7-hydrogenated 14.2 N6H 1.8 -0.6 0.1 05
N6H 02 -06 -04 1.0
C8H 225 -82 -13 95
N7H 134 -3.1 22 53
NSH 1.2 -23 -16 39
N3-hydrogenated 15.7 C2H -129 73 04 69
N3H 1s.2  -29 15 44
N6H 1.3 -20 -06 26
N6H -5 -18 -09 28
C8H 30 -19 02 21
C: N3-hydrogenated C2H -140 -79 02 7.7
N3H 36 -33 -1.1 45
N6H -28 23 07 29
N6H 24 20 -09 29
C8H -5.1 29 02 27
N1-hydrogenated 16.1 NIH 221 22 -14 3.6
N6H 164 -1.7 -13 3.0
N6H 290 -14 -10 24
C8H 44 -25 00 25
C5-hydrogenated 18.2 C2H -11.6  -65 -03 6.8
CSH 51.2 -0.7 -0.1 0.8
C4-hydrogenated 23.0 C4H 629 -09 -0.5 1.4
C8H 60 -37 -06 43
N9H 33 32  -12 44

corresponding C8 radical. Radicals formed through addition of hydrogen to any of the
nitrogens are much higher in energy, on average 15.3 kcal/mol above the CS8-
hydrogenated radical. The C4 and CS5 hydrogen addition radicals are the highest energy
products in this class.

5.2.3.1 Nitrogen Hydrogenated Radicals

The radicals formed through addition of hydrogen to N1 or N7 have not been
reported in the experimental spectra of nonprotonated adenine crystals. Upon formation
of the N1-hydrogenated radical, C6 is displaced slightly to one side of the molecular

plane and the amino group is rotated, resulting in the nitrogen and one hydrogen being
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located on one side of the plane and the second hydrogen on the opposite side. These
distortions force a large amount of the spin density to be localized on C6 (0.60). Due to
the non-planar amino group, the calculated HFCCs consist of two large, N6H isotropic
couplings (29.0 and 16.4 G). Upon hydrogen addition to N7, the parent adenine molecule
significantly distorts at C8 and N6. The majority of the spin density resides on C8 (0.64)
and the remaining spin density is distributed between N7 (0.11) and N9 (0.10). The
HFCCs reflect this spin density distribution in that there exists a large isotropic C8H
coupling (22.5 G) that has considerable anisotropy (largest component of the tensor: 9.5
G). A smaller, yet significant, coupling was also obtained for N7 (13.4 G).

The radical formed by net hydrogen addition to N3 undergoes significant
geometrical alterations upon formation. The N3 hydrogen is located out of the molecular
plane and the amino group is puckered with both hydrogens displaced out of the plane.
Roughly half of the spin density is located on C2 (0.49) with the rest distributed about the
pyrimidine ring (N3 (0.11) and C6 (0.32)). The calculated HFCCs (Table 5.3) indicate
that the large spin density at C2 leads to a significant isotropic C2H coupling (-12.9 G)
which has considerable anisotropy, (T = 6.9 G). Substantial couplings were also
calculated for N3H (15.2 G), as well as for both of the hydrogens at N6 (1.3/-1.5 G) and
C8H (-3.0 G). All the latter couplings have relatively small anisotropic tensors.

The N3-hydrogenated radical has been observed experimentally in various
adenine crystals, such as dA,' rA,'"° dAm,® rA:5BrU"" and 9MeA .’ Experimentally, the
spin was determined to be located mainly on C2 (0.4), N3 (0.1) and C8 (0.1), which
agrees with the calculations discussed above, although significant spin was determined to
reside on C6 rather than C8. The hyperfine coupling constants elucidated from all
experimental studies are similar. A major difference is the anisotropic couplings in
earlier studies on rA and rA:5BrU are much smaller in magnitude than those determined
more recently. In addition, comparison of the experimental results indicates that the sign
of the C2H experimental isotropic couplings in rA should be negative. The experimental
results reveal significant C2H and C8H couplings (approximately -10 and -4 G,
respectively). These isotropic components, as well as the anisotropic tensors, are in good
agreement with the calculated results for this radical (-12.9 and -3.0 for C2H and CS8H,

respectively.)
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It should be noted that N3H HFCCs are not observed in all of the experimental
studies of adenine crystals. This has been speculated to occur since very strong signals
are required for the detection of this coupling. The major difference between theoretical
and experimental HFCCs in the N3-hydrogenated radical occurs in the magnitude of the
N3H isotropic coupling. Experimentally, a small coupling was observed for this radical
(-3.9 G in the most recent study). Alternatively, a large HFCC (15.2 G) was calculated
due to distortions at N3. It is possible that hydrogen bonding in the crystal structure
forces the N3 hydrogen to remain in the molecular plane, thus leading to a small isotropic
HFCC. This hypothesis can be tested through examination of a fully optimized C;
structure, which lies only 1.7 kcal/mol above the non-planar arrangement and possesses
two imaginary frequencies. The spin distribution in the planar radical is very similar to
that calculated for its puckered form. The calculated C2 and C8 hydrogen HFCCs (Table
5.3) are also very similar for both radical forms with an average deviation of 1.6 and 0.8
G in the isotropic and anisotropic components, respectively. The main difference in the
computed couplings is in the magnitude of the N3H isotropic HFCC. In the C, N3-
hydrogenated radical, the N3H isotropic component was calculated to be -3.6 G
compared to 15.2 G in the puckered form. Experimentally this coupling was determined
to be on average -3.7 G. Hence, it can be concluded that in crystals where the N3H
coupling was detected, the N3-hydrogenated radical is likely to remain in a planar form.
Through comparison of the couplings in the planar radical with the remainder of the
experimental results, it is difficult to determine whether or not the observed radicals were
planar. In particular, the C8H and C2H couplings are in better agreement with those
values calculated in the distorted radical.

5.2.3.2 Carbon Hydrogenated Radicals

The radical formed through addition of hydrogen to C2 has been detected on
numerous occasions. It has been proposed that the couplings in this radical depend on the
protonation state of the parent molecule. In dAm, Lichter and coworkers’ determined that
the C2-hydrogenated radical was present rather than the corresponding C8 radical. The
spin density was determined to reside mainly on N1 (0.17) and N3 (0.37), which is in
agreement with the calculated results (N1 (0.20) and N3 (0.43)). In crystals of dAm,”®

rA’ and rA:5BrU," two equivalent C2H couplings were recorded (on average
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approximately 42 G). In two of these studies, a C8H coupling was also detected
(approximately 10 G). These couplings are in fair agreement with the calculated results
(Table 5.3), although the C8H coupling was calculated to be negative and anisotropic
couplings were not elucidated experimentally.

In a recent ESR/ENDOR study of deoxyadenosine monohydrate by Close et al.,°
a very accurate set of full couplings was assigned to the C2-hydrogenated radical. The
experimental isotropic (-6.4 G) and anisotropic (-3.5, -0.1, 3.6 G) C8H couplings are in
excellent agreement with those calculated in the present study (4;, = -6.7 G; T; = -3.9,
-0.2, 4.1 G), as well as with the values obtained by the same group in a recent study of
anhydrous dc:oxyadenosinel (A0 = 64 G; T; = -3.4, 0, 3.4 G). However, these
experimental studies'® and the theoretical results differ in the magnitude of the C2H
isotropic HFCCs. The molecular geometry was determined to remain planar upon radical
formation and the C2 hydrogens distributed equally on either side of the molecular plane.
This arrangement results in two nearly equivalent (43.3 and 45.5 G) isotropic couplings.
Alternatively, in the careful ESR/ENDOR studies'® the difference between these
couplings is larger [32.8 (38.9) and 54.3 (47.5) G in deoxyadenosine monohydrate
(anhydrous deoxyadenosine)].

The experimental results indicate that the distribution of the hydrogens at C2 is
more unsymmetric than modeled by gas phase DFT calculations. Difficulties describing
ring puckering resulting from the addition of hydrogen to thymine was discussed in
Chapter Four. It is possible that insufficient ring puckering is also responsible for the
disagreement between theory and experiment in the adenine C2-hydrogenated radical.
The disagreement between the most recent experimental studies and those which
appeared in the earlier literature indicating equal hydrogen couplings can be understood
through the use of a more detailed experimental technique or a reduced vibrational
averaging in the later studies. Note that the average value of the two unequal C2H
couplings generated from the most recent experiments (~43.6 G) is equal to the couplings
obtained in earlier experiments and highly similar to the computed average (44.4 Q).
Despite discrepancies in isotropic couplings, the anisotropic HFCCs support the

experimental assignments to the C2-hydrogenated radical.
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The C4-hydrogenated radical has not been assigned in spectra of nonprotonated
adenine crystals, although it has been detected in protonated crystals (discussed in a
succeeding section). The addition of hydrogen to C4 leads to considerable geometrical
distortions, as previously observed by Colson and Sevilla.'® The geometry in these types
of radicals is described as a "butterfly” conformation, where the pyrimidine and
imidazole rings remain planar, but are tilted about the C4C5 bond towards each other. A
higher energy conformer, not examined herein, has been discussed in the literature in
which the rings are tilted to opposite sides of the C4CS bond. Even though the molecule
is distorted upon radical formation, the calculated spin density is distributed throughout
both rings with the majority of the spin density located at C5 (0.44), N1 (0.14), N3 (0.10),
C8 (0.20) and N9 (0.12). The calculated HFCCs consist of a very large isotropic C4H
coupling (62.9 G) and significant couplings for C8H (-6.0 G) and N9H (-3.3 G). The C5-
hydrogenated radical also displays a "butterfly” conformation. A large part of the spin
density was calculated to be shared between C2 (0.44) and C4 (0.31), with considerable
spin density also located on C6 (0.23), N3 (-0.10) and N6 (0.10). The coupling constants
calculated for this radical include a large C5H coupling (51.2 G) and a smaller C2H
coupling (-11.6 G). No experimental couplings have been isolated for this radical.

The final carbon hydrogenated radical to be discussed is the radical formed
through addition of hydrogen to C8. This radical has been observed in numerous studies
in the literature and the couplings in this radical, similar to the C2-hydrogenated radical,
have been shown to depend on the protonation state of the parent molecule. The HFCCs
in the C8 and C2-hydrogenated radicals have been determined to be almost identical and,
thus, discussions have appeared in the literature disputing to which position the hydrogen
will primarily attach.

The C8-hydrogenated radical was determined to be present in dAm® and rA°® and
equivalent C8H couplings of 38.0 and 39.0 G were recorded, respectively. These
couplings are in excellent agreement with the calculated values (38.9/39.1 G). A
significant C2H coupling was also calculated (-5.6 G). In more recent studies, Close and
coworkers detected the C8-hydrogenated radical in dAm,® 9MeA’ and dA.! A C2H
hyperfine tensor was extracted in these studies consisting of a small isotropic (-4.8 G)

and a significant anisotropic coupling (-2.6, 0.0, 2.6 G), which is in good agreement with
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the calculations (4i5, = -5.6 G; T;; = -3.0, -0.1, 3.1 G). The main difference between the
theoretical results or previous experimental results and the more recent experimental
work is the magnitude of the isotropic C8H couplings. Experimentally, two unique
couplings were obtained in dAm (36.3/41.6 G),° dA (36.7/40.9 G)' and 9MeA (38.4/41.0
G).” Theoretically, radical formation leads to a symmetrical distribution of the two
hydrogens at C8. From the more recent experimental results, alteration of the ring at C8
is likely, thus leading to an unsymmetric orientation of the two hydrogens and different
couplings. This is an identical situation to that observed for the corresponding C2
radical. Once again the experimental and theoretical anisotropic couplings are in good
agreement and, thus, it can be concluded that the theoretical results support the
experimental assignment of the C8-hydrogenated radical. It is interesting to note that the
two experimental couplings in the C8-hydrogenated radical are closer in magnitude than
those obtained in the C2 adduct, indicating smaller geometrical alterations upon
formation of the C8 hydrogen addition radical.

5.2.4 Net Hydrogen Atom Abstraction Radicals

The relative energies of the dehydrogenated radicals (Table 5.4) suggest that the
radical formed via removal of hydrogen from N9 is the lowest lying radical in this class.
The radical formed through abstraction of hydrogen from the amino group lies 2.7
kcal/mol higher in energy. The two radicals formed through hydrogen abstraction from a
carbon (C2 or C8) are 9.2 and 16.9 kcal/mol higher in energy than the lowest energy
radical. In DNA, a sugar group replaces the N9 hydrogen. This implies that in full DNA
samples, the N9-dehydrogenated radical is not possible and the lowest energy

dehydrogenated radical would be formed through removal of hydrogen from the amino

Table 5.4: Calculated HFCCs (G) in adenine dehydrogenated radicals.

Relative
Radical Energy Atom Aiso Ter Tyy T
N9-dehydrogenated 0.0 C2H 52 30 -06 35
N6H 4.1 -28 1.1 39
N6H 41 -35 -09 44
C8H 37 22 -08 3.0
N6-dehydrogenated 2.7 N6H -11.8 97 -20 1138
C8H 40 -23 -03 2.6
C2-dehydrogenated 9.2 N6H 1.3 -04 -03 0.8

C8-dehydrogenated 16.9 N9H -1.8 30 -19 4.9
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group. In co-crystals of thymine and adenine derivatives, both of the amino hydrogens
take part in hydrogen bonding and amino hydrogen abstraction radicals have not been
observed. However, in DNA only one of the amino hydrogens is involved in hydrogen
bonding which permits the formation of the N6-dehydrogenated radical.

The C2 or C8-dehydrogenated radicals have not been identified in experiments to
date and the energetics discussed above provide a possible explanation why these radicals
have gone undetected. The majority of the spin density in these radicals is located on the
radical center (C2 (0.84) and C8 (0.83) in the C2 and C8-dehydrogenated radicals,
respectively). In addition, the HFCCs in these radicals (Table 5.4) indicate that the only
hydrogen coupling which could possibly be detected is due to N6H (1.3 G) in the C2
centered radical or N9H (-1.8 G) in the C8-dehydrogenated radical. However, these
couplings are very small and, hence would probably be difficult to detect even if the
radicals are generated.

The lowest lying dehydrogenated radical (N9 centered) has not been detected in
experimental studies, which is not surprising since most studies have been performed on
adenosine crystals where a sugar group replaces N9H. The optimized geometry of this
radical indicates that the molecule remains planar upon formation. The spin density is
evenly distributed around both molecular rings. The HFCCs (Table S .4) indicate that the
nuclei with the largest isotropic couplings are C2H (-5.2 G), C8H (-3.7 G) and both of the
N6 hydrogens (-4.1 G). In addition, all of these couplings have significant anisotropic
character (the largest average component of the anisotropic tensor is approximately 3 to 4
Q).

Nelson and coworkers' indicated that the N6-dehydrogenated radical has not been
observed in many of the adenine samples investigated in the literature. This radical has
been identified in co-crystals of rA:5BrU!' and an isotropic coupling (-10.0 G) was
assigned to the remaining N6 hydrogen. The large anisotropy associated with this
coupling (-11.7, 4.7, 6.9 G) was speculated to arise due to hydrogen-bonding interactions
where the remaining N6 hydrogen is hydrogen bonded to O2 in uracil. Close indicated
that the N6H hyperfine tensor obtained in this study is not expected for these
interactions.* In rA crystals,'® the spin density in this radical was determined to reside

primarily on C8 (0.16) and N6 (0.42) and speculated to exist on cyclic nitrogens (N1 and
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N3). A large degree of anisotropy for the N6H coupling was also identified in these
crystals (-9.1, 1.2, 7.9 G). A smaller C8H coupling (4.4 G), with an anisotropic tensor of
(-2.1, -0.1, 2.3 G), was also isolated. More recently, dA crystals were investigated and
the magnitude of the couplings detected are similar to those discussed previously,
although through the use of ENDOR the sign of the isotropic components was
determined to be negative.! Upon careful consideration of the crystal structure it was
concluded that the N6-dehydrogenated radical is formed via a concerted proton transfer
where the hydrogen is "shuffled" away from the charged site. In addition, it was
concluded that hydrogen bonding could control the deprotonation site providing a
possible explanation for the lack of detection of this radical in many adenine crystals.

The geometry of the N6-hydrogenated radical was calculated to be planar with the
remaining amino hydrogen also located in the molecular plane. The calculations indicate
that the N6-dehydrogenated radical indeed possesses a large isotropic coupling (-11.8 G)
with significant anisotropy (-9.7, -2.0, 11.8 G). Differences from experimental results
may arise due to hydrogen bonding in the crystal structures, although it is clear from the
present calculations that the magnitude of the N6H coupling tensor is also significant
without hydrogen-bonding effects. In addition, the calculations confirm that the isotropic
couplings are negative. Overall, however, it can be concluded that the calculated results
support the experimental assignment of this radical.

5.2.5 Hydroxyl Radical Addition Products

Little experimental evidence, besides an ESR study that identified only one
isotropic coupling,'? exists for the formation of hydroxylated radicals in adenine samples.
However, as discussed in Chapter Four, studies on DNA bases in the liquid phase have
appeared in the literature indicating the possibility of OH radical addition to the parent
base molecule. Furthermore, crystal studies on guanine derivatives have detected net

217 and the calculations presented in Chapter Four

hydroxyl radical addition products
indicate that hydroxyl addition to cytosine is also possible. The most likely site for
hydroxyl radical addition to adenine is at one of the carbons involved in a double bond
(C2, C4, CS5 or C8). The relative energies of the hydroxylated radicals (Table 5.5)
indicate that the relative stability of the hydroxylated and hydrogenated (Table 5.4)

radicals is very similar. The C8-hydroxylated radical is the lowest energy species in this
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Table 5.5: Calculated HFCCs (G) in adenine hydroxylated radicals.

Relative
Radical Energy Atom Ao Tyy Tyy T
C8-hydroxylated 0.0 C2H -56 -30 -0.1 3.2
N6H 40 -14 -12 26
N6H -3.7 28 -0.1 2.9
C8H 288 -08 -04 1.2
N9H 30 -26 -09 35
C2-hydroxylated 12.4 C2H 400 -1.1 -04 1.6
C8H 67 40 -03 43
N9H -1.2 -1.0 -06 1.6
C4-hydroxylated 21.0 N6H -I.1 -1 -04 1.4
C8H -73 50 22 28
N9H 24 24 -10 34
CS-hydroxylated 215 C2H 99 56 -04 6.0
CS8H 22 -13 -05 1.8

class, which is followed by the C2 centered radical (12.4 kcal/mol higher in energy). The
C4 and CS-hydroxylated adducts are the highest energy radicals lying 21.0 and 21.5
kcal/mol above the C8-hydroxylated radical, respectively. The only difference from the
energetics discussed for the hydrogenated radicals is the relative order of the C4 and C5
radicals.

The formation of the C4 and C5-hydroxylated radicals results in the same types of
"butterfly" conformers previously discussed for the hydrogenated species. The degree of
distortion observed for both the C4 and C5 hydrogen and hydroxyl radical addition
products is highly similar." This distortion causes a significant amount of the spin
density to be localized at C5 (C2/C4) for the C4(C5)-hydroxylated radical. Alternatively,
the C2 and C8-hydroxylated radicals undergo only slight geometrical alterations upon
hydroxyl radical addition, whereby the addition center is displaced slightly out of the
molecular plane.

Perhaps the most interesting feature of the HFCCs in these radicals (Table 5.5) is
the magnitude of the C2H (40.0 G) and C8H (28.8 G) couplings in the C2 and C8
adducts, respectively. In particular, the C2H coupling is very similar to those calculated
for the C2-hydrogenated radical, while the C8H coupling is much smaller in magnitude
than those determined for the C8-hydrogenated radical. Early ESR studies of frozen
aqueous solutions of deoxyadenosine 5'-monophosphate' revealed one isotropic coupling
(29 G) which was believed to be due to a radical formed through addition of a hydroxyl
radical to C8. Comparison with the calculated results for the C8-hydroxylated radical
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(Table 5.5) indicates that this coupling is indeed due to the C8H in the C8-hydroxylated
radical (calculated value: 28.8 G). The calculations also show that a better resolved
spectra would yield experimental couplings for C2H, N9H and both of the amino
hydrogens. The calculated couplings in hydroxylated radicals are useful to determine
whether these radicals are easily formed in adenine crystals.

5.2.6 N1-Protonated Radicals

As previously discussed, it is important to gain a better understanding of factors
that affect the formation of DNA base radicals. The present section will discuss select
radicals protonated at N1, for which there exists accurate experimental data (Tabie 5.6).
The majority of the experimental studies performed on protonated systems involve
adenine hydrochloride crystals, where a chlorine ion participates in a hydrogen bond with
N1H. The relative energies of the Nl-protonated radicals (Table 5.7) indicate that the
C2-hydrogenated radical is slightly lower in energy (0.3 kcal/mol) than the CS8-
hydrogenated species. In the nonprotonated radicals, the C2-hydrogenated radical was
determined to lie 8.7 kcal/mol above the C8-hydrogenated radical. The influence of the
protonation state of the parent adenine base on the HFCCs in the C2 and C8-
hydrogenated radicals will be discussed in the following section.

The Nl-protonated N3-hydrogenated radical has been observed in crystals of
adenine hydrochloride hemihydrate (A:HCl:4H,0).'> The spin density on C2 was
determined to vary between 0.55 and 0.65 depending on whether it is calculated from the

Table 5.6: Experimental HFCCs (G) for N1-protonated adenine radicals.

Radical Molecule Atom Ao Tyy Tyy T
N3-hydrogenated AHCL::H,O” "C2H" -142° 100 10 90
N6-dehydrogenated  A:HCL:“:H,O'  "N6H" 94 -64 -14 7.9
"a-CH" 62 33 -01 34

rA:HC1" "N6H" -11.4 79 <13 92

"C8H" -5.8 28 01 29

N7-hydrogenated rA:2HCI?® "C8H" -87 S8 08 49
C2-hydrogenated rA:HCI" "N1H" 2.6 20 -03 23
"C2H" 40.5 -14 -07 2.1

"C2H" 39.1 -1.6 -08 24

"C8H" 5.5 28 -02 3.0

C4-hydrogenated rA:HC1" "C4H" 9.0 43 0.1 43
C8-hydrogenated rA:HC1" "C2H" 4.3 24 0.0 24
"C8H" 430 21 07 15

"C8H" 40.9 -1.3 06 20
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isotropic or the anisotropic couplings, respectively (calculated value: 0.71). The
discrepancy between the experimental spin densities obtained via the two experimental
couplings was suggested to arise due to one of two reasons. First, it was proposed that
there may exist significant spin density at N3 that would be accounted for in the dipolar
couplings for C2H. Secondly, it was speculated that since net hydrogen addition removes
the double bond between N3 and C2, the C2 center may become more pyramidal leading
to a smaller isotropic value. The geometry optimization in this study indicated that the
radical is distorted at C2, where this position is located out of the molecular plane. In
addition, the calculated spin density distribution in this radical indicates that there exists
significant spin density at N3 (0.13). Thus, the spin density at N3 and the distortion at C2
could be jointly responsible for the discrepancies in the experimental spin densities.

A large isotropic C2H coupling (-14.2 G) was extracted from the experimental
spectrum, which possesses significant anisotropy (-10.0, 1.0, 9.0 G). The anisotropic
couplings are in excellent agreement with the calculated values (-9.4, -0.9, 10.3 G), while
only a small isotropic HFCC was calculated (2.2 G). The calculated isotropic coupling
for the nonprotonated N3-hydrogenated radical (-12.9 G) is in better agreement with the
experimental isotropic coupling, however, the anisotropic couplings calculated for the
nonprotonated radical are too small (-7.3. 0.4, 6.9 G). The main difference between the
protonated and nonprotonated radicals is the geometrical distortion at C2 (the
nonprotonated radical is not distorted). It is possible that crystal interactions lead to a
planar radical experimentally and a larger isotropic C2H coupling. A C; Nl-protonated
N3-hydrogenated radical was optimized which lies only 1.1 kcal/mol higher in energy
than the equivalent nonplanar radical, although it possesses multiple imaginary
frequencies. The spin density distribution varies only slightly between the planar and
nonplanar radical forms and the HFCCs (Table 5.7) are also similar with the exception of
the isotropic C2H coupling. In the planar radical, a C2H coupling of -18.5 G was
calculated, which is in much better agreement with the experimental coupling (-14.2 G).
Since the anisotropic couplings for the protonated planar radical also agree well with
experiment, the observed radical most probably possesses a planar form in the crystalline

environment.
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Table 5.7: Calculated HFCCs (G) in adenine N1-protonated radical cations.

Relative
Radical Energy Atom Ao T Ty Trz
C2-hydrogenated 0.0 NIH -2.6 20 -08 2.8
C2H 36.7 -1.4 07 2.1
C2H 36.2 -1.4  -0.7 2.1
C8H -5.8 -3.2  -05 37
N9H -1.5 -1.0 -09 1.9
C8-hydrogenated 0.3 C2H -5.2 -2.8 -03 3.0
N6H -29 -1.4 -1.1 2.6
N6H -29 -2.7  -0.8 35
C8H 40.6 -1.3 -07 1.9
C8H 40.5 -1.3 .07 1.9
NOH -3.1 2.7  -09 36
N7-hydrogenated 6.1 N1H -3.2 2.8 -l1.1 3.9
N6H 18.8 -1.1 -09 2.0
N6H 18.9 -1.1  -09 20
N7H -1.8 -1.2 -1.0 2.2
C8H -10.4 -5.7 0.2 5.5
C, N7-hydrogenated NIH -2.4 20 -0.8 2.8
N6H -2.8 -25 -07 32
N6H -2.6 -1.9  -09 29
N7H -3.7 28 -14 42
C8H -12.8 -7.2 04 6.8
N3-hydrogenated 6.8 NIH -1.8 2.1 -14 35
C2H 22 94  -09 103
N3H -3.2 -39  -1.8 5.8
C8H -2.7 -1.6  -0.2 1.7
C; N3-hydrogenated N1H -1.2 -1.6 -1.1 2.7
C2H -18.5  -10.7 04 104
N3H -4.7 4.1 -l.6 5.7
C8H -3.4 -1.9  -0.1 2.0
C4-hydrogenated 14.6 N1H -1.6 -1.5  -0.6 2.1
C4H 49.2 -09 -04 14
N6H -2.9 -1.6  -1.3 29
N6H -29 29 08 3.7
C8H -39 -25  -09 34
N9H -3.8 -34 -1.1 4.5
N6-dehydrogenated N1H -1.8 -I.1 -09 2.0
C2H 22 -1.3 -07 20
N6H -9.6 -80 -1.7 9.7
C8H -6.5 -35  -05 4.0

The doubly protonated adenine molecule (hydrogens at N1 and N7) was
investigated in the crystals of adenine dihydrochloride (A:2HCI1)*® and an anion of the
doubly protonated base was identified. This radical is equivalent to the N1-protonated
N7-hydrogenated adenine radical. The spin density at C8 was determined to be
0.292/0.311, similar to the calculated value (0.32). The experimental C8H hyperfine

tensor is composed of an isotropic component of -8.7 G and an anisotropic component of
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(-5.8, 0.8, 4.9 G). The calculations yield isotropic (-10.4 G) and anisotropic (-5.7, 0.2,
5.5 G) couplings, for the C8 hydrogen, in excellent agreement with experiment. In
addition, large couplings were calculated for both hydrogens at N6 (18.8/18.9 G) and
significant couplings were also calculated for N1H (-3.2 G) and N7H (-1.8 G). The large
couplings calculated for the N6 hydrogens arise since in the optimized geometry the
amino group is twisted such that one hydrogen atom is above the molecular plane and the
other is located below the plane. Hydrogen bonding in the crystal may force these
hydrogens to remain in the molecular plane and, hence, these couplings would not be
experimentally observable. A planar radical, which lies 2.8 kcal/mol above the nonplanar
form, was obtained through a constrained optimization. As predicted, the couplings for
both amino hydrogens are very small (approximately 3 G). However, the isotropic and
anisotropic C8H couplings for the planar N1-protonated N7-hydrogenated radical are in
poorer agreement with experiment and, thus, the nature of the geometry in this radical is
difficult to determine. Future experimental studies that measure the N6H couplings in
this radical would be beneficial for a description of its geometrical properties.

The next system to be discussed is the N1-protonated N6-dehydrogenated radical,
the geometry of which was calculated to be planar. This radical has been identified in
crystals of both A:HCI:/2H,0 and anhydrous adenosine hydrochloride (rA:HCI).'"? The
couplings extracted in irradiated adenine hydrochloride hemihydrate were of poor quality
and assignment to the N6-dehydrogenated radical was stated to be tentative.
Experimentally, a spin density of 0.33 was determined to be located on a nitrogen atom
(probably N6) in A:HCIL:2H,O and on C8 (0.21) and N6 (0.39) in rA:HCl. The
calculated spin density was distributed throughout the molecule with significant amounts
located at N6 (0.47), N3 (0.10), C4 (0.10), C5 (0.24) and C6 (-0.14). The experimental
N6H couplings in A:HCIL:%2H,O consist of a substantial isotropic coupling (-9.4 G) with
significant anisotropy (-6.4, -1.4, 7.9 G). An additional coupling assigned to an aH
nucleus was also identified which consists of an isotropic component of -6.2 G and an
anisotropic tensor of (-3.3, -0.1, 3.4 G). The couplings in rA:HC! differ somewhat from
those identified in A:HCl:%4H,O. In particular, larger N6H and smaller aH (C8H)

couplings were obtained in these crystals.
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The calculated N6H isotropic coupling (-9.6 G) matches that obtained in
A:HCIL:Y2H,O crystals. However, the calculated anisotropic couplings differ from these
experimental values by on average 1.5 G. This difference could be due to the poorly
resolved spectra and, hence, better agreement between theory and experiment is not
expected. Support for the assignment of the N6-dehydrogenated radical can be obtained
by examining the aH coupling which corresponds very well with that calculated for CSH
(4o =-6.5 G; -3.5, -0.5, 4.0 G). The C8H couplings obtained in rA:HCI crystals are in
better agreement with those calculated for the deprotonated radical than its protonated
form. However, the N6H couplings support the assumption that the radical is protonated,
since the largest component of the experimental N6H anisotropic coupling (9.2 G)
resembles that calculated for the protonated radical (9.7 G) more closely than that
obtained for the nonprotonated form (11.8 G).

The protonated C4-hydrogenated radical was identified in rA:HCI crystals.'> The
spin density at C8 was estimated to be 0.31 (calculated value: 0.1 1). Only one coupling
was obtained experimentally and assigned to C4H (Ao = 9.0; T; = -4.3, 0.1, 4.3 Q).
However, the calculated results (Table 5.7) indicate that the C4 hydrogen would possess
a much larger isotropic coupling (49.2 G) and a smaller degree of anisotropy (-0.9, -0.4,
1.4 G). Moreover, the experimental couplings obtained in the adenine radical would be
expected to be close to those obtained for cytosine or thymine when hydrogen is located
perpendicular to the C5C6 double bond. The experimental authors are correct in their
prediction that upon radical formation the C4 position becomes pyramidal, but the
experimental and calculated C4H couplings do not match. It can be concluded that the
C4-hydrogenated radical is unlikely to be responsible for the observed coupling. The
assignment of the observed coupling to another radical is difficult in this case since
neither of the computed sets gives a clear match for both isotopic and anisotropic data.

5.2.7 Protonated C2 and C8-Hydrogenated Radicals

Surprising results were obtained in a study of the co-crystals of 1-methylthymine
and 9-methyladenine.?! Specifically, no products formed through oxidation of adenine
were observed. The only adenine radicals observed were the C2 and C8-hydrogenated

radicals. Zehner and co-workers have performed an in-depth experimental study on
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properties of the C2 and C8-hydrogenated radicals.” The couplings in these two radicals
were investigated, in a variety of crystals which represent different protonation states of
the parent adenine molecule, and it was determined that the HFCCs depend strongly on
the protonation state of the adenine base. It was also determined that the relative yields
of the two radicals depends on the crystalline environment. More specifically, in crystals
of 9-methyladenine, where the crystal interactions depend on van der Waals forces, only
the C8 hydrogen addition radicals were observed, whereas in crystals that involve small
polar molecules or extensive hydrogen bonding (singly protonated crystals), both C2 and
C8 hydrogen addition radicals were observed. Alternatively, in A:2HCI crystals (doubly
protonated), the concentration of the C8 radicals is much larger than the concentration of
C2 adduct. The computed relative energies of these species explain these results
perfectly. For the free base, the C8 addition radical lies 8.7 kcal/mol below the C2
radical, while the energy difference in the N1-protonated systems is only 0.3 kcal/mol
and in the doubly protonated system C8 is lower in energy than C2 by 5.8 kcal/mol.

The relative abundance of the C2 and C8-hydrogenated radicals in different
crystals was rationalized by the hypothesis that the C2-hydrogenated radical requires a
specific environment to be stabilized.’ In particular, it was determined from semi-
empirical calculations that the dipole moment of the C2-hydrogenated radical (2.7 D) is
larger than that of the corresponding C8 radical (1.7 D) and, thus, C2-hydrogenated
radicals will be stabilized to a greater extent in ionic environments. Dipole moments
calculated with DFT indicate that for the nonprotonated radicals the C2 radical's dipole
moment (2.8 D) is larger than the C8 radical's dipole moment (2.3 D), but not to the
extent calculated previously. Similarly, the dipole moments calculated for the Nl-
protonated radical indicate that the C8 radical possesses only a slightly larger dipole
moment and the N1,N7-protonated C2 and C8 radicals have identical dipole moments. A
more promising explanation can be found in the relative energies as discussed previously.

The HFCCs calculated for C2 and C8-hydrogenated radicals (Table 5.8) indicate
that the disagreement between theory and experiment increases with the number of
protons added to the parent molecule. This could arise since the surrounding counterions
were not included in the calculations. However, even though the absolute magnitude of

the results may not agree with experiment, the trend in the couplings is clearly described.
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Table 5.8: Calculated and experimental isotropic HFCCs (G) and calculated dipole moments (D) in protonated
C2 and C8-hydrogenated adenine radicals.

“Radical - C2H C2H C8H C8H Dipole Moment
C2-hydrogenated Radical
Free Base Calculated 433 455 -6.7 2.8
Experimental® 440 440 100
N1-protonated Calculated 36.7 36.2 -5.8 31
Expermental (HC1)® 39.0 390 6.5
Experimental (HC1-4H,0)° 400 400 6.5
Experimental (HC})'? 39.1 40.5 -5.5
N1,N7-protonated Calculated 50.0 504 =25 4.9
Experimental® 45.0 450
C8-hydrogenated Radical
Free Base Calculated -5.6 389 39.1 2.3
Experimental® 39.0 39.0
N1-protonated Calculated -5.2 40.6 40.5 35
Expermental (HCI)’ 40.0 40.0
Experimental (HCI-/4H,0)’ 60 420 420
Experimental (HCI)"? 43 430 409
N1,N7-protonated Calculated 2.5 46.5 46.6 4.9
Experimental® 41.0 41.0

For example, the magnitude of the C2H couplings in the C2-hydrogenated radical
increases moving from the Nl-protonated radical, to the free base, to the doubly-
protonated radical.  Similarly the magnitude of the C8H couplings in the C8-
hydrogenated radical increases from the free base, to the N1 protonated and to the
N1,N7-protonated radicals. The relative magnitudes of the C2H and C8H couplings in
the C2 and C8 radicals are also well described by the calculations. For example, the C2H
couplings in the C2-hydrogenated radical are larger than the C8H couplings in the C8-
hydrogenated radical for the free base, but not for the protonated form. Comparison of
calculated and experimental couplings for C2H and C8H in C8 and C2 adducts.
respectively, indicates that these isotropic HFCCs are most probably negative.

Perhaps the most complete set of HFCCs for Nl-protonated C2 and C8-
hydrogenated radicals has been obtained in adenosine hydrochloride (Table 5.6)."* The
values obtained for the N1-protonated C2-hydrogenated radical indicate that the two C2
hydrogens have slightly different couplings (40.5/39.1 G). These isotropic values are a
little larger than those calculated for this radical (36.7/36.2 G). However, the anisotropic
C2H couplings, as well as the full tensors obtained for C8H and the N1H HFCCs are in
remarkable agreement. In addition to differences in the magnitude of the calculated C2H
coupling tensors of the nonprotonated C2-hydrogenated radical (45.5/43.3 G) and of the
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Nl-protonated form (36.7/36.2 G), the two couplings in the nonprotonated radical were
calculated to be different from each other. As well, the average of the calculated
isotropic HFCCs obtained for the protonated and the nonprotonated radicals (40.4 G) is in
astonishing agreement with the magnitude of the couplings obtained experimentally for
the singly protonated system (40.5/39.1 G). Thus, it is possible that experimentally an
averaging of the protonated and nonprotonated HFCCs is observed or the N7H bond
length is longer than that calculated for the protonated radical.

The values obtained in rA:HCI by Close et al.'? for the complete C2H HFCC
tensor, as well as the anisotropic couplings for C8H, in the C8-hydrogenated radical
(Table 5.6) are in excellent agreement with the calculated values for the singly protonated
systems. The calculated isotropic C8H HFCCs (40.6/40.5 G) are also in fair agreement
with the experimental values (43.0/40.9 G), even though both couplings are calculated to
be of equal magnitude, whereas experiment indicates that there is a slight difference
between the two couplings. The calculations clearly indicate, unlike for the C2-
hydrogenated radical, that the observed C8-hydrogenated radical is protonated at N1.

5.2.8 Summary of Adenine Results

Calculations confirm that the adenine cation has been observed experimentally,
although this radical was only identified in crystals initially protonated at N1. This
indicates that more extreme conditions are required for the formation of this radical and if
the cation is formed upon irradiation of other adenine derivatives then it quickly
deprotonates to form neutral radicals. The N9-dehydrogenated radical was shown to be
the lowest energy radical in its class. However, this radical is not possible in full DNA
and hydrogen abstraction would primarily occur at N6. The N6-dehydrogenated radical
has been identified in adenine crystals and the calculations support the experimental
assignment of this species.

The C2 and C8 hydrogen addition radicals were determined to be the lowest
energy radicals in this class. Geometrical effects due to the formation of these radicals
(local puckering at the addition site) are difficult to describe theoretically and the HFCCs
of the two C2 (C8) hydrogens were calculated to differ by only 2 G (0 G), while
experimentally these couplings deviate by approximately 10 G (4 G). Other

hydrogenated radicals undergo significant geometrical alterations upon formation, with
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great distortion noted for the radical formed by addition of hydrogen to N3, C4 and C5.
The distortion in the N3-hydrogenated radical results in an out-of-plane position for the
N3 hydrogen and, hence, a large isotropic HFCC. Experimentally, this hydrogen yields
only a small HFCC and, thus, it is speculated that interactions must be occurring in the
crystals that lead to an in-plane position for the N3 hydrogen and a subsequently small
HFCC. Calculations on a constrained, planar geometry for this radical confirmed this
hypothesis as the HFCCs are in better agreement with experiment.

The C2 and C8 hydroxyl addition radicals are lower in energy than those radicals
formed via addition of hydroxyl to either C4 or CS. In addition, the C2 and the CS8
addition radicals undergo only slight geometrical alterations, while the radicals formed by
hydroxyl addition to C4 and C5 adopt puckered conformations. Only the C8 hydroxyl
addition radical has been observed in adenine crystals. The one isotropic coupling
identified in this experiment agrees with the calculations. The elucidation of more
complete HFCC tensors would be useful for identifying this radical. Comparison of the
calculated HFCCs with the experimental spectra will make it easier to determine whether
or not these radicals are formed in future experimental studies on base crystals or full
DNA.

The HFCCs in a few Nl-protonated and N1,N7-diprotonated radicals were also
compared to experimental results. The energetics of these radicals were similar to the
nonprotonated forms, the only difference being the relative stabilities of the C2 and C8
hydrogen addition radicals. The experimental assignment of the protonated N6-
dehydrogenated and N3-hydrogenated radicals is supported by the calculations, although
a planar structure was required to obtain good agreement for the latter radical. The
differences in the HFCCs of various protonated forms of the C2 and C8-hydrogenated
radicals observed experimentally were well reproduced with DFT. Alternatively,
comparison of theoretical and experimental results leads to the conclusion that the
protonated C4-hydrogenated radical was not detected in the experimental study. In
addition, more studies are required to support the formation of the N7-hydrogenated
radical.

Through comparison of theoretical and experimental couplings, a comprehensible

illustration of the radiation damage in adenine crystals is accessible. It is proposed that
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upon irradiation of adenine derivatives, hydrogen is lost from the N6 position. This will
produce an abundance of hydrogen atoms that will subsequently add to C2, C8 and N3.
Results from protonated crystals indicate that the N6-dehydrogenated and C2, C8 and N3
hydrogenated radicals are formed. These radicals are identical to those elucidated
through comparison of calculated HFCCs and those obtained in nonprotonated crystals
indicating that protonation at N1 in adenine crystals has little effect on the net radiation
products. Although only one experimental isotropic HFCC was elucidated, comparison
of the calculated results to the experimental couplings obtained in irradiated frozen
aqueous solutions of deoxyadenosine 5'-monophosphate indicates that a net hydroxyl
radical addition product is formed in this derivative. This provides promising support for

the proposal of a similar cytosine product in Chapter Four.

5.3 Guanine

5.3.1 Previous Experimental Work

Guanine is important to investigate since it has been proposed to be the main site
of electron loss upon irradiation of DNA. The chemical structure and numbering of
guanine to be used in the present discussions is displayed in Figure 5.2 (structure I).
Many guanine crystals have been examined in the literature (Table 5.9) including 2'-
deoxyguanosine  5'-monophosphate  (5'dGMP),>**?* and guanosine  3',5'-cyclic
monophosphate  (3'5'cGMP).!"?* In separate studies of S5'dGMP, the N2-
dehydrogenated?? and C8-hydrogenated radicals were identified. A more recent study
provides an enhanced picture of the radicals generated in 5'"dGMP crystals’® through the
identification of the guanine anion, the N2-dehydrogenated and the C5 and C8-

hydrogenated radicals. One set of couplings was also left unassigned in these crystals. In
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Figure 5.2: Structure and chemical numbering of guanine (I, 2-amino-6-oxypurine) and singly
protonated guanine (II).
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Table 5.9: Experimental HFCCs (G) in guanine radicals.

Radical Molecule Atom Ao Ty Tyy T2
anion 5'dGMP° "C8H" 3.0 -25 00 25
cation G:HCI:H,0*® "N2H" 43 38 0.7 3.2
"N2H" 43 38 07 32

"C8H" 52 22 02 23

G:HCI:H,O0*® "C8H" 40 -20 -04 25

3'5'cGMP* "C8H" 45 2.7 -08 34

G:HBr:H,0>  "C8H" 46 -24 04 28

N2-dehydrogenated  5'dGMP’ "N2H" 95 -69 -09 7.7
"C8H" 50 -25 01 26

3'5'cGMP"? "N2H" 95 69 .10 79

"C8H" 47 24 02 27

5'dGMP* "N2H" 96 -69 -09 78

"C8H" 49 26 -02 29

CS-hydrogenated 5'dGMP? "CSH" 540 -10 -05 1.7
C8-hydrogenated 5'dGMP? "C8H" 393 -1.4  -08 2.1
"C8H" 372 -14 -08 22

5'dGMP> "C8H" (2) 378 08 -05 1.4

C4-hydroxylated 3'5'cGMP"’ "C8H" 67 -34 .02 36
unassigned 5'dGMP? "C8H" 272 37 -03 4.0
"NH" 34 26 -05 29

"NH" 30 -19 05 24

one study of 3'5'cGMP crystals, the guanine anion was identified.>* In another study of
similar crystals, the N2-dehydrogenated and C4-hydrogenated radicals were
characterized.'’

Similar to adenine, experimental ESR/ENDOR studies on guanine derivatives
have evolved around a variety of crystalline environments in which the parent guanine
molecule is protonated at N7 (Figure 1, IT). For example, Hole er al.? performed a study
on guanine hydrobromide monohydrate (G:HBr:H;O) crystals in which the N7 position is
protonated. Examination of protonated guanine model systems, such as the one studied
by Hole et al., is important since in nonprotonated crystals the guanine cation is readily
deprotonated even at low temperatures. Investigation of the radical thought to be
predominantly formed in full DNA, namely the guanine cation, is extremely difficult in
nonprotonated samples. However, in N7-protonated crystals, deprotonation primarily
occurs at N7 after loss of an electron. The spectrum of this product is hence very similar
to that assigned to the guanine cation observed in DNA.'” In addition to G:HBr:H,O
crystals, the guanine cation has been assigned in crystals of guanine hydrochloride

monohydrate.?52¢
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Due to the importance of the N7-protonated radicals, some of these will also be
discussed in the current chapter when experimental data is available. Protonated crystals
investigated in the literature include guanine hydrochloride monohydrate
(G:HC1:H0),”**’ guanine hydrochloride dihydrate (G:HC1:2H,0),2® the free acid of
guanosine 5'-monophosphate (5'GMP(FA))*° and guanine hydrobromide monohydrate
(G:HBr:HzO).2 The radicals identified in these studies will be discussed in more detail in
a later section.

5.3.2 Anion and Cation

The adiabatic IP was calculated to be 171.8 kcal/mol (Table 5.10), which is in
agreement with the experimental IP'® (179.3 kcal/mol) and the value obtained with
MP2" (176.6 kcal/mol). The EA, which has not been determined experimentally, was
calculated to be -15.8 kcal/mol. This value is similar to that predicted from the vertical
electron affinities through a best fit of the Koopman's EAs to experimental data of similar
systems (-16.7 kcal/mol).'> Both the guanine anion and cation were identified upon
irradiation of a variety of guanine crystals. The anion was reported upon irradiation of
5'dGMP,’ where the spin density at C8 was determined to be 0.11 (calculated value: C8
(0.08), C2 (0.57) and N2 (0.12)), which can be altered by the hydrogen bonding
environment at N7.> The calculations indicate that the anion undergoes significant
geometrical alterations upon formation, whereby the pyrimidine ring is distorted at C2
and the amino group is twisted such that one hydrogen is orientated directly
perpendicular to the plane formed by the remainder of the guanine molecule and the other

hydrogen is located at an angle of 104° with respect to it. Reorientation of the amino

Table 5.10: Calculated HFCCs (G) in the guanine anion and cation radicals.

Radical Atom Ao Ty Tyy T
Anion N2H 1.6 -2.1 -1.1 3.2
(EA =-15.8 kcal/mol)  N2H 319 -1.8 -0.9 2.7
C8H 25 -1.6 -0.1 1.6

N9H -1.4 -09 -06 1.6

C, Anion NIH 32 -28 -1.0 3.7
’ N2H 25 22 -1.0 3.2
N2H 28 -24 -08 3.2

C8H 35 -20 -0.2 2.2

N9H -34 30 -08 3.7

Cation N2H 27 -16 -1.0 2.6
(IP = 171.8 kcal/mol) N2H -3.1 25  -07 3.2

C8H -82 44 -06 5.0
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group may not be possible in the experiments due to hydrogen bonding possibilities in the
crystals not accounted for in the calculations. To account for hydrogen bonding, the
geometry of the anion was also optimized in a fixed C; symmetry which lies 17.9
kcal/mol higher in energy than the nonplanar radical.

Experimentally, a significant C8H isotropic coupling was obtained (-3.0 G, Table
5.9). This value is in good agreement with the calculated isotropic coupling in the
nonplanar radical (-2.5 G, Table 5.10). However, the nonplanar anion (-1.6, -0.1, 1.6 G)
and the experimental (-2.5, 0, 2.5 G) anisotropic tensors differ more than expected since
this component can be calculated to a greater degree of accuracy than the isotropic
HFCC. In addition, the calculations indicate that a large N2H isotropic coupling (31.9 G)
would be observed due to the out-of-plane amino hydrogen. The HFCCs for the planar
anion (C; anion, Table 5.10) improve the agreement with experiment. However, it is very
difficult to conclude whether or not the anion is responsible for the observed spectrum.
The C8H anisotropic HFCCs are in better agreement with experiment for the planar anion
than the nonplanar form, but couplings of equal magnitude or larger were calculated for
the two amino hydrogens, N1H and N9H, which were not reported experimentally. For a
positive identification of the observed radical, additional experimental studies would be
useful to determine the magnitude of the aforementioned couplings. Hole et al.* noted
that the spectra assigned to the guanine anion in their study could possibly be due to the
O6-hydrogenated radical. This option will be discussed in more detail below.

As previously mentioned, the guanine cation was observed in single crystals of
G:HBr:H,0,” G:HCL:H,0%?® and 3'S'¢GMP.* In crystals of G:HCl or G:HBr
monohydrate, the parent guanine molecule is protonated at N7. Upon oxidation of these
crystals, the N7-dehydrogenated radical is formed with respect to the initially protonated
parent molecule and the net result is the guanine cation. The C8 spin density
distributions in these crystals range from 0.14 to 0.182 (calculated value: 0.28). In
G:HCI:H,O crystals, the N3 spin density was determined to be 0.28 (calculated value:
0.21). The experimental N2 spin density ranges from 0.15 to 0.17 in G:HCI:H,O and
from 0.06 to 0.08 in G:HBr:H,O crystals (calculated value: 0.10). Unlike the guanine
anion, the cation retains a planar conformation. The calculated isotropic C8H coupling

(-8.2 G), along with the anisotropic component (largest tensor component: 5.0 G), is
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larger in magnitude than the experimental results (average isotropic and largest
anisotropic tensor components are -4.6 G and 2.8 G, respectively). In addition, two N2H
coupling tensors were extracted in one study of guanine hydrochloride monohydrate
crystals.”> Once again, the experimental and calculated couplings differ although it is
evident that the sign of the couplings should be negative. Thus, it is speculated that the
guanine cation was probably not observed directly in these studies, but more likely a
deprotonated radical is formed. The exact identity of the deprotonated cation is difficult
to determine. Further experimental and theoretical work would be advantageous to
determine which radical is responsible for the observed spectrum.

5.3.3 Net Hydrogen Addition Radicals

Six net hydrogen addition radicals are possible of which the C8-hydrogenated
radical is the lowest in energy (Table 5.11). The N7, C4, O6 and N3-hydrogenated
radicals are 11.0, 14.8, 19.5, and 21.6 kcal/mol higher in energy, respectively. The CS-
hydrogenated radical is the highest energy hydrogenated radical lying 35.8 kcal/mol
above the corresponding C8 adduct. Considering that only the C8 and the CS5 radicals
have been observed in experimental studies, factors other than the thermodynamics
considered here must affect the formation of the CS5 addition product. The N3-
hydrogenated product exhibits significant puckering in the pyrimidine ring, in particular
at the C2 position with the amino group twisted such that one hydrogen is above the
plane formed by the rest of the molecule and the second hydrogen below the plane.
Distortion in the N7-hydrogenated radical occurs in both the five and six-membered
rings. Neither of these net hydrogen atom addition radicals have been assigned in
experimental studies.

The radical formed through net hydrogen addition to C5 was identified in detailed
work on 5'dGMP.? The experimental study indicated that C5H has a very large isotropic
coupling (54.0 G) and a very small anisotropic coupling tensor (-1.0, -0.7, 1.7 G). The
C5-hydrogenated radical was calculated to be in a "butterfly" conformation identical to
those described for hydrogenated and hydroxylated adenine radicals. The experimental
anisotropic coupling tensor is in good agreement with the calculated tensor (-0.7, -0.5, 1.2
G). The calculated isotropic C5H coupling (49.5 G) also supports the experimental
assignment of the observed spectrum to the C5-hydrogenated radical. The calculations



Characterization of Purine Radiation Products 154

Table 5.11: Calculated HFCCs (G) in hydrogenated guanine radicals.

Relative
Radical Energy Atom Aio Ty Tw Tz
C8-hydrogenated 0.0 N2H 16 -08 -04 1.2
N2H 03 09 -04 13
C8H 369 -1.1  -07 1.8
C8H 372 -1 07 18
N9H 29 -26 -09 35
N7-hydrogenated 11.0 N7H 11.3 43 -23 6.6
C8H 251 76 -1.1 87
C4-hydrogenated 14.8 N2H 1.0 -03 -02 05
C4H 427 -09 -06 15
C8H 7.1 41 -0.7 47
N9H -34 33 -12 45
06-hydrogenated 19.5 NIH 7.t 20 -19 39
O6H 2.8 -39 -24 63
C8H 2.7 -16 -0.1 1.7
C, O6-hydrogenated NIH -3.0 -26 -1.2 38
O6H -19 22 22 44
C8H -39 23 -01 23
N3-hydrogenated 216 N1H =20 -31 -1.8 49
N2H 31.8 -15 -1.1 26
N2H 7.7 23 -15 39
C8H -1.7  -1.0 -0.1 1.2
CS-hydrogenated 35.8 N2H -0 -15 -08 23

N2H 124 -14 -09 24
CSH 495 -07 -05 1.2

show that a hydrogen added to the C4 position in the corresponding C4-hydrogenated
radical exhibits a slightly smaller, yet significant, isotropic coupling (42.7 G). The
difference between the couplings in the C4 and C5-hydrogenated radicals is a significant
isotropic coupling (12.4 G) calculated for one of the amino hydrogens in the C5-
hydrogenated radical. This coupling might be useful for the clear identification of the C5-
hydrogenated radical in future experimental studies.

The C8-hydrogenated radical was observed in two different studies of 2'-
deoxyguanosine S'-monophosphate.*”*> In the earliest study,23 the spin density was
determined to reside mainly on N7 (0.43). The spin density was calculated to be located
on N7 (0.51), N9 (0.11), C4 (0.13) and 06 (0.10). Experimentally,? two equivalent CSH
isotropic couplings were resolved (37.8 G). In a more recent study,3 two unique
couplings were identified (39.3 and 37.2 G). The optimized C8-hydrogenated radical is
mostly planar and two slightly different couplings were obtained for the C8 hydrogens
(37.2 and 36.9 G). Difficulties in describing radical puckering have been discussed for

thymine, cytosine and adenine. Consideration of these previous calculations and the
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more accurate experimental techniques employed in the latter experimental studies
indicates that the latter experimental results are more reliable. Through comparison of
the anisotropic couplings obtained in both experimental studies to those obtained from
the present calculations, the observed radical can confidently be assigned to the guanine
C8-hydrogenated radical.

The substituents in the O6-hydrogenated radical are greatly affected by radical
formation. The O6 position is displaced out of the molecular plane with a dihedral angle
with respect to C4 of 33.2°. In addition, the relative location of the amino and N1
hydrogens is affected by this distortion, which is probably due to the large amount of spin
density calculated to be located on C6 (0.64). Hole er al® determined that the O6-
hydrogenated radical was unlikely to give rise to a C8H coupling observed in the
spectrum of 5'dGMP (4,5, =-3.0 G; T;; = -2.5, 0, 2.5 G) and the coupling was assigned to
the anion. However, comparison of the calculated and experimental couplings for the
anion led to some concern. The calculated couplings for C8H in the O6-hydrogenated
radical (Ao = -2.7 G; T; = -1.6, -0.1, 1.7 G) are only in fair agreement with the
experimental HFCCs. In addition, a larger N1H isotropic coupling (7.1 G) was
calculated, but not detected in the experimental spectrum, which seems unlikely.

As discussed for the guanine anion and adenine radicals, crystal interactions may
lead to a planar O6-hydrogenated radical rather than a puckered structure. An optimized
radical constrained to C; symmetry lies only 3.8 kcal/mol above the distorted radical.
The magnitude of the N1H HFCC in the planar radical (Table 5.12, C, O6-hydrogenated)
is much smaller than that calculated for the nonplanar form. In addition, the C8H
anisotropic couplings in the planar O6-hydrogenated radical (-2.3, -0.1, 2.3 G) are in very
good agreement with the anisotropic couplings assigned experimentally to the guanine
anion (-2.5, 0.0, 2.5 G). Thus, it is possible that the spectrum assigned to the guanine
anion arises from the anion protonated at O6. More experimental work, such as the
determination of the N1H HFCCs or searching for the O6H coupling through ENDOR
spectroscopy, would be beneficial for the identification of the observed radical. The
calculations indicate that the planar anion and O6-hydrogenated radicals can be
distinguished through the amino hydrogen couplings, which could only be detected in the

anion.
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5.3.4 Net Hydrogen Abstraction Radicals

The N9-dehydrogenated radical is the lowest energy species (Table 5.12), with
the N1 and N2-dehydrogenated radicals lying 1.7 and 1.9 kcal/mol higher in energy,
respectively. In full DNA samples, a sugar group replaces the N9 hydrogen and, thus, the
N1 or N2-dehydrogenated products are expected. The C8-dehydrogenated radical was
found to lie much higher in energy (24.1 kcal/mol) than the other radicals in this class
providing a possible explanation for the absence of this radical in experimental spectra.
Both the N1 and N9-dehydrogenated radicals remain planar upon formation, with very
slight distortions occurring primarily at the amino group. The hyperfine coupling
constants (Table 5.12) in these dehydrogenated radicals were also very similar, and
consist of a C8H coupling (approximately -7 G) which has a considerable amount of
anisotropy (largest component of the anisotropic tensor is approximately 4.5 G). In
addition, small coupling tensors were calculated for both of the amino hydrogens. The
optimized C8-dehydrogenated radical exhibits slight distortions, mainly at C8 which lead
to a localization of the spin density at this position (0.82) and a small N9H isotropic
coupling (-1.4 G). A significant anisotropic tensor (-3.1, -1.8, 4.9 G) calculated for this
atom would aid in the experimental detection of this radical.

Table 5.12: Calculated HFCCs (G) in dehydrogenated guanine radicals.

Relative
Radical Energy Atom Aiso Ty Tyy Tx
N9-dehydrogenated 0.0 N2H 21 -1.5 -09 24
N2H 20 -22 -06 28
C8H -66 -3.7 -0.7 44
N1-dehydrogenated 1.7 N2H -1.6 -09 -0.6 1.5
N2H 20 -16 -05 2.1
C8H -74 41 04 45
N2-dehydrogenated 1.9 N2H -76 -66 -1.2 77
C8H -60 -34 -03 37
C8-dchydro§enated 24.1 N9H -14 31 -18 49

The only radical identified in nonprotonated guanine crystals formed through net
hydrogen atom abstraction is the N2-dehydrogenated radical. This radical has been
observed in 5'"dGMP’** and 3'5'cGMP.!” The C8 and N2 spin density distributions in all
samples were determined to be approximately 0.17 and 0.33 (calculated value: 0.19 and
0.37, respectively). The N3 spin density (0.31) was determined in the study of 3'5'cGMP
crystals'” (calculated value: 0.35). The experimental couplings for the N2-
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dehydrogenated radical obtained in the various studies are remarkably similar (Table
5.9). The C8H coupling tensor consists of an average isotropic component of -4.9 G and
an average anisotropic component of (-2.5, -0.2, 2.7 G), which are only in fair agreement
with the calculated values (4, = -6.0 G; T; = -3.4, -0.3, 3.7 G). The remaining amino
hydrogen was also observed in the experimental studies, where an isotropic HFCC,
averaged between the three studies, of -9.6 G was obtained. The magnitude of this
coupling is again larger than the N2H coupling obtained from DFT (-7.6 G). However,
comparison of experimental (-6.9, -1.0, 7.8 G) and calculated (-6.6, -1.2, 7.7 G)
anisotropic N2H coupling tensors supports the experimental assignment of the spectrum
to the N2-dehydrogenated radical.

5.3.5 Net Hydroxyl Radical Addition Products

Hydroxyl radical addition can occur at C4, C5 or C8 in guanine. The relative
energies of these radiation products (Table 5.13) indicate that the C8-hydroxylated
radical is the lowest in energy with the corresponding C4 and CS radicals lying 14.2 and
19.0 kcal/mol higher in energy, respectively. This is identical to the relative energies
calculated for the corresponding hydrogenated radicals, although the CS5-hydroxylated
radical is closer in energy to the other radicals than the C5-hydrogenated radical is to
related species. The only hydroxylated product observed in experimental studies on
neutral guanine crystals is that formed by addition to C4.

The calculated spin density distributions in hydroxylated radicals indicate that
close to half of the spin density is located on a neighboring center (C5 (0.48), C4 (0.44)
and N7 (0.47) in the C4, CS and C8-hydroxylated radicals, respectively). Both the C4
and C5-hydroxylated radicals adopt a "butterfly” conformation previously discussed for

the corresponding hydrogenated radicals and similar adenine radicals. Significant

Table 5.13: Calculated HFCCs (G) in guanine hydroxylated radicals.

Relative
Radical Energy Atom Aiso Ty Tyy T
C8-hydroxylated 0.0 C8H 234 -10 -05 1.5
N9H 24 2.1 -08 29
C4-hydroxylated 14.2 C8H -78 45 -07 5.1
N9H 20 -25 -10 36
CS-hydroxylated 19.0 N2H 76 -15 -08 24
N7H -10 -1 -09 20

C8H 25 -1.5 -05 20
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isotropic couplings were calculated for C8H (-7.8 G) and N2H (7.6 G) in the C4 and C5-
hydroxylated radicals, respectively. The geometry of the C8-hydroxylated radical is not
significantly different from the parent molecule with the hydrogen and the hydroxyl
group orientated at C8 such that they are displaced equally on opposite sides of the
molecular plane. This displacement results in a substantial C8H isotropic coupling (23.4
G).

The spectrum of the C4-hydroxylated radical was recorded in crystals of
3'5S'cGMP.!” The observed radical was determined to possess a C8 spin density of
approximately 0.25 (calculated value: 0.26). The only coupling extracted from the
experiments was for C8H, whose full coupling tensor is (-10.1, -6.9, -3.1 G). The
calculated full tensor for the proposed radical is (-12.3, -8.5, -2.7 G). If the individual
components of the coupling tensor are considered, then only fair agreement with
experiment is obtained. Among the radicals investigated, the only couplings that match
the experimental C8H isotropic (-6.7 G) and anisotropic results (-3.4, -0.2, 3.6 G) arise
from the nonprotonated N2-dehydrogenated radical. The C8H calculated tensor in this
radical is composed of a -6.0 G isotropic component and an anisotropic tensor of (-3.4,
-0.3, 3.7 G). The N2-dehydrogenated radical also possesses a large N2H coupling (-7.6
G) while the C4-hydroxylated radical possesses a small N9H coupling (-2.0 G). These
couplings would be useful for the full identification of this radical.

5.3.6 N7-Protonated Radicals

A number of radicals have been identified in N7-protonated guanine derivatives
(Table 5.14). Two hydrogenated radicals have been identified, the C8 and O6 adducts.
The C8 hydrogen addition radical lies 18.8 kcal/mol lower in energy than the
corresponding O6 radical (Table 5.15), which is close to the difference observed (19.5
kcal/mol) for the nonprotonated radicals. The C8-hydrogenated radical protonated at N7
was observed in studies on crystals of G:HCI:H,0,”” SGMP(FA),” G:HCI:2H,0% and
G:HBr:H,0.> The average spin density distribution on N7 and N9 observed in these
studies is 0.31 and 0.11, respectively (calculated values: 0.32 and 0.10). A coupling was

assigned to N7H in all experimental studies which on average consists of an isotropic
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Table 5.14: Experimental HFCCs (G) of N7-protonated guanine radicals.

Radical Molecule Atom Ao Tyr Tyy T
06-hydrogenated G:HCI:H,0™ "NIH" -42 25 -0.5 3.0
"C8H" 75 43 05 38
"C8H" 81 40 -03 43
S'GMP(FA)®  "NIH" 3.7 26 -06 3.2
"O6H" 04 -16 01 1.5
"“N7H" 33 -16 -1.0 26
"C8H" 72 35 -04 39
G:HCI:2H,0® "NIH" 22 .17 -0.1 1.7
"N7H" -1.7 -17 -08 25
"C8H" 7.7 47 06 4.1
"NIH" 41 29 -06 34
"N7H" 35 22 07 29
"C8H" 76 -3.8 -04 42
"N1H" 35 25 05 30
"N7H" 3.1 -1.8 09 27
"C8H" 78 4.1 -02 43
"N1H" 32 24 .06 3.0
"N7H" 29 -16 -09 25
"C8H" -83 36 00 4.7
G:HBr:H,0? "NIH" 32 24 05 29
"N7H" 28 -16 -09 24
"C8H" 81 40 -06 45
C8-hydrogenated G:HCLI:H,0”  "C8H" 46
"C8H" 258 -16 -03 1.7
"N7H" 83 66 -06 73
S'GMP(FA)®  "C8H" 365 -14 -0.7 2.1
"C8H" 331 -14  -08 2.1
"N7H" 85 66 -16 82
G:HCI:2H,0®  "C8H" 353 -1.3 00 2.1
"C8H" 382 -13  -09 2.1
"N7H" 90 69 -15 84
"N9H" 30 24 .07 3.1
G:HBr:H,0* "N7H" 86 -72 -16 85
"NOH" 32 26 -08 3.0
N9-dehydrogenated  G:HCI:H,0*  "N7H" 50 36 -14 50
"N2H" 22 -18 03 2.1
"N2H" 21 -14 06 19
G:HCI:2H,0® "N2H" 20 -13 05 1.8
"N2H" 22 <15 04 20
“N7H" 54 37 13 5.1
C5-hydroxylated G:HBr:H,0’ "N2H" 40 -29 -06 35
"N2H" 35 22 .04 25
"N7H" 32 24 .10 34
"C8H" 37 -19 05 24
C8-hydroxylated G:HCI:2H,0®* "N7H" -85 65 -15 80
"C8H" 202 -1.1 -06 1.6
"N9H" 22 -18 07 25
ring-opened G:HBr:H,0? "C8H" 49 26 0.1 24
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Table 5.15: Calculated HFCCs (G) in various guanine N7-protonated radicals.

Relative
Radical Energy Atom Ao T T T
C8-hydrogenated 00 N2H -I.3 09 -05 1.4
N2H -1.6 -1.1 -04 1.5
N7H -8.1 6.5 -18 83
C8H 29.1 -1.1 -0.7 1.7
C8H 29.1 -1.1 -0.6 1.7
N9H -30 25 .09 3.4
0O6-hydrogenated 18.8 O6H 220 -15 1.2 2.7
N7H 24 15 -1.2 2.7
C8H -11.0 -6.2 0.3 5.9
C; O6-hydrogenated N1H 26 -22 -09 3.1
O6H -1.5  -1.5  -15 29
N7H 32 23 -1.3 3.6
C8H -128 .72 04 6.8
N9-dehydrogenated N2H 34 2.1 -1.1 3.2
N2H -3.8  -3.1 -0.8 39
N7H -28 22 -1 3.3
C8H 29 -1.7 -06 23
C8-hydroxylated 0.0 N7H -70 59 -1.7 7.6
C8H 175 -09 -05 1.4
N9H -2.1 -1.8 -0.8 2.6
CS-hydroxylated 20.5 N2H 25 -1.7 -09 2.7
N2H 2.7 24 06 3.0
N7H -1.5  -15 -0.9 25
C8H -9.1 -5.0 -0.2 5.2
ring-opened 28.8 NIH -1.3 -10 -05 1.5
N7H 2.7 -13 0.1 1.3
C8H 48 -25 -0.5 3.0
O8H -1.0 -1.7 -10 2.7
NSH -106 -93 -1.8 11.1

component of -8.6 G and a notable anisotropic tensor (-6.8, -1.3, 8.1 G). This is in very
nice agreement with the calculated N7H HFCC in the protonated C8-hydrogenated
radical (4iso = -8.1 G; T;; = -6.5, -1.8, 8.3 G). In two experimental studies,>>® a coupling
tensor for N9H was observed (45, = -3.1 G; T; =-2.5, -0.8, 3.1 G), which is once again in
agreement with the calculations (4,5, = -3.0 G; T;; =-2.5, -0.9, 3.4 G).

The anisotropic C8H couplings in all experimental studies were virtually identical
(-1.4,-0.7, 2.0 G) and in good agreement with the calculated tensor (-1.1, -0.7, 1.7 G). In
contrast, the two isotropic C8H couplings vary between crystalline environments, where
in some studies the difference between the two couplings is great®’ (approximately 20 G)
and in other studies the difference is small®®*?® (3 G). The couplings with the small
difference between the two values may be regarded as more reliable since the complete

coupling tensors were determined using sophisticated ENDOR spectroscopy, whereas the
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couplings that deviated by 20 G were determined only through ESR. However,
differences in couplings extracted in each experiment may also arise due to the crystalline
environment, the temperature, or the different time scales employed. The calculations
indicate that the two C8 hydrogens have identical couplings, which are much smaller
(29.1 G) than those observed in any of the ENDOR experiments (approximately 34 G and
37 G). The problem of calculating couplings smaller than recorded experimentally has
previously been discussed for similar thymine and adenine radicals. Due to the good
agreement between theory and experiment for all couplings besides the isotropic C8H
component, the calculations support the experimental assignment of the protonated C8-
hydrogenated radical. It should be noted that the isotropic C8H couplings calculated for
the nonprotonated radical (36.9/37.2 G) are in excellent agreement with the couplings
assigned to the corresponding protonated radical. However, due to the excellent
agreement of the N7H HFCCs with experiment, it can be concluded that the radical is
protonated and the poor agreement with experimental results is due to the model
employed.

The N7-protonated O6-hydrogenated radical has been observed in studies on
crystals of G:HCL:H,0,”® S'GMP(FA),” G:HCI:2H,0?® and G:HBr:H,0.? The geometry
was calculated to exhibit distortions at C6, where O6H is located out of the molecular
plane to result in a large isotropic O6H coupling which was not recorded experimentally.
The calculated couplings for the hydrogen at 06 (22.0 G) and C8 (-11.0 G) are extremely
large (Table 5.15), while the corresponding experimental couplings are small (Table
5.14). Not even the anisotropic couplings for this radical are in agreement. Thus, it
seems unlikely that the N7-protonated O6 hydrogen addition radical is responsible for the
spectra observed in these studies. Since hydrogen bonding interactions may result in a
planar geometry, a C; radical was obtained through a full optimization, which possesses
one imaginary frequency and lies 1.7 kcal/mol higher in energy than the nonplanar
radical. Calculations on the planar radical yield a small O6H coupling which is expected
experimentally and, thus, the agreement between calculated couplings and experiment
could be considered to be improved over that observed for the nonplanar radical. A N1H
coupling was calculated in the planar radical that was not obtained for the nonplanar

form, however this coupling is still smaller than the experimental result. The
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experimental and calculated couplings also disagree in the magnitude of the C8H
coupling, where the HFCCs obtained from the calculations are far too large relative to
those obtained in the experimental study.

The possibility that the observed radical is nonprotonated can be eliminated. In
particular, the C8H HFCC for the planar O6-hydrogenated radical is different from that
assigned to the N7-protonated O6-hydrogenated radical. Furthermore, clear couplings
were observed experimentally for N7H. To ensure that differences in the calculated and
experimental C8H couplings for the N7-protonated O6-hydrogenated radical do not arise
due to differences in the hydrogen bonding environment at N7, a series of calculations
were performed where the N7H bond was lengthened. The N1 and O6 hydrogen
couplings did not change with variations in the N7H bond length. The C8H couplings
(Table 5.16) also do not change substantially over the N7H bond lengths investigated.
Alternatively, the N7H anisotropic couplings show a decrease in magnitude with an
increase in bond length. Despite the great difference between the C8H couplings in the
planar protonated and nonprotonated radicals, neither of these couplings match those
assigned to the protonated O6-hydrogenated radical. However, the average of these
couplings (4i, = -8.4 G; T;; =-4.8, 0.3, 4.6 G) is in good agreement with the experimental
results (45, = -7.8 G; T; = -4.0, -0.1, 4.2 G). Moreover, the average calculated N1H
couplings (4iso = -2.8 G; Tj; = -2.4, -1.1, 3.5 G) are also in agreement with experiment
(Aiso = -3.4 G; T;; = -2.4, -0.5, 2.9 G). Any discrepancies between experimental and
calculated N7H couplings can also be explained in terms of differences in the N7H bond

Table 5.16: Variation in the planar, N7-protonated O6-hydrogenated guanine radical’s C8H
and N7H HFCCs (G) with respect to the N7H bond length. (A)

Bond
Length C8H N7H
Ao Tox Ty Iz Ase T Ty Iz
0.908 -13.1 -7.3 04 6.9 -3.1 2.9 -1.1 4.0
1.008° -12.8 -7.2 04 6.8 -3.2 =23 -1.3 3.6
1.108 -12.8 -7.1 04 6.7 -3.2 -1.9 -1.4 3.3
1.208 -12.6 -7.0 04 6.6 -3.5 -1.6 -1.4 3.0
1.308 -124 -6.9 04 6.5 -4.0 -1.4 -1.3 2.7
unprotonated’ -39 23 -0.1 23
experimental® 78 40 -01 42 29  -18 09 26

The optimized bond length for the planar N7-protonated O6-hydrogenated radical.
'Calculated results for the C, O6-hydrogenated radical which is not protonated at N7.
$The experimental value was obtained as an average of the results presented in Table 5.14.
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length. The experimental N7H HFCCs are in better agreement with the calculations
performed at longer bond lengths than those performed at the optimized geometry. Thus,
a possible explanation for the observed spectra is a recorded averaging where some of the
O6-hydrogenated radicals are protonated at N7 and some exist as nonprotonated species
or there exists a transfer between N7H and a neighboring Cl anion.

An additional explanation for the observed couplings is the guanine cation. The
average C8H experimental full tensor components (-11.9, -8.0, -3.5 G) and those
calculated for the guanine cation (-12.6, -8.8, -3.2 G) are in excellent agreement. In
addition the experimentally assigned N1 (-5.9, -3.9, -0.6 G) and N7 (-4.8, -3.8, -0.3 G)
tensors in the O6-hydrogenated radical are in excellent agreement with those calculated
for the two N2 hydrogens (-5.6, -3.8, 0.1 G) and (-4.3, -3.7, -0.1 G), respectively. Hence,
the experimentally assigned N7-protonated O6-hydrogenated radical has HFCCs
remarkably similar to those calculated for the guanine cation, which could be formed
through net N7 hydrogen removal from the parent molecule.

The only N7-protonated dehydrogenated radical reported experimentally is the N9
centered radical, which was observed in G:HC1:H,O>’ and G:HCI:2H,0.2®* On average
the spin density was determined to be 0.19 and 0.08 on N7 and N2, respectively
(calculated values: 0.10 and 0.13). Comparison of calculated (Table 5.15) and
experimental (Table 5.14) HFCCs for the N9-dehydrogenated radical cation indicates that
this radical is unlikely to be responsible for the observed spectrum. The variation in the
HFCCs with respect to the N7H bond length for the protonated N9-dehydrogenated
radical was investigated to account for differences in the hydrogen bonding scheme to N7
(not shown).”® The amino and C8 hydrogen couplings do not change appreciably with
variations in the N7H bond length. The variations in N7H HFCCs are greater, but the
calculated resulits are still in poor agreement with experiment.

The experimental N7H anisotropic tensor (-3.7, -1.5, 5.1 G) is in much better
agreement with that calculated for C8H in the nonprotonated radical (-3.7, -0.7, 4.4 G)
than that calculated for N7H in the protonated radical (-2.2, -1.1, 3.3 G). In addition, the
two experimental N2H anisotropic couplings (-1.4, -0.5, 1.9 G) and (-1.7, -0.4, 2.1 G) are
in excellent agreement with the two N2H couplings calculated for the nonprotonated N9-
dehydrogenated radical (-1.5, -0.9, 2.4 G) and (-2.2, -0.6, 2.8 G). The corresponding
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anisotropic tensors for the N7-protonated radical are (-2.1, -1.1, 3.2 G) and (-3.1, -0.8, 3.9
G). Although mistaking a C8H coupling for an N7H coupling is highly unlikely, these
results indicate that the experimentally assigned N7-protonated N9-dehydrogenated
radical resemble couplings calculated for the corresponding nonprotonated radical more
closely. No other possibilities can be put forth for the observed radical at this time
through comparison of the experimental and calculated couplings.

Two N7-protonated hydroxylated radicals have been observed experimentally
which involve net hydroxyl radical addition to C5 and C8. The C8-hydroxylated radical
was calculated to be 20.5 kcal/mol lower in energy than the CS radical. This is very
similar to the energetics discussed for the nonprotonated radicals where the difference is
19.0 kcal/mol. The protonated C5-hydroxylated radical was assigned in G:HBr:H,0.2
The experimental spin density was determined to be 0.13, 0.11 and 0.12 on C8, N7 and
N2, respectively, whereas the main components of the calculated spin density are 0.29,
0.12 and 0.37 on C8, C2 and C4, respectively. Clearly, the experimental and calculated
spin density distributions are not in agreement. The agreement between experimental
(Table 5.14) and calculated (Table 5.15) HFCCs is also poor. In particular, the calculated
C8H anisotropic HFCC is approximately 3 G larger than that recorded in experiments
and the other couplings also do not correspond.

Other possibilities were discussed for the radical assigned in the experimental
study on G:HBr:H-0,> including the C5-hydrogenated and N9-dehydrogenated radicals.
The C5-hydrogenated radical was concluded to be unlikely since a large CSH coupling
would be expected. The C5H HFCCs calculated for the nonprotonated CS-hydrogenated
radical (49.5 G) confirmed that this radical is not responsible for the observed spectrum.
The possibility that the recorded HFCCs are due to the N7-protonated N9-
dehydrogenated radical was also dismissed in the experimental paper since the spectrum
was different from that observed in other crystals (Table 5.14). However, since the
previous experimental HFCCs for the N7-protonated N9-dehydrogenated radical were in
poor agreement with the calculations, comparison of these couplings with those
calculated for the N7-protonated N9-dehydrogenated radical is required. The
experimental C8H isotropic (-3.7 G) and anisotropic (-1.9, -0.5, 2.4 G) couplings in

question are in excellent agreement with the calculated C8H coupiings in the N9-
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dehydrogenated radical (4is, = -2.9 G; T;; = -1.7, -0.6, 2.3 G). The experimental (4;, =
-3.2G; T; = -2.4, -1.0, 3.4 G) and calculated N7H couplings in the N9-dehydrogenated
radical (4, = -2.8 G; T; = -2.2, -1.1, 3.3 G) are also in excellent agreement.
Furthermore, both the experimental and the calculated radicals exhibit similar N2H
HFCCs. Thus, it can be concluded that the observed radical originally assigned to the
C5-hydroxylated radical is more than likely the N9-dehydrogenated radical. It should
also be noted that much better agreement is obtained between the calculated N9-
dehydrogenated HFCCs and the experimental C5-hydroxylated HFCCs than the
experimental "N9-dehydrogenated" couplings discussed previously.

The radical formed by net hydroxyl radical addition to C8 has been observed in
single crystals of G:HCI:2H,0.2®* The observed spectrum consists of a large C8H
isotropic coupling (20.2 G) and a very small anisotropic tensor (-1.1, -0.6, 1.6 G), which
is in excellent agreement with the calculated values (4, = 17.5 G; T; =-0.9, -0.5, 1.4 Q).
Experimentally, another isotropic coupling was observed for N7H (-8.5 G) which also
possesses great anisotropy (-6.5, -1.5, 8.0 G). The calculated N7H couplings (4, = -7.0
G, T = -59, -1.7, 7.6 G) are in agreement with experiment considering the local
environment has been shown to affect these couplings in other radicals (Table 5.16). A
small N9H coupling was also noted for this radical (experimental and calculated 1sotropic
HFCCs of -2.2 and -2.1 G, respectively). Experimentally, it was speculated that the
observed spectrum could be due to the C8-hydrogenated radical where the additional
hydrogen is added to an in-plane position and, thus, only one large C8H coupling is
observed. This alternative seems very unlikely due to the excellent agreement between
experimental and calculated HFCCs for the C8-hydroxylated radical cation.

One last radical observed experimentally was thought to have a molecular
structure very similar to the N7-protonated C8-hydroxylated radical.’ One experimental
coupling was observed and assigned to C8H which has undergone significant
reorientation. The proposed radical is the N7-protonated ring-opened radical (Figure
5.3), which was calculated to be 28.8 kcal/mol higher in energy than the corresponding
ring-closed radical. The experimental coupling consists of an isotropic (-4.9 G) and an
anisotropic (-2.6, 0.1, 2.4 G) C8H coupling. These results are in good agreement with the
C8H couplings calculated for this radical (4, = -4.8 G; Tj; = -2.5, -0.5, 3.0 G). In
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Figure 5.3: Structure of ring-opened, N7-protonated guanine radical cation.

addition to the C8H HFCC, the calculations indicate that couplings should be observed
for the hydrogen attached to N9 and possibly N1, N7 and (the hydroxyl oxygen) O8. A
more detailed experimental study is required for a definitive identification of this radical.

5.3.7 Experimentally Unassigned Guanine Radical

In a study of 5S'dGMP? crystals, a spectrum was left unassigned, although many
possible radicals were discussed. The unassigned spectrum consists of a C8H coupling
(Aiso =-7.2 G, T;; = -3.7, -0.3, 4.0 G) and two couplings arising from hydrogens attached
to nitrogen atoms. One NH coupling, proposed to be NIH or an amino hydrogen,
possesses an isotropic component of -3.4 G and significant anisotropy (-2.6, -0.5, 2.9 G).
The second NH coupling was suggested to arise from N2H, N3H or alternatively from a
hydrogen atom involved in a hydrogen bond with N7. The couplings from this hydrogen
are slightly smaller than those discussed for the first NH (4, = -3.0 G; T;=-1.9, -0.5,
24G).

Two deprotonated radicals, formed via hydrogen removal from N1 or N2, were
proposed to give rise to the unassigned spectrum. Comparison of the experimental
couplings (Table 5.9) and those calculated for the N2-dehydrogenated radical (Table
5.11) indicates that this radical is unlikely to be responsible for the observed spectrum.
In particular, only one NH coupling was calculated for this radical, which furthermore is
significantly different from those discussed for the unidentified radical. The calculated
couplings for the N1-dehydrogenated radical (Table 5.11) match those elucidated in the
unassigned spectrum more closely, although the anisotropic couplings disagree more than
expected for this component. It is interesting to note that the calculated anisotropic
couplings for the N9-dehydrogenated radical are in excellent agreement with those of the
unassigned radical. However, this radical is not expected in guanosine crystals since a

sugar group replaces the hydrogen at N9.
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The guanine cation was also proposed to have a spectrum similar to that
unassigned experimentally and the calculated HFCCs (Table 5.10) support the hypothesis
that the unassigned spectrum is similar to this radical. The calculated NH anisotropic
couplings are in remarkable agreement with those obtained experimentally, whereas the
calculated C8H anisotropic coupling is slightly larger than the recorded value. The
guanine cation was not seriously considered to be responsible for the observed spectrum
since it is unlikely that this radical would be observed at 200 K. The unassigned
spectrum was also speculated to arise from an N7-protonated O6-hydrogenated radical.’
The calculations (Table 5.15) yield different HFCCs than those obtained experimentally
for both the planar and nonplanar geometries. However, the couplings extracted from the
unassigned spectrum are very similar to the average of the protonated and nonprotonated
O6-hydrogenated couplings discussed in the preceding section. This possibility offers the
best explanation of the unassigned couplings to date.

Hole er al’ commented on the similarity of the unassigned spectra to that
obtained for both the guanine anion and cation. In particular, they discussed the
mandatory care required when interpreting the resonance patterns of the irradiated DNA
bases, even for those spectra obtained from the sophisticated ENDOR technique. The
calculations support their comments since many of the calculated HFCCs for the
radiation products are very similar. Thus, even through the use of high-level calculations,
interpretation of the observed spectra is very difficult. This example illustrates the great
difficulties associated with the determination of DNA radiation products, even when the
problem is reduced to examining the individual bases.

5.3.8 Summary of Guanine Results

Disagreement between theoretical and experimental couplings for the guanine
anion was exhibited which was improved upon through consideration of a planar radical.
The calculated couplings for a planar O6-hydrogenated radical also match the
experimental results. Only one coupling tensor was extracted in the experimental study
and, thus, for positive identification of the observed radical more experimental couplings
are required. In particular, the calculations indicate that the anion and its O6-protonated

form can be distinguished through the identification of the amino hydrogen HFCCs.
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Similarly, the couplings assigned to the guanine cation and the calculated couplings were
not in good agreement.

The N9-dehydrogenated radical was determined to be the lowest energy radical in
this class and the corresponding N1 and N2 radicals are very close in energy. Only the
N2-dehydrogenated radical has been observed experimentally and the calculated HFCCs
are in excellent agreement with experimental values. The C8 and CS-hydrogenated
radicals are the lowest and highest energy radicals in their class. Both of these radicals
have been observed experimentally and the calculations support their assignment. The
C8-hydroxylated radical is the lowest energy radical formed via net hydroxyl radical
addition. The couplings assigned to the C4-hydroxylated radical experimentally are in
fair agreement with the calculated values if the principal components are considered. An
alternate explanation for these observed couplings can be sought in the formation of the
N2-dehydrogenated radical.

The good agreement obtained between theory and experiment for the
nonprotonated radicals is not immediately transferable to the N7-protonated guanine
radicals investigated in the present study. Among the protonated radicals, only the
experimental assignment of the C8-hydrogenated and CS8-hydroxylated radicals is
supported by the calculations. The spectrum experimentally assigned to the protonated
O6-hydrogenated radical was speculated to arise from an averaging of the planar forms of
the protonated and nonprotonated O6-hydrogenated radicals. In addition, it was also
noted that the spectrum experimentally assigned to the N7-protonated O6-hydrogenated
radical contains HFCCs very similar to the guanine cation. The protonated N9-
dehydrogenated radical was concluded to be unlikely responsible for the observed
spectrum assigned experimentally to this radical. The only radical possessing couplings
similar to those observed experimentally is the nonprotonated N9-dehydrogenated
radical. No other possible product could be identified as leading to the experimental
HFCCs. In addition, the observed HFCCs thought to arise from the C5-hydroxylated
radical were determined to originate from an other guanine radical, most probably the
N7-protonated N9-dehydrogenated radical. It was concluded that more experimental, as
well as theoretical, studies are required for the full identification of N7-protonated

radicals generated upon irradiation of guanine derivatives. It should be noted that no
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environmental effects were included in the present study, which offers a possible
explanation for discrepancies between theory and experiment.

Through comparison of experimental and calculated hyperfine coupling constants,
it can be determined that the N2-dehydrogenated radical is the major dehydrogenated
product formed in neutral guanine crystals. Formation of this radical produces a supply
of hydrogen atoms which will add primarily to C5 and C8. In N7-protonated guanine
crystals, the primary radiation products elucidated through comparison of experimental
and calculated HFCCs are the C8-hydrogenated and C8-hydroxylated radicals. The
identification of all other radicals is speculative. In addition, the O6-hydrogenated
radical may be formed where the observed spectra exists as an average of that due to the
protonated and nonprotonated radicals. Contrary to adenine, there exist differences in
radical formation when N7-protonated crystals are considered. In particular, no
dehydrogenated radicals were characterized in the protonated crystals. Thus, questions
regarding how the hydrogen atoms are generated to form net hydrogenated radicals arise.
However, all protonated crystals examined were hydrate derivatives. Thus, the most
likely mechanism for damage in these hydrate crystals involves water, where net
hydrogen atom and net hydroxy! radical addition occurs at C8 in guanine. The formation
of the C8-hydroxylated radical in hydrate crystals of guanine derivatives provides further
support for the proposed mechanism for damage in cytosine monohydrate crystals in

Chapter Four.

5.4 Conclusions

Similar to the thymine results discussed in Chapter Four, the calculated and
experimental couplings obtained in adenine radicals are in very good agreement. The
calculations indicate that the cation has been observed, but only in initially protonated
crystals. In some instances, the calculated results were initially in poor agreement with
experiment. However, upon consideration of crystal effects, improved results were
obtained. For example, the calculated couplings in the N3-hydrogenated radical were
different from the experimental results since a severely distorted radical was optimized.
Once the extensive hydrogen bonding schemes in the crystals, which result in planar

radicals, were taken into account, the calculated HFCCs were in much better agreement
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with experimental results. Similar to the thymine C6-hydrogenated radical, the isotropic
HFCCs in the C2 and C8-hydrogenated radicals were calculated to be of equal
magnitude, while the radicals are slightly distorted at these positions in the expernments.
The only radical assignment not supported by the calculations is the protonated C4-
hydrogenated coupling. Experimentally, a small isotropic coupling was assigned to C4H
in this radical, but the calculations indicate that this hydrogen should possess a large
coupling. Consideration of the magnitude of the couplings obtained in other base
derivatives when hydrogen is added perpendicular to the molecular plane supports the
conclusions drawn from the calculations that the observed radical was misidentified.

The calculations on the guanine anion and cation indicate that the experimental
assignment of these radicals is questionable. Alternatively, the calculations support the
experimental assignment of all dehydrogenated and hydrogenated radicals identified in
nonprotonated crystals. The C4-hydroxylated radical was identified in one experimental
study, but the extracted couplings are only in fair agreement with the calculations
indicating further studies are required to identify this radical. The identification of the
C8-hydrogenated and hydroxylated radicals in protonated crystals was also supported by
the calculations. The assignment of the O6-hydrogenated radical in protonated crystals
can be defended by the calculations if an averaging between protonated and
nonprotonated radicals is considered. However, the assignment of the other radicals in
protonated crystals can be questioned through comparison to the calculations. In
particular, the results for the N9-dehydrogenated and CS5-hydroxylated radicals are in
poor agreement. The couplings in these radicals were similar to the nonprotonated and
protonated N9-dehydrogenated radicals, respectively. Complete assignment of these
radicals is not possible without the resolution of more experimental HFCCs.

Through comparison of the calculated and experimental HFCCs the identity of
one radical in each of adenine and guanine derivatives was assigned to a net hydroxyl
radical addition product. In particular, the calculations support the experimental
assignment of the C4 and C8-hydroxylated radicals in frozen aqueous solutions of
deoxyadenosine 5'-monophosphate and crystals of guanine hydrochloride dihydrate. If
the full coupling tensors are considered then the calculations also support the

experimental assignment of the C4-hydroxylated radical in crystals of guanosine 3',5'-
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cyclic monophosphate. These conclusions support the hypothesis put forth in Chapter
Four that net hydroxyl addition to the cytosine base may occur in cytosine monohydrate
crystals. The reactions of water with cytosine, as well as uracil and thymine, will be

considered in Chapter Seven.
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CHAPTER SIX

Sugar Radicals in Irradiated DNA Components

6.1 Introduction

The formation of sugar radicals in irradiated DNA is of great interest since it is
widely accepted that single-strand breaks occur via these intermediates.'? Sugar radicals
can be formed through direct mechanisms, in which alkoxyl or base radicals are formed
and radical character is transferred to the sugar group, and indirect mechanisms, where
hydrogen or hydroxyl radicals generated from water radiolysis attack the sugar group. In
an important study of D-glucose, Schuchmann and von Sonntag® concluded that hydroxyl
radicals attack the six carbon atoms in this sugar to an equal extent. However, ESR
techniques have been unable to detect sugar radicals in irradiated DNA.* As mentioned
in Chapter One, Hole er al.’ were the first to observe a large variety of sugar radicals in
their ENDOR study of 2'-deoxyguanosine 5'-monophosphate, where nine sugar radicals
were characterized. This provides a nice example of the power of the ENDOR technique
since ESR did not easily detect these radicals. A subsequent ENDOR study of single
crystals of deoxyadenosine® supported the hypothesis that many sugar radicals are
generated upon irradiation.

Theoretical investigations of carbon-centered sugar radicals have appeared in the
literature.”® In these studies, geometries, relative energies, spin density distributions and
hyperfine coupling constants were calculated at the HF level. Both studies were very
complete and carefully performed at the level of theory chosen. However, as discussed in
Chapter Two, Hartree-Fock overestimates the hyperfine coupling constants considerably
and electron correlation yields important contributions to this property.

It is of interest to calculate the HFCCs of possible radicals in the DNA sugar
moiety in order to assign the experimental spectra to specific radicals with confidence.
Once the radicals formed in single crystals are fully characterized, experimentalists will
have a better understanding of how to recognize these radicals in full DNA and be able to
answer an important question, namely whether sugar radicals are formed upon irradiation
of DNA.*

173
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The structure and standard atomic numbering of a DNA nucleotide unit is
presented in Figure 6.1 (structure I). Due to the number of atoms involved in the
nucleotides, a model system must be used. The model chosen represents phosphate
groups with hydroxyl groups and the DNA base with an amino group (Figure 6.1,
structure II). From previous studies it is known that in order to correctly describe ring
puckering an amino group must be present at C1', although geometrical effects generated
by replacing the amino group with cytosine are small.® The use of hydroxyl groups rather
than phosphate groups in the chemical model may also lead to some geometrical
differences, although these will not be discussed in the present work. The model sugar
used within differs from those previously employed by the inclusion of a hydroxyl group
at the C5' position’ and phosphate groups have been implemented in the past rather than

hydroxyl groups.8

Nucleotide
Unit

Figure 6.1: Structure and numbering of the sugar group present in DNA () and the
model system used for the calculations presented herein (II).

In the present chapter, the geometry and HFCCs of possible sugar radicals
generated through irradiation of DNA are examined with density-functional theory. The
sugar radicals to be contemplated include hydrogen abstraction radicals formed by
removal of hydrogen from all carbon and oxygen atoms, radicals formed via removal of
either of the hydroxyl groups in the model system, as well as a variety of radicals which
lead to significant sugar ring alterations. Computational techniques applied to these
systems are identical to those previously discussed for the DNA bases in Chapter Four

and a discussion of the methods employed will not be repeated here.
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6.2 Background Discussion of Sugar Radical Properties

Two different puckering modes were examined for each possible radical
corresponding to north (N) and south (S) radicals, which are defined according to where
the radical is located on the pseudorotation cycle.’ It is convenient to analyze the
puckering amplitudes in the sugar molecules through the use of the pseudorotational
phase angle® defined as
(Ls +0;) = (L3 +0y)
2v,(sin36° +sin 72°)
where the v; are the ring dihedral angles: vp = C4'O1'C1'C2, v; = OI'CI'C2'C3', v; =
CI'C2'C3'C4', v3=C2'C3'C4'0O1', and v,= C3'C4'O1'C1". The puckering amplitude’ (z,),
which is defined as

tan P = 6.1)

4
7 = % do? (6.2)

is also a useful parameter to indicate the degree of puckering in the sugar ring where a
low value of 7, indicates a relatively flat ring. Figure 6.2 depicts the pseudorotation

cycle and the relation of P to this cycle.’

E T

Figure 6.2: The pseudorotation cycle for deoxyribose depicting the pseudorotational
phase angle, the puckering modes and the location of the north and south conformers.

The puckering in the sugar molecules can be considered to be either an envelope
(E) form, where four atoms define a plane and the fifth atom is located out of this plane,
or a twist (T) form, where three atoms define a plane and the other two atoms are

displaced on opposite sides of this plane.’ Displaced atoms are categorized as endo or
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exo according to whether they are located on the same side or opposite side of C5',
respectively. A superscript (subscript) on the left side of the puckering symbol (E or T)
is used to represent endo (exo) puckering. For example, the C3'-endo and C2'-endo forms
which are observed in nonradical sugar molecules in A-DNA and B-DNA are both
envelope conformations and can be represented as °E and °E, respectively. Pictorial
descriptions of sugar ring distortion are displayed in Figure 6.3. In general, E or T can
only approximately describe sugar ring puckering and intermediate levels of the twist
mode can be obtained. Intermediate twist modes correspond to the area between
divisions on the pseudorotation cycle and, thus, this cycle depicts all possible puckering

amplitudes for the sugar group.

2 2

Figure 6.3: Examples of the puckering modes exhibited in the DNA sugar group: °E represents C3' endo
puckering, *,T represents a twist conformation and 2E represents C2' exo puckering.

6.3 Energetics and Geometrical Parameters

The relative energies of the hydrogen abstraction sugar radicals are displayed in
Table 6.1. From the results it can be seen that the C4'(S) and C2'(S) radicals are the
lowest and highest energy radicals among those formed by hydrogen abstraction from a
carbon, respectively. The north and south type conformers for each of the C1', C2', C3'
and C5' radicals are energetically separated by less than 2 kcal/mol. A larger difference
is observed for the C4' pair, where the north conformer is 3.3 kcal/mol higher in energy
than the south counterpart. Alkoxyl radicals, formed via hydrogen removal from a
hydroxyl group in the model sugar, are very high in energy lying on average 10.2 and
12.9 kcal/mol above the C4'(S) radical for the O3' and OS5 hydrogen abstraction radicals,
respectively. Radicals formed through removal of a hydroxyl radical in the model system
correspond to breakage of a phosphoester bond in DNA. The C3' centered radical is
approximately 3.5 kcal/mol lower in energy than the corresponding C5' radical,

identifying this as a possible site for strand-breaks in DNA.
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Table 6.1: Relative energies (kcal/mol), puckering mode,
pseudorotational phase angle (deg.) and puckering amplitude (t,,) of
hydrogen and hydroxy!l abstraction sugar radicals.

R. Energy
Radical +ZPE R. Energy P Tm
Hydrogen Removal Radicals
C4'(S) 0.0 0.0 I‘.T 1353 319
C5'(N) 1.4 1.6 oT 643 359
C3'(S) 1.8 23 °E 103.0 33.0
C1'(S) 23 3.1 g 1639 308
CI'(N) 23 32 ‘E 58.7 357
C3'(N) 2.5 28 .E 2324 31.1
CSs'(S) 3.0 3.2 5T 1744 37.6
C4'(N) 33 4.1 32E -i3.1 273
C2'(N) 8.3 9.5 ,T -14 335
C2(S) 8.7 9.7 sE 2064 237
03'(S) 10.2 10.4 jE 152.1 38.1
o3'(N)’ 12.2 E 29.1 423
05'(N) 12.9 13.9 33T 42,1 383
05'(S) 12.9 14.1 T 141.0 343
Hydroxyl Removal Radicals

C3/(S) 0 0 l.rs 113.5  30.0
C3'(N) 0.7 0.5 ,T 460 28.1
Cs'(S) 3.2 4.1 ’E 1542 393
CS'(N) 3.7 45 T 455 414

“The MP2 geometry was used for single-point calculations
(see text for further details).

The lowest energy product determined differs from that reported when HF
geometries were obtained and energetic studies performed with higher-level single-point
calculations.”® However, all products were reported to have small relative energies and
the C2' carbon centered radicals were determined to be the highest lying products. Due
to the relatively small stabilization energy of one radical over another, it is not surprising
that differences arise in the results once electron correlation is included in the geometry
optimizations and slight modifications in the model systems are implemented.
Furthermore, in the previous studies it is not clear whether corrections were made for the
zero-point vibrational energy. Table 6.1 indicates that when the ZPE is not taken into
account, the magnitude of the energy difference between radicals increases and the
relative order of the radicals may change. For example, without ZPE the C3'(S) radical is
lower in energy than the two C1' radicals, but inclusion of the ZPE indicates that the C1'
radicals are lower in energy.

The sugar puckering modes for C2'(N), C2'(S) and C4'(S) hydrogen abstraction
radicals differ from those obtained in a previous study.”® On the contrary, the puckering
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modes for the C1', C3' and C4'(N) radicals and the magnitude of the pseudorotational
phase angle are in good agreement with previous work. Miaskiewicz and Osman’
assigned the C3' radical with P = 84.4° to a south type °E envelope form. From the
results in Table 6.1, it can be seen that this radical indeed possess an °E form with P =
103.3°. C2'(S) and CS5'(S) have the smallest and largest 7, values (Table 6.1). These
results are in agreement with previous studies,® which used phosphate rather than
hydroxyl groups, indicating that only small effects are generated by using hydroxyl
groups in the model system. It has been suggested that the relatively flat structure for the
C2' radicals occurs since an oxygen atom is not present next to the radical center. The
other carbon centered radicals with oxygen next to the radical site are more pyramidal
due to interactions between the lone pairs and the unpaired electron.” The net C3'
hydroxyl abstraction radicals have lower puckering amplitudes relative to the similar C5'
radicals and are nearly planar in structure. This indicates that the C3' center is sp?
hybridized after radical formation.

For all hydrogen and hydroxyl abstraction radicals, the major geometrical
alterations that occur upon radical formation involve the bonds and angles in which the
radical center is involved.'® The bonds between the radical center and surrounding atoms
are generally contracted between 0.04 and 0.07 A. The bond angle in which the radical
center is the central atom changes between 2 and 8°. The remainder of the sugar ring
geometry is relatively unaffected. This is in agreement with results obtained at the HF

level.’

6.4 Hyperfine Coupling Constants

6.4.1 Dehydrogenated Carbon Centered Radicals

It has been argued in the past that all sugar radicals can be generated from alkoxyl
radicals and, thus, no sugar radicals can be formed in DNA due to the lack of hydroxyl
groups.'! However, due to the number of sugar radicals generated in 5S'dGMP,’ which
contains only one hydroxyl group, it was suggested that other mechanisms for the
formation of these radicals must be considered. For example, carbon centered radicals

have been proposed to be formed via hydrogen abstraction by hydroxyl or hydrogen
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radicals. In addition, it has been suggested that carbon centered radicals can possibly be
formed through excitation followed by homolytic cleavage of CH bonds.’ Experimental

HFCCs for dehydrogenated carbon centered radicals are displayed in Table 6.2.

Table 6.2: Experimental HFCCs (G) for sugar radicals generated through hydrogen

abstraction from a ring carbon.

Radical  Molecule Atom A Ter Trr Tz
Ccr' S'dGMP° "C2'H" 28.0 2.1 -1.8 39
"C2'H" 16.1
rA:HCI"? "C2'H" 25.8 -1.8 -0.5 2.3
dAm® "C2'H" 17.2 -1.9 -1.7 3.6
"C2'H" 254 -1.7 -0.7 23
s'CMP"? "C2'H" 19.6 -1.4 -0.8 22
"C2'H" 19.6 2.0 -14 33
c2 5'dGMP? “"C2'H" 231 -122 1.0 11.1
"C1'H" 324 -2.1 -0.3 24
Cc3' 5'dGMP? "C2'H" 16.7 -1.6 -0.9 25
"C2'H" 38.1 -2.1 -14 34
"C4'H" 27.5 -1.7 -0.9 2.7
unassigned” (16) (~22) (29)
c4' S'UMP™ "BH" 362
"BH" 25+3
"BH" 24+3
rIIS nC3uHu 34-7
"CSH" 334
"C5'H" 34
rA:SBrU'*  "C3H" 21.0
"C5'H" 10.0
Cs' 5'dGMP® "CS'H" 2222 -8.7 0.8 7.9
"C5'H" -20.9 -8.6 0.6 8.0
"CS'H" -20.8 -8.8 0.8 8.0
"C5'H" -19.6 -8.7 0.5 8.2
"C4'H" 2.5
"OS'H"" (16.3) (20.2) (28.1)
dA" "CS'H" -14.7 -7.9 -1.7 9.7
"C4'H" 7.0+1
dAm® "C5'H" -175  -11.8 0.8 11.0
3cmp? "C5'H" -22.7 93 0.7 8.5
"C4'H" 45 -3.0 0.1 3.0
"OSH" 20.8 43 -1.5 5.8
5Cl and "CSH" =207 -12.5 29 9.6
SBrdU" "OS'H" 8.6 -3.1 -1.0 42
"C4'H" 18.9 -1.6 -0.2 1.9

*Principal tensor components.

The couplings present in the spectra of a number of irradiated DNA molecules

have been assigned to the C1' radical.>®'?!? In addition to hydrogen abstraction and CH

bond cleavage resulting from excitation, another mechanism for radical formation is

deprotonation of a parent sugar radical cation at the C1' position. This mechanism was
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suggested for the corresponding C4' radical.'* In particular, it was proposed that if the
electron vacancy is primarily located on O1', then the positively charged radical is most
likely stabilized through deprotonation at positions close to O1' (i.e., C4' or C1").

Hole er al.® determined that the m-spin density at C1' is 0.64, which is smaller than
the calculated value (0.75). Comparison of experimental (Table 6.2) and theoretical
(Table 6.3) HFCCs indicates that the calculations support the experimental assignment of
the C1' radical. In particular, the experimental results agree more closely with those
calculated for the N-type radical. One of the C2’'H couplings calculated for the S-type
Cl' radical is significantly smaller (9.1 G) than the experimental results (approximately
18 G). This is a nice example of the effects of the puckering amplitude on the HFCCs. It
should be noted that although the C2'H isotropic components differ between N and S-
type radicals, the anisotropic values are almost identical.

Table 6.3: Calculated HFCCs (G) for dehydrogenated sugar radicals.

North South

Radical  Atom Ao Tex Ty Tz Ao, Tex Ty Tz

cr C2'H 18.5 -14 -1.0 24 293 -14 -1.1 2.5
C2'H 22.7 -1.9 -1.6 34 9.1 -1.9 -14 3.3

c2 C2'H -21.3 -13.1 0.2 134 -20.7 -13.0 -0.2 13.3
CI'H 309 2.0 -1.0 30 31.6 -1.9 -0.9 2.9
C3'H 38.2 -2.3 -0.9 32 79 2.2 -1.0 32
O3'H 1.9 -1.4 -0.6 20 24 -35 -0.5 4.0

c3 C2'H 18.9 -1.7 -1.5 3.2 124 -1.6 -1.1 2.7
C2'H 340 -1.5 -1.1 2.6 31.2 -1.9 -1.5 3.5
O3'H -2.8 43 -3.1 7.4 -2.3 4.5 3.3 7.7
C4'H 225 -1.6 -1.3 2.8

c4' CS'H 27.9 -1.8 -1.1 2.8
CS'H 28 -2.1 -1.4 35 6.2 -24 -1.1 3.5
C4'H 22.1 -1.8 -1.1 2.8 314 -1.9 -1.2 3.2
OS'H 5.6 -1.6 -0.8 2.5

Cs' CS'H 94 -11.2 -0.8 12.0 -104 -109 -0.7 11.7
C4'H 336 -1.7 -0.8 2.5 353 -1.6 -0.8 24
OS'H 4.3 -5.1 -3.4 8.5 -39 -5.0 -33 8.3

os' CS'H 204 -2.6 -1.6 4.1 17.5 -2.5 -1.5 4.0
CS'H 925 3.2 -14 4.6 90.3 -3.1 -1.5 4.5
C1'H 4.8 -0.3 -0.2 0.5 2.1 -0.3 -0.3 0.6

o3 C3'H 32° 21 -15 36 125 -20 -1.7 3.7
CI'H 59 -0.7 -0.3 1.0 2.7 -1.0 -0.7 1.7

MP2 geometry was used in single-point calculations (see text for further details).
The C2' hydrogen abstraction radical has appeared in experimental studies only as

a minor product,’ which is not surprising since it was predicted to be the highest energy

radical among carbon hydrogen abstraction adducts. From the experimental study, an sp’
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configuration at the C2' center was suggested, which would involve rehybridization at
this position upon radical formation and explain the relatively flat structure of this
species. An experimental spin density of 0.89 was obtained for C2' (calculated value:
0.96). The experimental HFCCs for the C2' radical are in qualitative agreement with the
calculated values. The C2'H HFCC exhibits a great deal of anisotropy in the
experimental results which is supported by the calculations. The C2'(S) and C2'(N)
calculated HFCCs differ mainly in the C3'H coupling since a larger isotropic HFCC was
obtained for the north conformer (38.2 G) relative to the south conformer (7.9 Q).
Experimentally, no C3'H coupling was detected, and thus the radical observed in the
experiment is most likely to be in a south conformation.

The C3' dehydrogenated radical was observed in an investigation of irradiated
5dGMP and the results indicated that C3' remains sp° hybridized rather than
rehybridizing as discussed for the C2' radical.’ Through comparison of the two
calculated C2'H couplings in the N and S-type conformers with experimental results, the
nature of the observed radical is difficult to predict. However, the calculated HFCCs for
the N and S-type C3' radicals differ through the absence of a C4'H coupling in the latter
conformation. Since a large C4'H coupling was recorded experimentally, the calculations
predict this radical to be present in the north conformation. The calculated values
indicate that O3'H has a small isotropic coupling and a relatively large anisotropic
contribution which were not detected in the experimental study. However,
experimentally there was another coupling observed for which only the principal
components were resolved and assignment to a particular atom was not made. The
unassigned couplings are not unlike those of a C2' hydrogen and could possibly be due to
a C2'H in a ring with another conformation. The difference between the experimental
and the calculated isotropic hyperfine coupling constants in this radical could be due to
the presence of a phosphate group at the CS' position in the experimental study since it
has been previously determined that the phosphate groups affect the HFCCs in the C3'
radical.®

Radicals formed through hydrogen abstraction from the C4' position have been
observed in three different crystals: uridine 5'-monophosphate (5'rTUMP),'* inosine (rl,
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which can be derived from adenosine by replacing the amino group at C6 with a hydroxyl
group)'® and adenosine:S-bromouracil (rA:5BrU).'® As previously discussed, the net C4'
hydrogen abstraction radical can be formed via deprotonation of the parent sugar radical
cation. Alternatively, it could arise through abstraction of a hydrogen at CS5' followed by
a 4',5'-hydrogen atom transfer. The C4'(N) radical exhibits two C5'H couplings, one of
substantial magnitude (27.9 G), and no OS'H coupling, while the south conformer has a
significant OS'H coupling (56 G) and only one small C5H coupling (6.2 G).
Experimentally, three substantial couplings of 36, 25 and 24 G were recovered in crystals
of 5'"UMP,'* and two small couplings were observed at certain orientations for which
accurate HFCCs could not be evaluated. In rl,'’ large C3'H (34.7 G) and C5'H (33.4 G),
as well as a small CS'H (3.4 G), couplings were obtained. In rA:5BrU, two couplings
were resolved corresponding to the C3' and C5' hydrogens (21.0 and 100 G,
respectively). Overall poor agreement between theoretical and experimental HFCCs for
this radical indicates that either better data must be obtained or other radical possibilities
must be considered. In particular, no anisotropic components, which are important for
comparison to theoretical work, were isolated. Differences between theory and
experiment could arise due to alterations experienced when phosphates groups replace
the hydroxyl model group.?

The C5' hydrogen abstraction radical has been assigned in studies of various DNA
constituents,>®'>!” and differing results have been obtained for the HFCCs. In some
cases, ring-breaking or ring-opened radicals were believed to be present rather than this
carbon centered radical.'"® Early studies which identified the CS' radical include
experiments performed on cytosine 3'-monophosphate (3'CMP), 5-chlorodeoxyuridine
(5CIdU) and 5-bromodeoxyuridine (5BrdU).!*> The CS'H isotropic HFCCs obtained in
these studies are similar while the anisotropic C5'H components and the C4'H and OS'H
HFCCs depend on the crystal examined. Hole et al.’ assigned four parallel lines in the
spectrum of irradiated S"dGMP to C5' hydrogens in different conformers of the CS'
hydrogen abstraction radical. The magnitude of the isotropic C5'H coupling agrees with
those obtained in earlier studies, but once again the C5'H anisotropic, C4'H and O5'H

HFCCs differ from those discussed above. The same group observed evidence of the
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formation of this radical in irradiated dAm.® From Table 6.2, it is evident that the C5'H
isotropic coupling recovered in dAm agrees well with those previously discussed, but the
anisotropic components resemble those obtained in earlier studies rather than those
obtained in 5'dGMP crystals. The calculated CS'H anisotropic coupling indicates that this
center should possess a large degree of anisotropy, which is in agreement with
experiment. However, the calculated isotropic C5'H and C4'H couplings are smaller and
larger than those observed in the above experimental studies, respectively.

Alexander and Franklin observed a radical upon irradiation of deoxyadenosine
debated to be either the CS' radical or a radical formed through breakage of the C4'O1'
bond within the sugar ring.'” The radical was concluded to be the C5' radical and a
considerable degree of anisotropy, as seen in other experimental studies and in the
calculations, was recorded. However, the isotropic couplings are much smaller in
magnitude than those previously assigned indicating that reexamination of this radical is
necessary. These experimental results will be discussed in more detail below.

The experimental systems discussed above differ from the model radical used in
the present study by a phosphate group at the C5' position. However, it was suggested
that a similar radical with the phosphate group replaced by a hydroxyl group was also
observed in the experimental spectrum of $dGMP.’ Principal values typical of AOH)
couplings (Axx = 16.3, Ayy = 20.2, Azz = 28.1 G) were elucidated. The calculated values
for this coupling are however much smaller in magnitude.

Due to discrepancies between experimental and theoretical results, an in-depth
investigation of the couplings assigned to the C5' hydrogen abstraction radical is
required. Since significant effects on the HFCCs can be observed with changes in
geometry, an investigation of the dependence of the HFCCs on rotation about the C5'C4'
bond was undertaken. The XCS5'C4'C3', X = OS5' or H5', dihedral angles in the north
conformer were varied by increments of 15° starting from the optimized geometry
(289.3° and 144.4° for X = HS' and O5', respectively) and single-point calculations
performed at each step. The results for the variation in C4'H, C5'H and O5'H HFCCs as a
function of rotation angle are displayed in Figure 6.4. It is interesting to note that upon
rigid rotation, the isotropic component of the HFCCs changes considerably, while the
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anisotropic components (not shown) do not differ more than twenty percent from the
values displayed in Table 6.3. On average, the rotation barrier about the C4'C5' bond is
8.6 kcal/mol, with maximum and minimum values occurring at 90° (14.4 kcal/mol) and

15° (1.4 kcal/mol), respectively.

-—C'4

HFCC (G)

Rotation Angle

Figure 6.4: The C4', C5' and OS' hydrogens' HFCCs (G) versus the rotation angle (deg.)
about the C5'C4' bond for the C5'(N) radical.

The results in Figure 6.4 shed some light on the dependence of the HFCCs on
rotation about the C5'C4' bond. The calculated C5'H isotropic HFCC does not reach the
experimental value (-22 G) obtained in 5'dGMP, but comes close to the value obtained in
dAm (-17 G) upon a 300° rotation (-16.7 G). The variation between O5'H and C4'H
results obtained for 3'CMP and 5CI or SBrdU can also be understood from these resulits.
For 3'CMP, the calculated values which satisfy both the C4' and OS' experimental
couplings occur at a 130° rotation, where 4;,(O5'H) = 22.6 G and Aiso(C4H) =81 G
(experimental values are 20.8 and 4.5 G, respectively). Similarly, results in agreement
with 5CI and 5BrdU experimental HFCCs occur upon a 150° rotation, where Aiso(C4H) =
17.7 G and A4;,(O5'H) = 10.3 G (experimental values: 18.9 and 8.6 G, respectively).
Hence, the calculated results agree very well with the HFCCs obtained experimentally in
these studies.
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At 130° rotation, the C5'H and C4'H HFCCs (-14 G and 7 G, respectively)
obtained by Alexander and Franklin in dA are also in good agreement with the calculated
values (-16.7 G and 8.4 G). However, at this degree of rotation, a large O5'H HFCC is
also calculated (30.5 G) which was not detected in the experiment. Thus, the results of
Alexander and Franklin'’ cannot be understood through this rotation analysis and other
radical possibilities must be considered.

6.4.2 Alkoxyl Radicals

Alkoxy! radicals can be formed through abstraction of a hydrogen from O5' and
O3', both of which have been assigned to experimental spectra.”'*'*?® [n full DNA,
these radicals would be formed by breaking a bond within the phosphate group and,
hence, would lead to strand breaks. Bernhard and co-workers'® examined OS5’ alkoxyl
radicals and noted that these species are relatively unstable, decaying between 4 and 120
K. The experimental results (Table 6.4) indicate that the magnitude of the two C5'H
couplings varies with the compound considered, although the sum of the two couplings
fluctuates between a small range (134 to 145 G). The calculated results for both the north
and south type OS5’ radicals (Table 6.3) are very similar which is not surprising since the
radical center is outside the sugar ring and, hence, puckering effects on the HFCCs are
expected to be small. The calculated HFCCs consist of two large C5'H couplings (on
average 91 and 19 G) and a smaller C1' coupling (approximately 3 G). The relative
magnitude of the two C5'H couplings differs from the experimental results.

Table 6.4: Experimental HFCCs (G) for sugar alkoxyl radicals.

Radical Molecule Atom Ao Tor . Ty Tz
OS'-alkoxyl rI™ "CSH" 804 -3.1 -1.7 48
"CS5'H" 713 31 -1.7 48
UBaf*? "CS'H" 900 -1.0 -10 20
"C5S'H" 473 -13 -03 1.7
rA:HC1Y "C5'H" 935 33 20 53
"CS'H" 480 -27 -19 45
5CIldu’® "C5'H" 833 41 -19 59
"CSH" 856 -35 -09 43
5BrdU" "CS'H" 585 -33 -03 37
"CS'H" 573 26 -21 46
3'CMP" "C5'H" ~82
"C5SH" ~59
dAml9 "CS’H" ~ 100
"CSIH" ~ 53

O3-alkoxyl S'dGMP*®  "C3'H" 203 47 -05 5.1
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Figure 6.5: The CS' hydrogens' HFCCs (G) versus the rotation angle (deg.) about the C5'C4'
bond and the sum of these couplings in the O5'(N) radical.

Due to the differences between experimental and calculated HFCCs, the effects of
rotation about the C5'C4' bond on the HFCCs were examined in the north-type radical
(Figure 6.5). Results are displayed as a function of the O5'C5'C4'C3' angle with respect
to the optimized value (193.2°). The average (2.7 kcal/mol) and maximum (7.0 kcal/mol)
rotational barriers are much smaller than those observed for the C5' hydrogen abstraction
radical. The HFCCs vary greatly upon rotation, although not in the smooth manner
observed for the CS' centered radical. In some instances, the rotation study clarifies
discrepancies between experiment and theory. For example, the CS'H experimental
couplings observed in uracil-B-D-arabinofuroside (UBaf)'’ (90.0 G and 47.3 G) and
adenosine:HC1'® (93.5 and 48.0 G) are in better agreement with the results obtained upon
a 45° rotation (88.2 and 48.6 G) than the values calculated at the optimized geometry. In
other instances, the rotation study does not explain the experimental results. For
example, the two C5'H couplings in 5CIdU'® (83.3 and 85.6 G) and 5BrdU"’ (58.5 and
57.3 G) are equal in magnitude. However, although the calculated C5'H couplings come
close in value upon a 105° rotation (66.0 G and 71.0 G), the couplings are different from

those observed experimentally. It should be noted that there exists an extensive



Sugar Radicals in Irradiated DNA Components 187

hydrogen-bonding scheme with respect to OS' in these crystals'® not accounted for
theoretically which offers a possible explanation for the disagreement between
experiment and theory. Although the calculated values for the sum of the C5'H couplings
(Figure 6.5) are on average slightly smaller than those obtained experimentally,'® the
calculated sum varies over a small range of 25 G (experimental range: 22 G).
Furthermore, the ratios of the two calculated couplings vary between 1:1 and 1:5
(experimental ratios: 1:1 and 1:6). The above information leads to the conclusion that the
calculations support the assignment of the OS' alkoxy! radical.

Significant isotropic (20.3 G) and anisotropic (-4.7, -0.5, 5.1 G) couplings
observed in irradiated 5'dGMP were assigned to the O3' alkoxyl radical.>?® The
calculated results for the south conformer are in poor agreement with experiment where
the magnitude of both the isotropic (12.5 G) and anisotropic components (-2.0, -1.7, 3.7
G) were calculated to be too small. Unfortunately, the north conformer has not been
detected upon optimization with DFT, but it has been isolated at the HF and MP2 levels.
Since MP2 and DFT geometries are comparable, the MP2 optimized geometry was used
to study the HFCCs in the O3'(N) radical through B3LYP single-point calculations. The
calculated C3'H isotropic HFCC is much smaller in magnitude (3.2 G) than that obtained
for the south conformer (12.5 G) or the experimentally observed radical (203 G). In
addition, the anisotropic couplings are nearly identical to those obtained for the south
conformer, which are in poor agreement with experiment. A possible explanation for the
poor agreement between experiment and theory for the O3' alkoxyl radicals can also be
sought in hydrogen bonding effects not accounted for in the calculations.

6.4.3 Radicals Formed Through Breakage of a Phosphoester Bond

Radicals formed through breakage of a phosphoester bond have been observed
experimentally (Table 6.5). In the sugar model system, these radicals would be formed
through net removal of a hydroxyl radical from CS' or C3'. These radicals would lead to
single-strand breaks in DNA. Hole e al.’ observed the CS' radical in 5'dGMP crystals at
temperatures below 10 K indicating that this radical is unlikely to arise from a base
radical, but is probably formed via direct reduction or excitation. The C3' centered

radical is approximately 3 kcal/mol lower in energy relative to the C5' centered radical,
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however it has not been assigned in any experimental spectra.

Table 6.5: Experimental HFCCs (G) for the radical formed through
breakage of the C5'-OPO; bond in experimental crystals.

Molecule Atom Aiso Tw Ty T_a-

SdCMP” "C5H" (2) 214 -83 1.0 74
"C4H" 36.0

5'dGMP°  "CSH" -155 -89 -1.2 102
"CSH" -173 9.7 02 99
"C4'H" 6
"CS'H" -180 98 04 102
"C4'H" 6

The calculated HFCCs (Table 6.6) for the CS' centered radical consist of large
isotropic C5'H couplings of equal magnitude which possess a high degree of anisotropy.
The N and S conformers of this radical can be identified through the C4'H isotropic
coupling. Experimentally, this radical has been observed in 5'dCMP'* and 5'dGMP,’
where two conformers have been identified in the later crystals. The experimental CS'H
couplings in both crystals are comparable in magnitude (Table 6.5). The calculated
isotropic C5'H couplings in both the N and S conformers are similar to those
experimentally assigned, although the calculated anisotropic components are larger in
magnitude (Table 6.6). The experimentally observed C4'H couplings differ in the two
crystals. Comparison to the calculated results indicates that the radical observed in
5'dCMP (36.0 G) is probably in a south-type conformation (31.8 G). Altemnatively, the
radical observed in 5'dGMP (6 G) is probably in a north-type conformation (12.8 G).
More detailed experimental work which identifies full anisotropic tensors for C4'H would
be beneficial.

Table 6.6: Calculated HFCCs (G) for sugar radicals resulting from a breakage of a

phosphoester bond.
North South

Radical ~ Atom Ao Tex Ty Tz Aso Tex Ty Ty

Cs' CSsH -21.7 -134 0.1 13.5 226 -13.9 0.1 138
CS'H -21.6 -13.6 00 13.6 214 -138 0.2 140
C4'H 128 20 -14 34 318 -18 -14 33

C3' C4'H 363 -1.7 -1 2.8 339 -18 -14 3.1
C3'H -20.0 -13.1 0.0 132 -21.4 -134 00 134
C2'H 235 -1.7 -13 3.0 235 -1.6 -1.6 29

C2'H 490 -18 -1.1 2.9 474 -18 -18 3.0
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6.4.4 Ring-Breaking Radicals

Radicals involving more extensive damage to the ring than sole removal of a
hydrogen atom or breakage of a phosphoester bond have been identified experimentally
(Table 6.7).>!7:182021 Thege radicals include those generated through breaking bonds to
the sugar ring oxygen (Figure 6.6). A C4' radical, generated through breaking the C4'O1'
bond, has been proposed experimentally>'®?' and HFCCs have been assigned to this
radical in 5'"dGMP and S'TUMP crystals.>*' The experimental results (Table 6.7) exhibit
differences in the magnitude of the couplings. However, it is interesting to note that the
sum of the C5'H couplings is very similar in both studies (61 and 64 G) indicating that
alternative conformers may be responsible for the differences. Calculations (Table 6.8)
reveal a large isotropic C4'H coupling (-21.3 G) possessing significant anisotropy (-13.0,
0.0, 13.0 G), not unlike that assigned in 5'"UMP.?! Substantial C3'H and C5'H couplings
were also obtained from the calculations (32.4 and 32.8 G, respectively) which do not
correspond to those observed experimentally. Experimental studies of this radical with
partially deuterated samples would aid in the determination of the entire coupling tensor
to a greater degree of accuracy, whereby the deviations in experimental assignments
could possibly be unveiled. However, the C3', C4' and CS5' hydrogens are not easily
replaced.

As previously mentioned Alexander and Franklin'’ accredited observed couplings
to the C5'-dehydrogenated radical, which was an assignment not supported by the
calculations. The ring-opened radical was also suggested as a precursor to the observed
spectrum. Comparison of the results assigned to the C5' hydrogen abstraction radical
(Table 6.2) with the experimental and calculated values for the ring-opened radical,
suggests that this radical is also unlikely responsible for the observed couplings.

.. . 10 —NH,
LS H H . w H H
H NH, H,HQ
tOH H OH H
| il

Figure 6.6: The structure of model C4' (I) and C1' (II) centered radicals formed through opening
the sugar ring.
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Table 6.7: Experimental HFCCs (G) for a variety of ring altering radicals.

Radical Molecule Atom Ao Tx Tyy Tx
C4' ring-opened S'dGMP™ "C5H" 27
"CS'H" 37
"C4'H" 322
5'"UMP? "C4'H" -18.8 98 -02 100
"CS!‘H" 48
"CS'H" 13
ring-breaking S'GMP® -15.5 -11.0 1.1 9.8
4.0 14 -02 1.5
5'GMP?* -16.9 -8.0 0.2 7.8
38 -1.6 -0.2 1.9
H.O + Hremoval $'GMP* "oH" -16.0 -11.7 1.9 9.8
"BH" 25.0 -3.8 0.8 3.0
"BH" 23.0 6.7 -0.2 7.0
"BH" 12.9 33 -07 4.1

Principal components.

A corresponding C1' centered ring-opened radical (Figure 6.6) can also be
considered, although this radical has not been proposed in experimental studies.
B3LYP/6-311G(2df,p) single-point calculations indicate that the C4' centered radical lies
16.2 kcal/mol lower in energy than the corresponding C1' radical, providing an
explanation for the lack of detection of the C1' centered radical. The calculations predict
a large C1'H isotropic coupling (-11.9 G) which has considerable anisotropy. In addition,
both C2' hydrogens have large isotropic HFCCs. Some of the spin density was calculated
to be located on N1 (0.17), indicating that the unpaired spin density could be distributed
throughout the base to stabilize this radical. It is interesting to note that the magnitudes
of these couplings are not unlike those isolated in 5'TUMP and assigned to different atoms
in the corresponding C4' centered radical.

The second series of ring breaking radicals is formed through removal of a
portion of the sugar ring (Figure 6.7). The radical depicted in structure I has been
proposed to be formed in nucleotides by abstraction of a hydrogen atom from the CS'
position by a base radical, followed by breakage of the sugar ring and reorientation about
the C4'O1' bond.” A very similar radical appears in structure II, where this radical was

20 The coupling constants in these

observed only after irradiation at room temperature.
radicals were calculated using a model system (structure III) that represents either the
phosphate’ or the carbon®® group (II) with a hydroxyl group. The experimental results

(Table 6.7) include a large C5'H isotropic coupling (approximately -17 G) and a small
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Table 6.8: Calculated HFCCs (G) for ring-altering radicals.

Radical Atom Ao Ty TL T~
C4' ring-opened C2'H 22 09 -0.7 1.6
(Figure 6.6, I) C3H 324 -1.9 -1.0 3.0

C4'H =213 -13.0 00 130
CSH 328 23  -08 3.1

CS'H 3.8 2.1 -15 35
OS'H 34 -1.5 -0.7 2.1
C1' ring-opened ClI'H -119 -114 -04 118
(Figure 6.6, IT) C2H 12.5 -1.7 -14 3.1
C2H 33.0 -1.5  -1.1 2.6
ring-breaking C4'H -2.8 -1.8  -13 3.0
(Figure 6.7, III) CSH -14.1 -76  -1.1 8.8
OS'H 4.2 44 30 74
ring-breaking with phosphorus CS'H 0.0 -0.8 -0.7 1.5
(Figure 6.7, V) OS'P 2211 -2.2 1.0 1.2
H,O + H removal C2'H -12.7 -7.8 0.0 7.8
(Figure 6.8) ClI'H 27.3 -10  -04 1.5

CS'H 11.2 -1.3 -0.7 2.0

C4'H isotropic coupling (4 G). The major difference in the two data sets is the magnitude
of the largest component of the anisotropic tensor. The C5'H couplings calculated using
the model system (Table 6.8) are in good agreement with the experimental results.
However, the anisotropic results agree more closely with those obtained from more
recent experiments.”’ The C4'H and the hydrogen in the hydroxyl group also exhibit
notable couplings, however the latter coupling is not possible experimentally since a
hydroxyl group was used to model a phosphate or carbon group.

Hole et al.®® proposed that an alternative explanation for the couplings observed
in 5'GMP is the radical displayed as structure IV (Figure 6.7) where a large experimental
coupling (-17 G) was suggested to arise from the phosphate group. The model system
displayed in structure V, was used to test this hypothesis. The calculated results indicate
that the phosphorus yields a similar coupling (-21 G) to that observed experimentally.
However, the calculated phosphorus anisotropic and experimental C5'H couplings do not
concur. Thus, due to the better agreement obtained for the ring-breaking radical modeled
by structure I1I, it can be concluded that the most likely structure for the observed radical
is that displayed as structure I.

An explanation for the results obtained by Alexander and Franklin can also be
sought in the calculated couplings for structure III (Figure 6.7). Recall that couplings

assigned in their work were in poor agreement with results obtained for the C5' hydrogen



Sugar Radicals in Irradiated DNA Components 192

Q H o) H o) H
Neo—ef Ne._ N
RN G I
H OPO; H “R H “OH
I I I
Base -2 e -2
H H . _-OPO, ‘%_.<°"°3
H
b b H H,C H
v \'%

Figure 6.7: Model systems used for various ring-breaking sugar radicals: radicals observed
experimentally (I and ), model ring-breaking radical (IIT), CS' centered radical proposed
experimentally (IV) and the model ring-breaking radical with a phosphate group (V).

abstraction radical and the C4' centered ring-opened radical. Comparison of the results
obtained by Alexander and Franklin (Table 6.2) and the calculated results for structure I11
leads to the conclusion that a radical similar to that depicted in structure I is most likely
to be responsible for the observed couplings. In addition, their results resemble the
values obtained in other experiments for the ring-breaking radicals (Table 6.7).

The radical displayed in Figure 6.8 can be formed either through abstraction of
hydrogen from C2' followed by removal of water (C3'-OH and C4'H) or through
abstraction of a hydrogen from C4' followed by removal of water (C3'-OH and C2'H).
This radical would lead to single-strand breaks in DNA and has been proposed to be the
precursor of four large couplings observed in 5'dGMP? (Table 6.7, H,O + H removal
radical). The optimized geometry of this radical is planar and only three large couplings
were obtained from the calculations (Table 6.8). The experimentally assigned a coupling
(-16.0 G) is not unlike that calculated for C2'H (-12.7 G), although the magnitude of the
anisotropic couplings differ. Two of the experimentally assigned 8 couplings (12.9 G
and 25.0 G) are similar in magnitude to C5'H and C1'H HFCCs, respectively (11.2 G and
27.3 G). The fourih large coupling exhibited in the experiments (23.0 G) cannot be
accounted for in the calculations. It is possible that DFT has incorrectly predicted this

radical to be planar as discussed in Chapter Four and Five for select base radicals.
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HOCH, 5 NH,
e

H H

Figure 6.8: Radical formed via H,O elimination from
products formed by hydrogen abstraction at C2' or C4'.

Another possible explanation could be that the third large £ coupling arises from the
other C5'H. This coupling may not be observed in the calculations due to a fixed
orientation of the groups attached to CS', while experimentally rotation of this group
could be observed. Further insight into discrepancies between experimental and
theoretical results is not available without more detailed experimental and theoretical

studies.

6.5 Conclusions

In this chapter, possible sugar radicals formed upon irradiation of DNA were
examined with DFT. The radicals discussed include hydrogen abstraction radicals,
radicals formed via breakage of a phosphoester bond, and different radicals arising from
significant alterations to the sugar ring. The energetics indicate that the C4' and C3'
south-type radicals are the lowest lying species for radicals formed via removal of a
hydrogen or a hydroxyl group, respectively. The C2' hydrogen abstraction radical is
higher in energy than any other carbon centered radical and has a relatively flat ring
structure. In all radicals, the sugar-ring geometry is primarily altered at the radical
center.

The calculated hyperfine couplings in the dehydrogenated radicals support the
experimental assignment of these radicals in most cases. The only carbon hydrogen
abstraction radical for which poor results were obtained is the C4' centered radical.
However, only the isotropic HFCCs are available experimentally and elucidation of the
full coupling tensors for this radical is mandatory for the positive identification of this
species. For all other carbon-centered radicals, the agreement between experiment and
theory is extremely good despite the fact that crystal interactions were not accounted for

in the theoretical model. In particular, the couplings in the C5' radical were initially in
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poor agreement with experiment. A study of the isotropic couplings versus rotation about
the C5'C4' bond was required to confidently support the experimental assignment of this
radical. The HFCCs obtained from this rotation study agree well with the experimental
couplings and information about the radical conformation in the crystalline environment
can be obtained.

Through the calculations, differences in the couplings of north and south-type
radicals, arising from distinct puckering amplitudes, can be studied. Comparison of
calculated and experimental HFCCs led to some speculations about which radical forms
were present in the experiments. For example, the C3' radical was determined to be
observed in a north conformation since this was the only conformer to possess a large
C4'H coupling comparable to the experimental value. Information about the radical's
conformation is not directly attainable from the experiments.

The calculated couplings for alkoxyl radicals were in poorer agreement with
experiment relative to the carbon-centered radicals. This was speculated to be due to
crystal interactions, since extensive hydrogen bonding schemes in the crystals are known
to affect the HFCCs in alkoxyl radicals. These effects were not accounted for in the
calculations and thus differences between experimental and theoretical couplings were
evident for the O3' centered radicals. A rotation study analogous to that performed for
the C5' centered radical was required to support the experimental assignment for the O5'
centered radical.

The radical formed through breakage of the C5'-O bond was also investigated and
the calculated results were in fair agreement with the experimental data. More
specifically, differences in the experimental couplings elucidated from unique studies
were determined to arise due to different ring conformations in each study. Various ring-
altering radicals were also discussed and attempts to clarify experimental discrepancies
were made. The calculations support the experimental identification of one ring-breaking
radical, which indicates that disruption of the ring is a possible side effect of radiation
damage. However, since the experimental spectra for these radicals were often weak, it
was determined that more detailed experimental data would be beneficial, including the

identification of more coupling tensors.
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The calculations presented within this chapter provide support for experimental
data which speculates that many different sugar radicals are formed upon irradiation of
DNA base derivatives. In fact, the calculations even defend the possibility of the
formation of damaging ring-altering radicals. This is very important information since
sugar radicals have not been assigned in the spectra of full DNA. Positive identification
of sugar radicals in single crystals will aid in the detection of these radicals in irradiated
DNA. Understanding whether these radicals are formed in full DNA or whether they
react to form other radicals will lead to significant information about the effects of

radiation on DNA.
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CHAPTER SEVEN

Reactions Between Water and the DNA Bases

7.1 Introduction

Many studies have appeared in the literature which attempt to answer questions
regarding the role water plays in the formation of DNA radicals (to be discussed in more
detail in Chapter Eight). It is believed that water molecules in the hydration layer
surrounding DNA can lead to radical formation through two possible pathways. The first
(the direct pathway), involves reactions between hydroxyl radicals or hydrogen atoms
generated from irradiation of water and the DNA strand. The second (the indirect
pathway), involves transfer of the charge imposed on the water molecules by irradiation
to the DNA strand. The mechanism for radiation damage in hydrate crystals of base
derivatives is believed to follow an indirect damage pathway where water radicals do not
play a straightforward role in radical formation.

The calculations presented in Chapter Four provide new evidence that net
hydroxyl radical addition adducts are possible radiation damaged products in cytosine
monohydrate crystals. Additionally, comparison of theoretical and experimental HFCCs
obtained in monohydrate crystals of the purines, adenine and guanine, led to the
conclusion that net hydroxyl radical addition products are formed. The only logical
mechanisms for the formation of net hydroxylated radicals in monohydrate crystals of
base derivatives involve water molecules. Additionally, in cytosine monohydrate crystals
and in protonated monohydrate crystals of guanine derivatives the major radical products
were determined (Chapters Four and Five) to be formed through net addition of hydrogen
and hydroxyl radicals. More specifically, no net dehydrogenated products were
identified. If water is not a participant in the radiation damage pathway and no net
dehydrogenated radicals are formed, questions arise about the origin of the hydrogens
adding to base derivatives to yield net hydrogenated species. These results indicate that
in hydrate crystals direct damage imposed by water radicals may be important. However,
the mechanism of radical formation is not well understood.

There exists a lot of interest in reactions between water and the DNA bases for a

variety of reasons. For example, primary products of hydroxyl radical addition have been
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shown to result in sugar radicals.' Additionally, bond formation between DNA and
proteins (a DNA-protein cross-link) occurs due to hydroxyl radical addition to the DNA
bases, where the hydroxyl radicals are formed upon irradiation of the samples involving
water.> In the present chapter, the reactions between water and various DNA bases will
be discussed to obtain more information about possible reaction mechanisms in
monohydrate crystals and the preferred site for hydroxyl radical addition to the

nucleobases.

7.2 Reactions Between Cytosine and Water

Many different radiation products have been identified which could be formed by
reactions between cytosine and water. Net hydroxyl radical addition to cytosine has been
shown to lead to the formation of two main products: the C5 and C6-hydroxylated
radicals.’* Evidence exists that cross-links between cytosine and the amino acid tyrosine
are generated after the formation of the C5-hydroxylated cytosine radical.®® It is well
known that when DNA is exposed to hydroxyl radicals, a deamination reaction can occur
at cytosine which converts this base into uracil.* Alternative products resulting from
hydroxyl radical attack at cytosine include S-hydroxycytosine and 3-carbamoyl-4-
hydroxyhydantoin.’ Uracil glycol and urea have also been identified as byproducts of
radicals formed through hydroxyl radical addition to the C5 or C6 positions in cytosine.
Additionally, products in which a bond is formed between the sugar moiety and the
cytosine base have been suggested to arise from net cytosine hydroxylated products.’
These few examples illustrate the range in the nature of radical products that can be
formed through reactions of cytosine and water. Thus, it is very important to understand
the underlying mechanisms for the formation of hydroxylated cytosine radicals. Initially,
hydroxyl radical addition to the C5 position in cytosine will be discussed where a
systematic study has been carried out to determine the most appropriate computational
method to study these reactions.

7.2.1 The Reaction Profile for Hydroxyl Radical Addition to C5 in Cytosine

7.2.1.1 Computational Details

The B3LYP/6-31G(d,p) potential energy surface was scanned by increasing the
C50 bond length from that present in the C5-hydroxylated radical. The energy along this
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reaction coordinate continues to rise until the energy of the separated reactants is
obtained. This indicates that the reaction between cytosine and the hydroxyl radical
characterized by the B3LYP/6-31G(d,p) level is barrierless. Similar scans were also
performed with the B3P86 and B3PW91 functional combinations and the 6-31G(d,p)
basis set and similar results were obtained. The phenomena of barrierless reactions for
hydroxyl radical addition have been observed previously at this level of theory.® It is
well known that the barrier heights predicted with DFT are often much lower than those
obtained with other ab initio methods.” However, DFT techniques based on Becke's
hybrid functional usually compensate for the faults of other exchange functionals through
the inclusion of HF exchange.

Due to the flat potential energy surfaces predicted by DFT, an alternative method
is required to study these reactions. Moller-Plesset perturbation theory would be the next
desirable level at which to investigate the potential energy surface under consideration.
MP2 has been used in the past with a great deal of success to study hydroxyl radical
addition and abstraction reactions.®!%!11213 Hawever, due to limitations imposed by
computer resources, especially when a frequency analysis is required for a system of the
size under consideration, lower levels of theory must be implemented.

The geometries for the species along the reaction profile were calculated at the
UHF/6-31G(d,p) level. Correlation has been shown to be important for the calculation of
transition state (TS) geometries.>>!® In some instances, differences between HF and
MP2 TS geometries are small, where the bond lengths and angles vary by less than 0.1 A
and a few degrees, respectively.®® However, in other cases the geometries are not
comparable'® and differences in the conformation (for example, staggered versus eclipsed
groups) exist between geometries obtained at the HF and MP2 levels.” Another problem
with HF is that it overestimates barrier heights. Therefore, subsequent single-point
calculations must be performed. A variety of computational methods (MP2 and DFT
based methods) and a larger basis set (6-311G(2df,p)) were used to obtain better
estimates of the transition barrier heights. The zero-point vibrational energy calculated at
the HF/6-31G(d,p) level was used to correct the energetics calculated at higher levels.
Transition barrier heights comparable to those calculated at geometries obtained with

higher levels of theory have been calculated with high-level single-point calculations on
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HF geometries.” These results indicated that the barrier heights are more dependent on
the level of correlation included in the single-point calculation than the explicit geometry
implemented. Therefore, the optimization of the geometries at the HF level followed by
higher-level single-point calculations will yield satisfactory results for a preliminary
study of the reactions between the DNA bases and water.

An additional problem associated with the UHF level is that the unrestricted HF
wave function is not a spin eigenfunction. Therefore, the calculations often suffer from a
great deal of spin contamination. This is also true, in particular, for MP2 single-point
calculations on TSs. This problem can be remedied through the use of spin projection
with the PUHF and PMP2 methods. PMP2 single-point calculations at UHF geometries
have previously been shown to yield activation barriers in good agreement with
experiment.” Calculations were performed with the GAUSSIAN 94 program package.'*

7.2.1.2 Geometries

The conformations of the reactant complex (RC), the transition state (TS) and the
product (P) for the addition of a hydroxyl radical to CS5 in cytosine are displayed in
Figure 7.1, along with select geometrical parameters. The reactant complex is a
configuration of the initial reactants that results in a lowering of the energy relative to
that of the reactants at infinite separation (R). From Figure 7.1, it is evident that the
energy of the addition complex is lowered relative to that of separated reactants due to
the formation of hydrogen bonds between the hydroxyl hydrogen and N3 in cytosine
(r(N3H) = 2.050 A) and the hydroxyl oxygen and an amino hydrogen (r(N4H-O) = 2.248
A). Interactions between the two reactants are also evident in the RC since the OH bond
length is 0.01 A longer than that in an isolated hydroxyl radical. The addition complex is
planar, including the amino group. The spin contamination exhibited for this structure at
the UHF/6-31G(d,p) level is very small (<S> = 0.755 compared to 0.750 for a pure
doublet).

The transition state exhibits slight puckering, where the CS5 position is located
13.3° out of the plane formed by the remainder of the ring atoms. This distortion is due
to the interactions between the hydroxyl radical and the base moiety at this position. The
C50 distance is 1.870 A and the hydrogen in the hydroxyl radical is pointed towards N3.

This orientation of the hydroxyl radical provides an explanation for the configuration of
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Figure 7.1: Select geometrical parameters in the RC, TS and P for hydroxyl radical addition to CS in cytosine.
the reactant complex. As expected, the degree of spin contamination observed in the

calculation of the TS geometry is quite large (<S*> = 0.958). This geometry was
confirmed to be a TS by a frequency calculation, where the Hessian matrix was
calculated to possess only one negative eigenvalue corresponding to an imaginary
frequency of 689 cm™. This imaginary frequency eigenvector corresponds primarily to
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motion of O and CS towards each other. The r(C50) value in the final product is 1.398 A
and the C5 position is located farther out of the molecular plane (£(CSC6N1C2) =
-27.6°). The hydroxyl group has reoriented slightly such that the hydrogen is directed
towards the center of the molecular ring. The geometry optimization performed for P
also suffers from a small amount of spin contamination (<S> = 0.765).

7.2.1.3 Reaction Barrier Height

Figure 7.2 displays the reaction profile for hydroxyl addition to cytosine at C5
obtained through single-point calculations (on UHF/6-31G(d,p) geometries) with the 6-
311G(2df,p) basis set and the UHF, MP2 and B3LYP methods. The barrier heights
calculated, relative to the RC at the respective level of theory, are also given in the figure.
Table 7.1 displays the relative energy for the geometries along the reaction path (with
respect to the isolated reactants at the same level of theory) and the degree of spin
contamination in the single-point calculations.

Figure 7.2 conveys that the energy of the RC is 7.5 kcal/mol lower than that of the
separated reactants at the UHF level. Despite the fact that little spin contamination is
exhibited in the UHF single-point calculation (0.756), the projection of contaminating
spin states through the PUHF method leads to a greater lowering of the energy (9.5
kcal/mol). MP2, PMP2 and B3LYP all predict an even greater lowering in the energy of
the RC relative to the isolated reactants (approximately 10.5 kcal/mol). The stability
imposed by the configuration involving hydrogen bonds relative to the isolated reactants
is clearly seen.

The transition barrier predicted by HF theory (25.8 kcal/mol) is extremely large
relative to the other barriers, as expected since this method is well known to drastically
overestimate barrier heights. The barrier calculated with MP2 (13.5 kcal/mol) is
approximately half of the value obtained with UHF, which clearly displays the
importance of electron correlation. The spin contamination in the TS energy calculations
at these levels of theory is quite large (0.957), which is not surprising due to the
implementation of the unrestricted formalism. PUHF lowers the UHF barrier from 25.8
to 16.0 kcal/mol, while the barrier predicted with PMP2 (4.7 kcal/mol) is also much
smaller than that obtained with MP2 (13.5 kcal/mol). The difference between the MP2
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Figure 7.2: Energetics for hydroxyl radical addition to cytosine at C5.

and PMP2 barrier heights is in agreement with previous suggestions that spin
contamination leads to an overestimation of MP2 barriers by up to 10 kcal/mol.'*> PMP2
practically eliminates any spin contamination in the transition state (<S*> = 0.759). The
B3LYP barrier (2.5 kcal/mol) is half the size of the value predicted by PMP2 and the spin
contamination of the TS (0.769) is relatively small.

Although B3LYP is the most widely used DFT functional combination in recent
theoretical studies, it is of interest to examine the barrier heights predicted with
alternative functionals. The UHF/6-31G(d,p) surface was used to perform single-point
calculations on the RC and TS with a variety of functionals and these results are
displayed in Table 7.2. Barrier heights were calculated with the LYP, P86 and PW91
correlation functionals in combination with the B and B3 exchange functionals. From

Table 7.2, it can be seen that all "pure” DFT functionals examined predict negative
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Table 7.1: Relative energies (kcal/mol) with respect to the energy
of the separated products obtained for hydroxyl radical addition
to C5 in cytosine with a variety of methods, the 6-311G(2df,p)
basis set and the HF/6-31G(d,p) geometries.
UHF PUHF MP2 PMP2 B3LYP
R (AE) 000 000 000 0.00 0.00
<8’> 0756 0.751 0.756 0.751 0.752
RC (AE) -7.47 -948 -10.73 -10.77 -10.86
<§*> 0756 0.750 0.756 0.750 0.752
TS(AE) 1829 650 276 -6.10 -840
<> 0957 0759 0957 0.759 0.769
P (AE) -3.09 -531 -22.03 -22.41 -19.11
<s®» 0.766 0.750 0.766 0.750 0.755

barriers for the reaction under consideration. That is, the transition structures are lower in
energy than the reactant complex. The spin contamination for these single-point
calculations is also very small. Conversely, all hybrid DFT functionals predict small
(positive) barriers. The spin contamination observed from these methods is slightly
higher than observed from the "pure" functionals due to the inclusion of HF exchange. It
is interesting to note that the relative DFT barrier heights are predicted by the correlation
functional, where the barrier increases in size according to P86 < PW91 < LYP regardless
of the exchange functional implemented. The inclusion of HF exchange increases the
barrier heights by between 6 and 10 kcal/mol.

Another exchange functional, G96, developed by P. Gill,'® is becoming popular
due to its inclusion in GAUSSIAN 98.!" This functional has also been implemented in the
present study in conjunction with the three correlation functionals previously mentioned
(Table 7.2). Once again, it is apparent that the correlation functional determines the
relative magnitude of the barrier heights. Additionally, similar to the other "pure” DFT
functionals, these three functional combinations predict negative transition barriers and
the degree of spin contamination is small.

The results obtained with a variety of DFT functionals indicate that B3LYP yields
results in most satisfactory agreement with PMP2 data. PMP2 energetics are used as a
reference since, as previously mentioned, it has been shown that barrier heights obtained
with PMP2 single-point calculations on HF geometries can reproduce experimental
activation barriers® and no experimental data is available for the present system. Thus,

among the functionals investigated in the present study, the B3LYP combination is the
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Table 7.2: Barrier heights (kcal/mol) for the reaction of
cytosine with the hydroxyl radical obtained with a variety
of DFT functionals, the 6-311G(2df,p) basis set and the

HF/6-31G(d,p) geometries.

ﬁarrier TS
Functional Height <S>
BLYP 3.7 0.756
BPS86 94 0.756
BPW91 48 0.756
B3LYP 25  0.769
B3P86 0.5 0.768
B3PW91 1.6 0.769
G96LYP 3.7 0.756
G96P86 -60 0.756
G96PW91 49 0.756
HF 25.8  0.957
MP2 135 0957
PMP2 47 0.759

most appropriate for the examination of reactions between water and various DNA bases.
The small barrier for the addition of a hydroxy! radical to CS in cytosine and the fact that
this reaction is predicted with high-level calculations to be exothermic should be noted.
In order to obtain more information about the possible reaction mechanism upon
irradiation of single crystals of cytosine monohydrate, alternative mechanisms must also
be considered.

7.2.2 Mechanism for Radiation Damage in Cytosine Monohydrate Crystals

In Chapter Four, three mechanisms for radiation damage in cytosine monohydrate
crystals were discussed. In summary, the first mechanism, which involved hydrogen
transfer between two cytosine units and generated the N1-dehydrogenated and N3-
hydrogenated radicals, was eliminated since the calculated HFCCs for these products did
not match the experimentally reported values. Instead, the calculated HFCCs predicted
the formation of a net C5-hydroxylated cytosine radical and therefore the damage
mechanisms that were subsequently discussed involved the surrounding water molecules
in the cytosine monohydrate crystals. The second mechanism discussed in Chapter Four
(summarized by Equation 7.1) costs 207 kcal/mol in the first step and gains 149 kcal/mol
in the second step.

H;0 + C + C - H;0 + C*" + C~ > C(C5-hydroxylated) + C(N3-hydrogenated) (7.1)

The third possible mechanism (summarized by Equation 7.2) costs 298 kcal/mol in the
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first step and releases 240 kcal/mol in the second step.
H;0 + C + C - H;0™ + C + C™ - C(C5-hydroxylated) + C(N3-hydrogenated) (7.2)

It was determined in Chapter Four that the mechanism portrayed in Equation 7.1
is most likely to occur since cytosine is much larger than water and therefore a majority
of the ionizations are expected to occur on the cytosine moiety. Additionally, this
reaction has a lower energy cost for the first step. However, it was also noted that
hydroxyl radical addition has been speculated to lead to strand breaks'® and the lack of
detection of hydroxyl radicals in the DNA hydration layer has been postulated to be due
to radical addition to the bases.!® The small barrier heights predicted at the highest level
of theory employed in the present study for hydroxyl radical addition to C5 indicate that
this reaction is feasible. However, more work must be performed in order to eliminate
the possibility that the reaction outlined in Equation 7.1 occurs. As a first approximation
to investigate this damage mechanism, the reaction between water and a cytosine cation
was investigated.

7.2.2.1 Water Addition to the Cytosine Cation

Figure 7.3 displays the geometries calculated at the UHF/6-31G(d,p) level for the
RC, TS and product complex (PC) for water addition to CS in the cytosine cation. In the
RC, the water oxygen is involved in hydrogen bonding with one of the amino hydrogens
where r(N4H-O) equals 1.939 A. At this arrangement, the water oxygen is 3.431 A away
from the CS position. The spin contamination in the calculation of this structure is quite
large (<S*>=0.917).

The C50 (1.626 A) and OH bond distances (0.956 A) are lengthened in the TS
from those expected in an isolated C5-hydroxylated cytosine radical (1.398 A) and a
water molecule (0.943 A), respectively. The second OH bond length is stretched from
that calculated for an isolated water molecule to 1.438 A in the transition state for water
addition. Due to the interaction between the oxygen and the CS position in the cytosine
cation, slight puckering is exhibited at the CS position in the transition state and the
hydrogen at CS is notably displaced from the molecular plane. The spin contamination
observed in the UHF/6-31G(d,p) calculation of the transition state (<S> = 0.89) is
smaller than that observed in the calculation of the transition state for hydroxyl radical
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Figure 7.3: Select geometrical parameters in the RC, TS and PC for water addition to the cytosine cation at
Cs.

addition to a neutral cytosine molecule (<S?>> = 0.958). The geometry was confirmed to
be a TS through a frequency analysis, which predicted one imaginary frequency (2310
cm™), primarily corresponding to motion of H away from OH and O towards CS.
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The optimized structure for the product complex (PC, Figure 7.3) obtained
through a HF calculation, which does not suffer from spin contamination, places the
hydrogen nucleus 4.488 A from the cytosine N3 nucleus, where the HN3C2 angle equals
149.5°. The C50 and OH bond lengths in the product complex (1.376 and 0.947 A)
differ slightly from those obtained for an isolated C5-hydroxylated radical (1.398 and
0.945 A). These differences may reflect variances in the molecular environment, such as
charge. Examination of the charge distribution in the PC indicates that the positive
charge resides exclusively on the cytosine portion of the complex. This indicates that the
hydrogen nucleus removed from the cytosine by-product is in reality a hydrogen atom.
This is further confirmed by the spin distribution, which through high-level (B3LYP and
PMP2) calculations was determined to reside solely at the hydrogen nucleus. Re-
examination of the TS reveals that a hydrogen atom is leaving as a hydroxyl radical adds
to the cytosine cation. A B3LYP/6-311G(2df,p) single-point calculation indicates that
the spin and charge on the leaving hydrogen in the TS is 0.53 and 0.19, respectively.
Some spin was also calculated to reside on the water oxygen (-0.07) and CS5 in cytosine
(0.23). A PMP2 single-point calculation using the same basis set indicates that the spin
and the charge on the leaving hydrogen are 0.80 and 0.08, respectively. Spin was also
calculated to be located at the water oxygen (-0.31) and the cytosine CS position (0.42),
which is quite different from that obtained with B3LYP. The PMP2 calculations clearly
indicate that as water adds to the cytosine cation, a concerted process occurs where a
bond is formed between the hydroxyl oxygen and C5 in cytosine and the water OH bond
breaks yielding a hydrogen atom. Thus even in the TS, the leaving group is a hydrogen
atom, rather than a proton, and net hydroxyl radical addition to the cytosine cation is
occurring. From this discussion, it could be argued that since a hydrogen atom is
generated rather than a proton, the reaction between water and the cytosine cation is
unlikely to occur.

An explanation for why a hydrogen atom rather than a proton is leaving the
cytosine by-product in the reaction under examination can be found through
consideration of the ionization potentials of the species involved. In particular, the IP of
a hydrogen atom (calculated at the B3LYP/6-311G(2df,p) level) is 315.1 kcal/mol.
Altemnatively, the IP of the cytosine C5-hydroxylated radical (calculated at the same level
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of theory with the HF/6-31G(d,p) geometries) is 148.0 kcal/mol. Therefore, a proton
cannot be expected as one of the products in the gas-phase reaction between the cytosine
cation and water, since the IP of a hydrogen atom is over twice the size of the IP of the
remaining radical. Therefore, in order to form the net CS5-hydroxylated radical from
water addition to the cytosine cation, an additional step must occur which involves
electron capture by the cytosine by-product.

The reaction between water and the cytosine cation emphasizes the importance of
hydroxyl radical attack, since in reality net hydroxyl radical addition to the cytosine
cation was observed in the reaction discussed above. The barriers calculated through
B3LYP and PMP2 single-point calculations (66.5 and 65.6 kcal/mol, respectively) for the
reaction between water and the cytosine cation are much larger than those determined at
the same levels of theory for hydroxyl radical addition to neutral cytosine (2.5 and 4.7
kcal/mol). Therefore, these results hint that hydroxyl radical addition to neutral cytosine
is a more favorable and simplistic pathway for the formation of the net C5-hydroxylated
radical than water addition to the cytosine cation, which involves hydrogen atom loss
followed by electron gain. It is important to stress that the results presented within
correspond to a gas-phase reaction between water and the cytosine cation. The more
complex problem of the reaction that occurs in single crystals has not been solved. In
single crystals, the situation is quite different due to complex hydrogen bonding schemes.
Therefore, in single crystals proton transfer can occur which may assist the reaction
between water and the cytosine cation. Thus, although the results presented within
indicate that hydroxyl radical addition is the most favorable reaction out of the two
considered, this preliminary study cannot be taken as an accurate prediction of results
expected in the solid state. More complex calculations that include a larger part of the
crystal environment, for example additional water and/or cytosine molecules, are required
in order to eliminate the reaction between water and a cytosine cation as a radiation
damage pathway in cytosine monohydrate crystals.

7.2.3 The Reaction Profile for Hydroxyl Radical Addition to C6 in Cytosine

Since it appears that hydroxyl radical addition to neutral cytosine is a feasible
means to generate the net C5-hydroxylated cytosine radical, it is of interest to investigate

hydroxyl radical attack at the C6 position. This is important since hydroxyl radical
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addition is believed to predominantly occur across the C5C6 double bond and
investigating both reactions will lead to information about the favored site for hydroxyl
radical addition to cytosine. Additionally, an experimental coupling left unassigned in
single crystals of cytosine monohydrate was noted to be not unlike that calculated for the
Cé6-hydroxylated adduct, indicating that perhaps this radical is also formed. Early studies
concluded that hydroxyl radical addition to cytosine, as well as to uracil, predominantly
occurs at C5.2° More recent ESR spin-trapping studies determine the production ratio of
these two radicals through investigating the ratio of the C5 to C6 radical spin-trapped
products via computer simulations. It was determined that the ratio of C5:C6 products is
1:1.3 in a neutral solution of 2'-deoxycytidine.> However, this ratio may not accurately
reflect the initial ratio of attack since the trapping rate of the two radicals may be
different. Questions also arise in the use of computer simulations to determine the
relative abundance of two radicals whose spectra are highly similar, since changing the
relative abundance of each radical may have little effect on the appearance of the spectra.
An alternative technique to determine the ratio of C5 to C6-hydroxylated base radicals
involves monitoring the rate at which the generated radicals oxidize NNN'N'-tetramethyl-
p-phenylenediamine or reduce tetranitromethane.?’ This method is favorable since the
CS5-hydroxylated product is strongly reducing, while the C6-hydroxylated radical is
strongly oxidizing. Thus, the oxidizing and reducing rates can be used to determine the
relative abundance of these radicals. With this technique, the C5:C6 ratio was predicted
to be 8.7:1 for cytosine. The results obtained from the calculations will primarily be
compared to those obtained from the reduction and oxidation properties of the
hydroxylated radicals since these were specifically obtained for cytosine (the
computational model system), rather than species that include a sugar group.

7.2.3.1 Geometries and Reaction Barrier Heights

The reactant complex for hydroxyl radical addition to C6 in cytosine is identical
to that discussed for addition to the CS position. The corresponding TS and P, calculated
at the UHF/6-31G(d,p) level, are displayed in Figure 7.4. The majority of the molecular
ring is planar in the TS with the exception of the C6 position, which lies 10.2° out of the
plane formed by N1, C2 and N3. This distortion is similar to that observed in the
corresponding transition state for addition to C5, where the C5 position was displaced by
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Figure 7.4: Select geometical parameters in the TS and P for hydroxyl radical addition to C6 in cytosine.

13.3°. The C60 bond length in the transition state is equal to 1.896 A, which is 0.026 A
longer than that calculated for the equivalent C5 centered transition state. Significant
spin contamination is exhibited in the calculation which optimized the TS geometry
(<S§*> = 0.889). The hydrogen in the hydroxyl group is orientated towards the N3
position in cytosine, providing a possible explanation for the similar addition complex
between the CS and C6 centered transition states. One imaginary frequency was obtained
for this geometry of 801 cm™, which is larger than that calculated for the C5 TS (689
cm").

The hydroxyl hydrogen remains directed towards N3 in the C6-hydroxylated
radical and the C60 bond length is 1.397 A, which is identical to the bond length in the
corresponding C5 adduct. Similar to the TS, considerable spin contamination is present
in the calculation of this geometry (<S*> = 0.868). Unlike the optimized geometry for
the C5-hydroxylated radical, all of the ring atoms in the C6 adduct remain in the same
plane and the hydrogen and hydroxyl group at C6 are evenly distributed on either side.

Single-point calculations were performed on the TS and P with the 6-311G(2df,p)
basis set and the MP2 and B3LYP methods. As discussed for the previous reactions, the
MP2 method involves a high degree of spin contamination in calculations on transition
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states, where the eigenvalue of <S*> was determined to be 0.981 for the TS under
discussion. Therefore, only the PMP2 and B3LYP barrier heights will be discussed,
where the eigenvalues of <S> were calculated to be 0.767 and 0.774 in the TS
calculations, respectively. The PMP2 and B3LYP barriers for hydroxyl radical addition
to C6 in cytosine are 6.2 and 4.4 kcal/mol, respectively.

7.2.3.3 Comparison of Hydroxyl Addition to C5 and C6 in Cytosine

Figure 7.5 compares the energetics for hydroxyl radical addition to the CS and C6
positions in cytosine relative to the energy of the isolated reactants. A more complete
search of the potential energy surface for this reaction may reveal different RCs for these
two processes. The barrier heights calculated with PMP2 are both higher than the
corresponding heights calculated with DFT (B3LYP). However, the relative energies for
C5 versus C6 addition are in agreement for both levels of theory. PMP2 predicts
hydroxyl radical addition to the C6 position to have a larger barrier than addition to C5
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Figure 7.5: Energetics for hydroxyl radical addition to cytosine calculated with MP2 and B3LYP
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by 1.5 kcal/mol. B3LYP predicts the C6 addition barrier to be 1.9 kcal/mol higher than
the C5 barrier. This illustrates the predictive power the B3LYP functional possesses
despite the fact that the barriers are estimated to be lower than the PMP2 values.
Additionally, both B3LYP and PMP2 predict the C6-hydroxylated product to be lower in
energy (by 1.5 and 2.5 kcal/mol, respectively). Thus, both PMP2 and B3LYP single-
point calculations indicate that the C5-hydroxylated radical is favored kinetically and the
C6-hydroxylated product is favored thermodynamically.

Due to the magnitude of the transition barrier heights and the relative stability of
the products, a mixture of the C5 and C6-hydroxylated radicals is expected, which was
observed experimentally. However, since the barrier for formation of the C5-
hydroxylated radical is approximately 2 kcal/mol lower in energy than that for formation
of the C6-hydroxylated barrier, a predominant attack at the CS5 position can be
understood.

7.2.4 Summary of Cytosine Reactions

The present section discussed the reactions between products generated by the
irradiation of cytosine and water. Investigations of hydroxy! radical addition to cytosine
and water addition to the cytosine cation provided information about the mechanism of
radiation damage to cytosine in the gas phase. In particular, preliminary results indicate
that in the gas phase, net hydroxyl radical addition to neutral cytosine is the most feasible
reaction mechanism for formation of the cytosine C5-hydroxylated product. Comparison
of theoretical and experimental HFCCs (Chapter Four) determined that the cytosine C5-
hydroxylated radical is formed in these crystals. However, it was also speculated that
addition might occur at the C6 position since one experimental coupling left unassigned
was similar to that calculated for the C6-hydroxylated radical. Comparison of the
calculated barrier heights and the relative stability of the products led to the conclusion
that the CS5-hydroxylated product is favored kinetically, while the C6-hydroxylated
product is favored thermodynamically. Thus, the calculations support predictions that
both hydroxylated products can be formed when hydroxyl radicals attack neutral

cytosine.
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7.3 Hydroxyl Radical Addition to Uracil

It is of interest to investigate the barriers for hydroxyl radical addition in other
DNA bases to obtain more information about the effects of the surrounding water on the
entire DNA strand. Additionally, it is intriguing to determine whether theoretical
techniques can reproduce differences observed experimentally regarding the site
specificity of hydroxyl radical addition. Reactions between uracil and products generated
from irradiated water have been investigated to a great extent. In particular, many studies
have investigated the subsequent reactions of these by-products such as the formation of
sugar radicals® and subsequent strand breaks.?>?* The reactivity between uracil and
hydroxyl radicals is expected to be similar to cytosine, where hydroxyl radicals add to the
C5C6 double bond. ESR spin-trapping studies predict the ratio of CS to C6 addition
products to be 1:2 for 2'-deoxyuridine, compared to the value of 1:1.3 previously
discussed for 2'-deoxycytidine.’ Through examination of redox properties, other studies
have indicated that addition to the CS position dominates in uracil, 1,3-dimethyluracil and
poly(U) in a 4.5:1, 4:1 and 3:1 ratio, respectively.20 Recall from Section 7.2.4 that the
C5:C6 ratio for cytosine was determined to be 8.7:1, which indicates an increase in the
production of the C6-hydroxylated radical in uracil relative to cytosine. Hydroxy! radical
addition to uracil will be discussed in the following section to determine if these
differences can be explained and to reveal more information about hydroxy! radical
addition to the nucleobases.

7.3.1 Geometries

Unlike the cytosine hydroxyl addition reactions, different reactant complexes
were obtained at the HF/6-31G(d,p) level for uracil depending on the addition site. The
RC for hydroxyl radical addition to CS in uracil (Figure 7.6) involves interactions
between the hydrogen and oxygen in the hydroxyl radical and the O4 and N3H positions
in uracil, respectively. The HO4 and O-HN3 bond lengths are 1.997 and 2.267 A,
respectively, indicating stronger interactions between the hydroxyl group and the O4
position in uracil. The reactant complex for hydroxyl radical addition to C6 (Figure 7.7)
involves interactions between the hydrogen and oxygen in the hydroxyl group and the O2
and N1H positions in uracil, respectively. The HO2 and O-HN1 bond lengths in this
complex are equal to 2.013 and 2.193 A, respectively. The calculated eigenvalue of <S>
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Figure 7.6: Select geometrical parameters for the RC, TS and P for hydroxyl radical addition to CS in uracil.

is 0.755 for both addition complexes, and both are planar. Additionally, the bond length
in the hydroxyl radical in both complexes (0.962 A) is slightly elongated from that found
in an isolated hydroxyl radical (0.955 A) due to the interactions with uracil.

The transition states for hydroxyl radical addition to the C5 and C6 position in
uracil explain the observed differences in the reactant complexes. The CS centered TS

possesses a C50 bond length of 1.877 A and the hydrogen is directed away from the
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Figure 7.7: Select parameters for the RC, TS and P for hydroxyl radical addition to C6 in uracil.

molecular ring towards the O4 center. This orientation and the relatively close proximity
of O4 and the hydroxyl hydrogen (2.690 A) explain interactions observed in the addition
complex between these two atoms. The C5 position is displaced slightly (12.4°) from a
molecular plane formed by C4, N3 and C2. The C6 centered TS possesses a C60 bond
length of 1.905 A, which is longer than that observed for the C5 TS. This trend is similar
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to that observed for cytosine. The C6 position in the uracil TS is located out of the
molecular plane formed by the other ring atoms (by approximately 11°). A greater degree
of spin contamination was obtained in the calculations of the C5 TS (<S*> = 0.998) than
the C6 TS (<S*> = 0.883). Both geometries were confirmed to be TSs through a
frequency analysis where the imaginary frequencies were determined to be 696 (CS
addition) and 731 cm™' (C6 addition).

The C5-hydroxylated radical is distorted to a greater extent than the
corresponding TS, where the C6 and C5 positions are located on either side of the
molecular plane formed by N1, C2, N3 and C4. The C50 bond length is 1.382 A and the
hydroxyl hydrogen is directed towards O4 where these two atoms are separated by 2.224
A. The orientation of the hydroxyl group at CS is slightly different from that observed in
the TS, but illustrates the interaction between the hydrogen in this group and O4. A small
degree of spin contamination was exhibited in this geometry optimization (<S> = 0.763).
The C6-hydroxylated product exhibits less puckering than the C5 product, as observed
for the cytosine radicals. The C6 position is displaced slightly out of the molecular plane
(by 7.4° with respect to the plane formed by N1, C2 and N3), the C60 bond length is
1.395 A and the eigenvalue of <S> is 0.813, which is larger than that calculated for the
C5 product.

7.3.2 Reaction Barrier Heights

Figure 7.8 compares the transition state barriers for hydroxyl radical addition to
the C5 and C6 positions in uracil obtained through B3LYP/6-311G(2df,p) single-point
calculations on the HF/6-31G(d,p) geometries. At this level of theory, the C5 and C6
RC:s lead to a lowering of the energy by 9.1 and 9.9 kcal/mol with respect to the energy
of the isolated reactants. The activation barriers for the two uracil addition reactions are
very similar, where the barrier for C6 addition is 1 kcal/mol larger than that for C5
addition. Figure 7.8 also illustrates that the C6-hydroxylated product is 2.7 kcal/mol
lower in energy than the corresponding C5 radical at this level of theory. The spin
contamination in the energy calculations was relatively small, where the largest degree of
contamination was observed for the transition states (<S*> = 0.77).

The reaction profiles for hydroxyl radical addition to uracil can be compared to
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Figure 7.8: Relative energetics for hydroxyl radical addition to uracil calculated with B3LYP.

those calculated for cytosine (Figures 7.8 and 7.5, respectively). One of the major
differences in the two sets of profiles is that two different addition complexes were found
for hydroxyl radical addition to uracil, while only one was found for addition to cytosine.
However, as previously mentioned, a more complete search may also reveal two different
RCs for the cytosine reactions. Similarities in the two reaction profiles also exist. F irst,
the RCs calculated for both uracil and cytosine lead to a lowering of the energy relative to
the isolated reactants by approximately 10 kcal/mol. Secondly, the barrier for addition to
the C6 position was determined to be higher in both cytosine and uracil (by 1.9 and 1.0
kcal/mol, respectively). Finally, the C6-hydroxylated product was determined to be
lower in energy than the corresponding CS radical in both cytosine and uracil (by 1.5 and
2.7 kcal/mol, respectively). Thus, the difference in the transition barriers for the
formation of the two products formed by hydroxyl radical addition is smaller for uracil
than for cytosine and the energy difference between the products is greater. This implies

that there is a greater preference for addition to C6 in uracil than in cytosine, which is
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clearly seen by comparing the ratio of product formation determined experimentally for
uracil (C5:C6 4.5:1) and cytosine (8.7:1) by examining the redox properties of the radical
products.

The trend of an increase in the production of the C6-hydroxylated product in
uracil relative to cytosine is also observed from the C5:C6 ratio predicted from ESR spin-
trapping studies for 2'-deoxyuridine (1:2) and 2'-deoxycytidine (1:1.3), although the
relative yield is reversed. One possible explanation for the difference in the predominant
site of attack determined for ESR spin-trapping studies (C6) and for the calculations (C5)
is the model system employed. For example, the ESR spin-trapping studies were
performed on 2'-deoxyuridine, but the calculations were performed on uracil. The
discrepancy arises since a hydrogen bond was calculated to exist in the RC between the
hydroxyl radical and the O2 and the hydrogen at the N1 position in uracil. This is
problematic since in 2'-deoxyuridine, a sugar group replaces the hydrogen at N1. Thus,
hydrogen bonding of the hydroxyl radical to the N1 hydrogen cannot occur.
Additionally, the bulky sugar group may prohibit the hydroxyl radical from hydrogen
bonding to the O2 position. More work must be performed in order to transfer
conclusions obtained in the present study to full DNA, for example, finding alternative
RCs and/or adding substituents to the N1 position of uracil.

7.3.3 Summary of Uracil Reactions

Hydroxyl radical addition to the C5 and C6 positions in uracil was discussed in
the current section. The geometries of the RC, TS and P were compared to those
previously considered for cytosine. Similar to cytosine, the activation barrier for the
formation of the uracil C6-hydroxylated radical is larger than that for the C5 adduct,
while this product is lower in energy than the C5 analog. However, it is noted that the
barrier for addition to C6 in uracil is closer to the barrier for C5 addition, than the
corresponding barriers in cytosine. Additionally, the C6-hydroxylated uracil radical is
more stable with respect to the C5 uracil radical, than the C6-hydroxylated cytosine
radical is to the corresponding C5 adduct. This information was used to conclude that
there exists a greater preference for C6 addition in uracil than in cytosine. This
conclusion is supported by experiments that studied the redox properties of the radical
products, as well as ESR spin-trapping investigations.
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7.4 Hydroxyl Radical Addition to Thymine

Hydroxyl radical addition to thymine has been noted to be different than addition
to either uracil or cytosine. The replacement of a hydrogen at the C5 position in uracil
with a methyl group in thymine results in two main differences. First, hydroxyl radicals
can abstract hydrogen atoms from the methyl group in thymine to form the methyl-
dehydrogenated radical product. The formation of this allylic radical has been shown to
lead to cross-links between thymine and the amino acid tyrosine.’® Secondly, it has been
noted that the preference of radical attack on the C5 and C6 centers is altered relative to
the attack observed in cytosine and uracil. ESR spin-trapping studies predict that the
ratio of C5:C6 products will be 2:1 in thymidine, compared to 1:2 for 2'-deoxyuridine,
indicating an increase in the number of attacks at the carbon to which the methyl group is
attached.’ Other studies predict that the methyl group leads to a decrease in the number
of attacks at the CS position. For example, the C5:C6 ratio determined by studying the
redox properties of the radical products changes from 4.5:1 to 2:1 when a methyl group is
added to CS5 in uracil to form thymine.>* Thus, it is of interest to investigate hydroxyl
radical addition in attempts to clarify some of these discrepancies and to determine if
differences exist between uracil and thymine due to the replacement of a hydrogen by a
methyl group.

7.4.1 Geometries

Similar to the uracil addition reactions, unique reactant complexes were found for
the thymine C5 and C6 hydroxy! radical addition reactions (F igures 7.9 and 7.10). These
reactant complexes possess very similar geometrical properties to those observed for the
uracil RCs. For example, the RC related to C5 addition involves interactions between the
hydroxyl hydrogen and oxygen and the thymine O4 and N3H positions. Additionally, the
RC related to C6 addition involves interactions between the hydroxy! hydrogen and
oxygen and the thymine O2 and N1H positions. These hydrogen bond lengths are
indistinguishable from those discussed for the corresponding uracil RCs.

The C5 addition TS exhibits slight puckering at the C5 position, while the
remainder of the ring atoms are in the same plane. The C50 bond distance is 1.906 A,
which is slightly larger than the C5O distances observed in the corresponding uracil and
cytosine transition states. The hydrogen in the hydroxyl group is orientated towards O4
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Figure 7.9: Select geometrical parameters in the RC, TS and P for hydroxy! radical additionto CS in thymine.

as predicted from the RC, where the HO4 distance is 2.682 A. The methyl group is
reoriented slightly from an eclipsed conformation with respect to the C5C6 bond in the
TS due to interactions with the hydroxyl group. The C60 distance in the C6 related
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transition state is 1.929 A, which is longer than that observed for the CS TS and slightly
longer than those observed for the C6 TS in uracil and cytosine. It is interesting to note
that for all three bases, the CO bond length for the C6 addition TS is longer than that in
the C5 addition TS. The hydroxyl hydrogen is directed towards the center of the

0945 A
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Figure 7.10: Select geometrical parameters in the RC, TS and P for hydroxy! radical addition to C6 in thymine.
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molecular ring in the C6 related TS and the C6 position is approximately 10° out of the
molecular plane formed by the remainder of the ring atoms. The spin contamination
exhibited for the thymine transition states is the largest discussed thus far for hydroxyl
radical addition, where the eigenvalues of <S*>> equal 1.024 and 1.018 for the C5 and C6
related transition states, respectively. These geometries were concluded to be TSs
through examination of the Hessian matrix which possesses one negative eigenvalue
corresponding to an imaginary frequency of 654 and 683 cm™ for the C5 and C6 related
TSs, respectively.

The thymine CS5-hydroxylated radical possesses an orientation of the hydroxyl
group very similar to that discussed for the corresponding uracil radical. In particular, the
hydroxyl hydrogen is directed towards O4, where the HO4 distance is 2.224 A. The C50
bond length (1.390 A) is also very similar to that discussed for the uracil product. The
C6-hydroxylated thymine radical exhibits puckering at the C6 position, where this atom
is approximately 12.5° out of the plane formed by the remainder of the ring atoms. The
corresponding uracil radical is planar. The deviation of the thymine radical from
planarity could be due to the methyl group at C5. The hydroxyl hydrogen is directed
towards the center of the ring in the C6-hydroxylated product and the C60 distance is
1.398 A. The spin contamination in the optimization of the C6 product (<S> = 0.805) is
greater than that observed previously for both the related uracil and cytosine products and
for the thymine CS adduct (<S> = 0.763).

7.4.2 Reaction Barrier Heights

Figure 7.11 displays the reaction barrier heights predicted by B3LYP/6-
311G(2df,p) single-point calculations on the HF/6-31G(d,p) geometries. The energy of
the isolated reactants is lowered upon consideration of the RC by 8.9 and 9.9 kcal/mol for
the C5 and C6 addition profiles, respectively. B3LYP predicts the transition barrier for
hydroxyl radical addition to C5 in thymine to be 2.4 kcal/mol, while the barrier is only
1.8 kcal/mol for C6 addition. Additionally, the C6-hydroxylated product is predicted to
be 6.2 kcal/mol lower in energy than the CS adduct.

Despite the fact that the stability observed for the RCs relative to the isolated

reactants is similar in all systems, several differences between the thymine reaction
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Figure 7.11: Relative energetics for hydroxy! radical addition to thymine calculated with B3LYP.

profiles and those discussed for uracil and cytosine exist. First, the transition barriers for
C5 addition were determined to be smaller than the C6 barrier for uracil and cytosine, but
the converse was obtained for thymine. Thus, from a kinetic point of view the C6-
hydroxylated product is favored rather than the CS5 species as determined for uracil and
cytosine. For all three bases, the C6-hydroxylated radical was determined to be lower in
energy than the C5 product, indicating this product is favored thermodynamically.
However, for uracil and cytosine this energy difference was much smaller (2.7 and 1.6
kcal/mol, respectively) than the difference calculated for thymine (6.2 kcal/mol). These
differences in the uracil, cytosine and thymine reaction profiles indicate that there exists
an even greater preference for addition to C6 in thymine, as predicted by examination of
the redox properties of the hydroxylated radicals.

As for uracil, the conclusions within contradict ESR spin-trapping studies, which
predicted the CS and C6 products to be formed in a 2:1 ratio in thymidine, compared to

1:2 for 2'-deoxyuridine.’ Once again, discrepancies may arise due to the geometries
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calculated for the RCs, where the hydrogen bonding observed in the calculations cannot
occur in the experiments due to the presence of a sugar group. A more complete
investigation of substituent effects on the reaction between hydroxyl radicals and thymine
and complete characterization of reactant complexes are required to clarify these
discrepancies.

7.4.3 Summary of Thymine Reactions

In the present section, the reactions involving hydroxyl radical addition to the
thymine C5C6 double bond were investigated. The geometries of the RC, TS and P were
discussed and compared to those calculated for uracil. Great similarities were observed
in the uracil and thymine geometries along the reaction pathway. Comparison of the
reaction barriers for C5 and C6 hydroxyl radical addition to thymine leads to conclusions
different from those reached for uracil and cytosine. For thymine, the C6-hydroxylated
product is favored both kinetically (due to the lower barrier height) and
thermodynamically (due to the 6.2 kcal/mol greater stability of this product relative to the
C5 adduct). The differences in the reaction profiles of thymine, uracil and cytosine
indicate that the methyl group stabilizes the TS involved in hydroxyl radical addition to
the C6 position and, therefore, addition to this position in favored. This trend is in

agreement with studies investigating the redox properties of hydroxylated base radicals.

7.5 Conclusions

The present chapter investigated reactions between water (or products generated
from irradiation of water) and the DNA bases. Initially a study was performed on
reactions involving cytosine in order to obtain more information about the mechanism of
radiation damage in cytosine monohydrate crystals. Hydroxyl radical addition to neutral
cytosine and water addition to the cytosine cation were investigated in terms of addition
to the C5 position. It was determined that for the gas-phase reactions, hydroxyl radical
addition to neutral cytosine appears to be the most feasible mechanism for the formation
of the C5-hydroxylated cytosine radical. These results are not directly transferable to
cytosine monohydrate crystals due to detailed hydrogen bonding in the crystals. More
complex model systems must be used in order to determine the radiation damage

mechanism in these crystals.
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Once hydroxyl radical addition was determined to be the main pathway for
hydroxylated radical formation, altenative hydroxylated products were investigated.
Foremost hydroxyl radical addition to the C6 position in cytosine was investigated to
determine if addition to this position is also feasible. The CS-hydroxylated product was
determined to be favored kinetically (by approximately 1.9 kcal/mol) and the C6-
hydroxylated product favored thermodynamically (by approximately 1.6 kcal/mol).
Therefore, it was concluded that hydroxy! radical addition will occur to a greater extent at
the C5 position, due to the 2 kcal/mol lower transition barrier, but addition will also occur
at the C6 position due to the greater thermodynamic stability of this product.

Hydroxyl radical addition to the C5 and C6 positions in uracil and thymine were
also investigated and the results were compared to those obtained for cytosine. In uracil,
as in cytosine, it was determined that the C5-hydroxylated product is favored kinetically
(by 1.0 kcal/mol), while the C6-hydroxylated product is favored thermodynamically (by
2.7 kcal/mol). Due to energetics differences, relative to the cytosine reactions, it was
concluded that the C6-hydroxylated product will be formed to a greater extent in uracil
than in cytosine. This trend was observed experimentally where the C5:C6 ratio was
determined to be 8.7:1 and 4.5:1 when cytosine and uracil were examined, respectively,
in terms of the radical's redox properties. Alternatively, the thymine C6-hydroxylated
product was calculated to be favored both kinetically and thermodynamically. Since the
barrier heights were reversed relative to uracil and cytosine and the thymine C6-
hydroxylated adduct has a greater stability over the CS radical than observed for the
cytosine and uracil products, it was concluded that the methyl group in thymine leads to
favored addition to the C6 position. This conclusion is once again supported by the
experimental ratios for C5:C6 hydroxyl radical addition which were determined to be
4.5:1 and 2:1 for uracil and thymine, respectively. Discrepancies between these
conclusions and those obtained in alternative experimental studies were determined to be
due to differences in the model systems employed and more detailed studies were
proposed.

It should be noted that these calculations were performed as an initial
investigation of the reactions between water and the DNA bases, in terms of an

optimization at a low level of theory followed by higher level single-point calculations.
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Despite this fact, the relative energetics of the C5 and C6-hydroxylated products are in
good agreement with those calculated in Chapter Four through optimization of the
geometries with DFT followed by higher level DFT single-point calculations. This
indicates that although this work represents an initial study, the results appear to be
trustworthy. More work remains to be done, however, including calculations which

confirm the relationship between the reactant complexes, the TSs and the products.
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CHAPTER EIGHT

DNA Radiation Products

8.1 Introduction

The previous four chapters have discussed the effects of radiation on individual
DNA components in relation to experimental results obtained from single crystals of base
derivatives at low temperatures. Issues can now be addressed which question the
relevance of these studies to the identification of the radiation products in full DNA.
Early ESR work on DNA revealed that the classification of radiation products is a
difficult task. In particular, the first derivative of the absorption of DNA closely
resembles an extremely broad singlet, which indicates that there exists overlapping of the
spectra for each radical. This occurs since the DNA radicals are extremely similar and
therefore the hyperfine couplings and g-factors are not sufficient to separate their spectra.
This chapter will discuss some of the trials and tribulations confronted by experimental
attempts to study the full DNA strand. This discussion will include a background of the
methods available to study the radiation effects on a molecule as complex as DNA. In
addition, the products identified in both early and more recent experimental work will be
analyzed and the effects of water on DNA radiation damage will be considered. All of
this information, in addition to results obtained from single-crystal studies and
calculations, will be used to develop a picture of the effects of radiation on the entire

DNA strand.

8.2 Experimental Methods Available to Study DNA

Studies have been performed on DNA both in the dry state and in aqueous
solutions.! Frozen aqueous solutions are often investigated and the effects of radiation on
these samples are quite complicated. Specifically, in addition to the formation of DNA
radicals upon exposure to radiation ("direct" effects), solvent (water) radicals can be
generated. These solvent radicals can also give rise to base or sugar radicals by attacking
the DNA strand ("indirect” effects). Thus, the spectrum of an irradiated frozen aqueous
solution is a superposition of the spectra of DNA and water radicals (primarily hydroxyl

radicals, hydrogen atoms and aqueous electrons). Since the hydroxyl radical is unstable
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at temperatures above 110 K, the spectrum of frozen aqueous solutions can be simplified
by annealing. Low temperature glasses have also been employed on occasion to
investigate full DNA. Typically these glasses are produced using saturated solutions of
LiCl or BeF; in H,O. The advantage of using low temperature glasses is that reactive
radicals can be stabilized and the specificity of a reaction can be studied by carefully
selecting the glass-forming agent. For example, hydroxyl radicals are known to be
abundant in BeF; glasses, electrons in LiCl glasses or in the presence of strong bases
(NaOH) and hydrogen atoms in strong acids (H;SO.). Lyophilized (freeze-dried)
powders are often used to study the effects of radiation on the DNA strand, where the
powders have been prepared completely dry or with varying degrees of hydration. The
relative humidity (typically 76%) or the number of water molecules per nucleotide
(typically 2.5 to 11) characterize the level of hydration.

The methods discussed thus far yield a random orientation of the DNA molecules
and therefore the resulting spectrum is composed of an overlap of the spectrum of each
radical in all directions. These "powder" spectra are very broad and lack distinguishing
features. If the individual spectrum of each radical is nearly isotropic, then information
can be obtained from the powder spectra. However, if anisotropy exists in the hyperfine
couplings, then the resulting fine features will be smeared in the powder spectrum and
information will be lost. Ideally, single-crystal studies would be beneficial, but it is not
possible to prepare these samples for an entire DNA strand. A common approach to
these problems is to use orientated fibers te study irradiated DNA, which are normally
equilibrated at 76% relative humidity. Orientated fibers have an advantage over other
methods since the spectra can be monitored at two orientations of the fiber (perpendicular
and parallel) relative to the magnetic field. This allows for the identification of some
species that may not be observable in randomly orientated samples.

Additional tactics used by experimentalists investigating DNA include
implementing deuterated samples, for example replacing H,O with DO, to improve
spectral resolution or identify radical products. Alternatively, additives can be included
in the sample to improve the spectra. For example, electron scavengers, most commonly
FeCl; or K;[Fe(CN)g), have been used to obtain valuable information about electron loss
centers. In addition, the spectrum with and without scavengers can be subtracted to yield
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information about products formed through electron gain. Thermal annealing is also a
very useful tool to differentiate between products. Annealing experiments provide
information about lines which decay together and therefore represent one or more related
species. Alternatively, information can be obtained about the relationship between the
decay of one product and the growth of another. In addition, the spectrum of DNA can
be compared to the spectra of base derivatives to identify products. Once a product has
been identified, its spectrum can be subtracted from the spectrum of full DNA for further
simplification. Computer simulations are often performed that use experimentally
derived parameters (for example, HFCCs) for the speculated radical products to model
the full DNA spectrum. Information is obtained by adjusting the parameters until a best
fit is obtained between the simulated and experimental spectra.

Through all of these techniques, information about the radicals generated in
irradiated DNA can be obtained. The implementation of a variety of experimental
conditions allows for the determination of the dependence of radical formation on the
environment (for example, strand conformation, hydration level, O, content). Despite
great efforts put forth by experimentalists, the exact identity of most radical products is
still unknown. However, advances have been made in the last few years and some
products have been confidently identified. The next section will be dedicated to a

discussion of the radicals identified thus far in studies on the full DNA strand.

8.3 Initial Characterization of Radicals Generated in DNA

8.3.1 Electron Gain and Loss Centers

The first experimental work on full DNA emphasized the formation of a radical
speculated to be derived from thymine.z'3 In these studies, the similarity between the
recorded spectra of DNA and thymine or thymidine was used to predict the formation of
a thymine radical. Salovey et al. postulated that the detected radical possesses a fragment
of the form —C(CH3)-CH2—, which would correspond to a thymine centered radical since
only thymine possesses a methyl group.® Work performed on DNA irradiated by
ultraviolet light confirmed that the recorded octet pattern arises from a radical formed
through hydrogen atom addition to C6 in thymine [T(C6H), Figure 8.1].* Studies
performed on orientated fibers also predicted that considerable amounts of T(C6H) is
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T(C6H)
Figure 8.1: The first radical identified in irradiated DNA: the thymine C6-hydrogenated radical.

formed.” The definitive identification of a thymine radical product led to the conclusion
that the thymine anion (T™) must be initially formed in irradiated DNA, which was
proven shortly thereafter.® Following these studies identifying thymine as a damage site,
little progress was made to classify additional radiation products in full DNA for years,
although work continued on single crystals of base derivatives and other DNA subunits.
The model of radiation damage to DNA was greatly enhanced through work
performed on orientated fibers by Grislund and coworkers.”®® Radicals identified in
these studies were determined to have ionic character with delocalized n-spin density,
and therefore were most probably base centered radicals. The radical mixture generated
in DNA was suggested to be composed of thymine (and/or cytosine) anions and guanine
(and/or cytosine) cations.” The initial assumption that cytosine may also be damaged was
discarded® and the picture of radiation damage in DNA resulting in T and guanine
cations (G™") became known as the "two-component” model (Figure 8.2). Primarily, the
facts that the anionic radical converts to T(C6H) and that products generated from

cytosine anions were not observed were used to favor T as the primary anion. The two-

ot

g G
Figure 8.2: The primary radical products generated according to
the two-component model for DNA radiation damage.
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component model was often criticized since it was believed that insufficient proof was
available to support this mechanism for DNA radiation damage.'®!" Altematively, the
evidence supporting the model continued to grow.'?

Cullis and coworkers'® alluded that the two-component model for damage to
DNA seems surprising since ionizing radiation damages indiscriminately. Thus, initial
electron gain and loss centers should include water, the phosphate group, the sugar
moiety and all four bases. Major criticism of the two-component model for radiation
damage in DNA arose since the spectrum assigned to T™ is in poor agreement with that

' In addition, the cytosine anion (C", Figure 8.3)

obtained from single-crystal studies.
yields a doublet with couplings approximately equal to those of T*. This indicates that it
will be difficult to distinguish between these two species and perhaps cytosine is also a

site for radiation damage.

drR
Cc-

Figure 8.3: The third radical identified as a major radiation damage product: the cytosine anion.

Additional support for a wider range of damage to DNA than the sole production
of T~ and G™ began to appear in the literature. Bernhard and coworkers determined that
C™ is the predominant electron gain radiation product in low temperature glasses of
oligonucleotides'* and that it may also be the major anion generated in DNA.'® Sevilla er
al.'® investigated the products in irradiated DNA through the use of computer analysis
and determined that C™ is generated to a greater extent (77% of all anions) than T"
(23%) at 100 K. The use of computer simulations was later cautioned, however, since the
spectra of these two species are so similar that slight changes in the simulation input can
yield very different percentages.'> More evidence to support the favored formation of C™
in DNA was obtained in a study of the one-electron reduction potentials of the bases in

aqueous solutions.!” Since the rate of reduction of T™ was dependent on the pH and that
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of C™ was not dependent on the pH, it was determined that C* is protonated. This
indicates that C™ has a greater tendency to be protonated by its base pair guanine than
thymine by adenine. This can be understood since the cytosine-guanine base pair takes
part in three hydrogen bonds, while the thymine-adenine base pair involves only two
hydrogen bonds. Thus, cytosine has the ability to accept one net proton and cytosine
should be the most easily reduced base in DNA. In addition, the spectrum assigned to T
in nondeuterated DNA samples did not change upon deuteration (specifically at C5-CH;
and C6H), indicating that some other species must be responsible for the spectrum,'®
possibly C™.

Cullis ef al."’ examined strand-breaks in DNA in order to determine if they occur
to a greater extent at positions next to thymine or guanine as predicted by the two-
component model. It was concluded that strand-breaks are not site-specific and therefore
all possible sites are damaged in DNA. More importantly, this indicates that T* and C™
should be initially present in comparable amounts. Additional evidence suggesting that
cytosine is the predominant electron gain center was obtained from studies on frozen
samples of both single and double-stranded DNA."® It was determined that in single-
stranded DNA T slightly prevails whereas in double-stranded DNA the production of
C™ predominates. The explanations for this difference include interstrand base-pairing
and base-stacking effects, which allow electrons to travel to more stable positions in
double-stranded DNA.

A debate over the site of electron loss in DNA has also appeared in the literature.
This controversy was initiated when it was noted that the spectra of G™ recorded in solid-
state studies of nucleotides and nucleosides did not correspond to the spectrum recorded
in full DNA.?® From computer analyses, Sevilla ez al.'® determined that over 90% of the
cations generated in DNA are centered on guanine implying that hole transfer from
adenine to guanine is complete in double-stranded DNA. Through investigations of the
strand-break specificity, Cullis er al.'* determined that some adenine cations could be
generated. In a more recent study, guanine end products accounted for 90% of the
electron loss products indicating that if holes are initially formed on adenine, or even
thymine or cytosine, they are quickly transferred to guanine.?' These studies support the
two-component model in that the vast majority of the cations formed in irradiated DNA
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are guanine centered. However, the results add the new dimension that it is also possible

for other (adenine, A™, Figure 8.4) cations to be formed.

® \dR

At
Figure 8.4: The adenine cation, which may also be a product in irradiated DNA.

From the above studies, it can be concluded that radiation damage in DNA is less
specific than initially assumed by the two-component model. More precisely, radical
centers on all four DNA bases can be expected upon irradiation of full DNA. The
relative abundance of C™, T, G™ and A™ in double-stranded DNA at 100 K is
approximately 42, 17, 38 and 3%, respectively, with no substantial amounts of the
pyrimidine cations or the purine anions.'® It is interesting to note that base anion
formation is favored over base cation formation in a 1.4:1 ratio. This is realistic since
although equal numbers of cations and anions must be initially formed upon irradiation,
the relative degrees of radical stabilization do not have to be equivalent. However, it can
be speculated that this could also indicate that positive centers are formed elsewhere and
have been left undetected (for example, on the sugar phosphate backbone as to be
discussed in a later section).

8.3.2 Theoretical Predictions of Electron Gain and Loss Centers

More information about the specificity of electron gain and loss in DNA can be
obtained by calculating the ionization potentials and the electron affinities of the bases.
The ionization potentials have been previously calculated with MP2 single-point
calculations on HF geometries.”?> Table 8.1 compares the IPs for the nucleobases
obtained experimentally, with MP2 and with DFT (B3LYP calculations presented in
Chapters Four and Five). It can be seen that the theoretical data is in good agreement
with the experimental results. In particular, all three sets of data predict the magnitude of
the ionization potential to follow the trend T > C > A > G. This indicates that an electron
is most easily removed from guanine. Additionally, a significant difference in the IP of
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Table 8.1: The adiabatic IPs and EAs (kcal/mol) of the DNA

bases obtained at various levels of theory and experimentally.
P EA

DFT MP2 Exp. DFT Estimated

196.0 2042 2046 -148 72

1942 2015 200.1 -138 4.8

1823 1886 1905 -17.7 -7.2

171.8 1766 1793 -15.8 -16.7

Q>»0H

guanine and the other three bases is noted. These results agree with experimental
predictions that the guanine cation is the major oxidation product in irradiated DNA.
Table 8.1 also displays adiabatic EAs calculated for the bases, since no
experimental data is available for this property. The DFT results were presented
previously in Chapters Four and Five. The "estimated EA" values were obtained by
correcting the HF Koopmanns EA by the calculated nuclear relaxation energy.”? The
"estimated EAs" predict negative values for the EA of adenine and guanine and positive
values for cytosine and thymine. The EA is defined as the energy required to add an
electron to a neutral molecule and calculated as the energy of the neutral molecule minus
the energy of the anion. Therefore, a negative value for the EA indicates that the anion is
higher in energy than the corresponding neutral molecule and therefore energy is released
upon anion formation. A negative EA cannot be measured experimentally due to the
dissociation of the anion into an electron and the neutral molecule before nuclear
relaxation. The trend in the "estimated EAs" is T > C > A > G, which is in agreement
with early studies on DNA which predicted that the thymine anion is the major reduction
product after irradiation. DFT predicted EAs were obtained by directly comparing the
energy of the neutral base with the respective base anion, which is expected to be more
reliable than the "estimated values”. DFT predicts all bases to possess a negative EA.
Additionally, the trend predicted with DFT (C > T > G > A) is in contrast to that obtained
from the "estimated EAs". However, the DFT results support experimental data that
predicts cytosine to be the major reduction site in irradiated DNA. Contrary to the
difference between the IP of guanine and the IPs of the other bases, a very small
difference was calculated between the EA of cytosine and that of the other bases, in

particular thymine.
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It should be noted that diffuse functions can be important for the calculation of
anion geometries and EAs and, thus, negative EAs may not be obtained through
calculations performed with larger basis sets. However, preliminary calculations
performed on cytosine indicate that the cytosine anion geometry does not change
considerably upon inclusion of diffuse functions in the basis set for the heavy atoms. In
addition, through single-point calculations on this geometry with the 6-311+G(2df,p)
basis set, the EA was determined to be -1.4 kcal/mol. Thus, even with large basis sets
DFT predicts the EA of cytosine to be negative. It can be speculated that the trend
calculated with DFT is however correct and therefore the DFT results support the
possibility that both cytosine and thymine anions are formed, while the guanine cation is
the major oxidation product.

8.3.3 The Formation of Secondary Radicals

The discussion thus far has focussed on the formation of ionic centers as the
primary radiation effects in DNA at low temperatures. At higher temperatures, or more
specifically those of biological systems, these ionic radicals are not expected to be stable,
but rather secondary species must be formed, which evolve from the ionic radical
products. The first clues to support this statement were obtained in early ESR
investigations of DNA which assigned an observed octet pattern to T(C6H). Concrete
evidence for the mechanism of formation of this radical was obtained by recognizing a
relationship between its growth and the decay of T*.® It was concluded that these species
are related by

T + XH" - T(C6H) + X (8.1)
where X represents an unknown proton source and is not restricted to only one
species.*'> The T(C6H) radical has been monitored in other studies as well.'>'%%
Despite the evidence for the formation of T(C6H), critics still speculated that C* is a
predominant damage site and perhaps a transfer of the anionic character from cytosine to
thymine, followed by protonation, can account for the high yield of T(C6H) in irradiated
DNA."”  Evidence for this phenomenon has been obtained in co-crystals of 1-
methylcytosine and 5-fluorouracil (a thymine derivative). The primary radicals were

identified to be the cytosine anion and the uracil centered cation. However no cytosine
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Figure 8.5: The secondary radicals identified in ESR studies on DNA in addition to T(C6H).

radicals formed by proton addition to C5 or C6 were observed, but rather uracil products
evolving from the uracil anion were identified.?* In addition, it was later speculated that
the decay of the guanine cation is related to the growth of the product formed by
deprotonation at N1 [G(N1), Figure 8.5].'>%

The radical formed via net loss of a hydrogen atom from the thymine methyl
group [T(CH2)] has also been observed in highly hydrated DNA samples.>® This radical
could be a proton source, but no relationship between this radical and T(C6H) was found.
In samples prepared with D,0, the concentration of this radical was determined to be
between 10 and 15%, although in nondeuterated samples its spectrum is less
pronounced.”” Evidence also exists that at 77 K, the cytosine anion is stabilized by
protonation at N3 [C(N3H)] by its guanine base pair.’® Additionally, in thymine
deuterated DNA samples, a deuteron has been determined to add to the C6 position of the
cytosine anion [C(C6H)].>* These secondary radicals are displayed in Figure 8.5.

8.4 A Closer Look at DNA Radiation Products

As discussed above, progress in the identification of the radiation products in
DNA has been slow. Despite great advances in experimental techniques, only a few
products were initially identified. More specifically, the only component not under
debate is the octet assigned to the thymine C6-hydrogenated radical. Advances have
been made in the past few years, however, to identify more than two or three products in
one DNA sample. The most promising results were obtained by Hiittermann and
coworkers, in both orientated fibers’” and in randomly orientated DNA.>*?° The primary

conclusions from these studies will be summarized in the subsequent sections.
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8.4.1 Results From Orientated Fibers

Perhaps the most complete study of the radiation products in orientated fibers was
performed with a sophisticated pulsed ESR technique on double-stranded DNA upon
irradiation at 77 K.’ Through the use of the field-swept electron spin-echo technique,
the ESR spectrum of DNA could be reproduced as spectra of spin packets with the same
relaxation parameters and nine clear patterns were identified. Despite the fact that a
radical structure was proposed for seven of these pattemns (Figure 8.6), only one of these
assignments was conclusive and the others were based on additional arguments including

AN3H) A" G

Figure 8.6: Radicals predicted to be formed in orientated samples of DNA.
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simulations and mechanistic assumptions. The proposed radiation products will now be
discussed.

An observed "doublet” (or rather, a group of related patterns differing with water
content and H/D exchange) was confidently assigned to T™, although whether the anion
was protonated at O4 [T(O4H)] could not be determined. Another component,
previously assigned to T*,”'’ was reassigned to C-, possibly protonated at N3
[C(N3H)]. This new assignment seems plausible since it rationalizes large, previously
unexplainable couplings as nitrogen interactions. G™* was also determined to be present,
although it seemed unlikely that a charged species would be stable thermaily. The
assignment to G was supported since the amino-deprotonated guanine radical [G(N2H)]
possesses a different spectrum from that observed in DNA. These species were all
discussed previously in the literature as possible damage products.

The first newly proposed radical product for orientated fibers was the radical
formed via net hydrogen atom removal from the methyl group in thymine [T(CH2)]. A
sugar radical was also speculated for this spectrum, but this postulation was discarded
since the tensors are typical for a base radical and the spectrum of a deuterated sample
supported the assignment to T(CH2). A spectrum with features typical of an electron
interacting with a single nitrogen nucleus was tentatively assigned to a radical formed via
proton loss at C1' in the sugar moiety. In this sugar radical, the main part of the spin
density is restricted to interactions with the glycosidic nitrogen in a cytosine unit due to
the orientation of the base, the sugar moiety and the orbital at C1' possessing the unpaired
electron. The possibility of net hydrogen loss occurring at a sugar next to the other bases
was not ruled out, although the radical assignment was made based on a spectrum
previously observed from cytidine. An assignment was made to the adenine radical
formed via hydrogen addition to N3 [A(N3H)] based on comparison with previous
experimental results. However, the spectrum of this radical was not clear in full DNA
and differs from that obtained in the copolymer poly(A:U). Therefore, the assignment is
uncertain. The final spectrum addressed was for a "singlet” previously assigned to G™
for which little direct information could be obtained. Since G™ was already assigned in
the study under discussion, caution was advised and suggested assignments include the

guanine anion (G™) or the adenine cation (A™), since the adenine anion is related to a
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species already identified [A(N3H)]. As previously mentioned, two more components
could not be assigned due to insufficient information. Thus, this study on orientated
fibers clearly indicates that the damage to DNA is broader that initially expected since
products on all four bases and the sugar moiety were proposed. In addition, more work is
required in order to determine the exact identity of the radical products since structural
information is difficult to obtain through the methods implemented.

8.4.2 Results from Randomly Orientated DNA Samples

The first study performed on randomly orientated fibers, which detected more
than two or three ionic species, was performed on DNA equilibrated at various levels of
hydration, as well as on frozen aqueous solutions.?® This experimental study was initially
proposed to clarify discrepancies in the literature and unconditionally identify the
primary radiation products in DNA by comparison with nucleotide patterns. In
lyophilized powders, G™, C*~ and T* were identified without any uncertainty for the first
time. The spectra obtained for frozen aqueous solutions were very different from those
equilibrated at 76% relative humidity. In particular, the amount of G~ is reduced
considerably in frozen aqueous solutions. This is in agreement with previous work which
found that G™ does not play a dominant role in the radiation chemistry of DNA in frozen
aqueous solutions at 77 K.>** T(C6H) and T(CH2) were also assigned in this study.

A continuation of the study discussed above examined lyophilized DNA powders
in dry environments and equilibrated at 76% relative humidity. The goal of this work
was to directly analyze the DNA spectrum. More specifically, electron scavengers were
implemented rather than using results obtained from model systems. This approach
avoids questions associated with transferring results obtained from single crystals to fuil
DNA and problems establishing near identical experimental conditions in the model
systems and in full DNA samples. As a result, many new radicals were identified besides
T(C6H) (Figure 8.7). A "triplet", previously discussed to be composed of more than one
individual spectrum and partially assigned to G™, was assigned to the cytosine radical
formed via net hydrogen atom addition to the amino group [C(N4H)]. This is the first
time this radical has been proposed for DNA. However, the triplet assigned to C(N4H)
has been identified in aqueous solutions of cytosine derivatives at 77 K, where it was

determined that protonation at N3 is more important for oligomers and therefore probably
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Figure 8.7: Radiation products speculated to be formed in randomly orientated samples of DNA.

more important for DNA as well.>! Despite the fact that the spectrum did not change
upon deuteration of the sample, this assignment was determined to be practical since full
exchange of hydrogens is difficult to achieve in DNA samples.

A "doublet" was observed for a species formed via one electron gain. This was
speculated to arise from two very similar doublets, one of T* and one of C* or C(N3H).
A "quartet" component was observed which contained features very similar to that
previously assigned to T(CH2). Other features of the quartet component were noted to
be very similar to that assigned to the C1' hydrogen abstraction deoxyribose radical in
cytosine and adenine containing nucleotides. Therefore it was deemed likely that a C1'
radical (C1"), formed through an oxidation pathway, is generated in full DNA.
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Assignment to this radical was supported since the experimental conditions favored
electron loss products and the spectrum was not observed in RNA.

A commonly observed "singlet" pattern was assigned to G™*. An additional
"broad doublet” was observed which contained typical nitrogen interactions. This was
the first study to acknowledge this pattern and it was speculated to be due to radical
addition at the C8 position of one of the purines (C8). The concentration of this radical
was too small for an assignment to be conclusive and it was only observed in certain dry
DNA samples. A "sharp singlet" was recorded for the first time and accredited to the
guanine radical formed via net hydrogen atom removal from N1 [G(N 1)]. One additional
spectrum, denoted as "doublet/ox", was also observed and speculated to be due to the C4'
or C5' hydrogen abstraction sugar radical, but a definitive assignment could not be made.
At high doses of radiation, it was noted that the "quartet” and "octet" patterns provided a
stronger contribution to the DNA spectrum. An additional spectrum also appeared at
high doses which gave strong indications to be due to the C3' or C4' net hydrogen
abstraction radicals (C3" or C4").

These studies on orientated fibers and randomly orientated DNA are very
important to the field of radiation chemistry. Specifically, these papers were the first to
demonstrate the great variety of radicals that can be identified in irradiated DNA. The
next section will discuss how the surrounding medium can influence the formation of

DNA radicals.

8.5 Effects Of Water On Radical Formation In DNA

Since full DNA has been investigated in numerous environments (varying degrees
of relative humidity, frozen aqueous solutions, prepared in D,0), it is possible to gain
some information about the effects of water on radical formation. Upon irradiation of
water, many different products can be formed:

‘OH + e 4+ H+ H,0™ + H' + H;0, + H,

The first 14 water molecules (per nucleotide) in the hydration layer surrounding DNA
have approximately the same mass as DNA*? and, therefore, will endure the same
number of ionizations as the DNA strand. In addition, the hydration layer of DNA is
known to affect the DNA conformation, base stacking and hydrogen bonding between
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base pairs.>* For example, by changing the level of hydration, the conformation of DNA
can be converted between A and B forms. The level of DNA hydration has also been
shown to affect the ability of electrons to move throughout the hydration layer and, thus,
ultimately affect how they react with DNA.** Thus, it seems reasonable that the damage
to DNA due to water will exist in a variety of forms. However, separating the effects due
to H;O and effects H,O imposes on the DNA strand (for example, changes in
conformation) is difficuit.34’

The primary hydration layer of DNA is composed of approximately 20 or 21
water molecules per nucleotide and is commonly referred to as "bound water".
Approximately 11 to 15 of these water molecules are bound very tightly to DNA. The
remainder are involved in hydrogen bonding to these 11 to 15 water molecules rather
than being directly bonded to the DNA strand. Due tothe hydrogen bonding scheme, the
water molecules in the primary hydration layer exhibit properties different from
crystalline ice upon freezing. The secondary hydration layer is composed of water
molecules that cannot be distinguished from bulk water upon crystallization and are
therefore denoted as "bulk water".

The exact effect of ionizing radiation on the water of hydration and, thus, the
formation of DNA damage in an aqueous environment is still under debate. More
specifically, it is unknown how the water molecules in the primary hydration layer are
affected by radiation. Theories exist which imply that upon the application of ionizing

radiation, water cations and electrons are formed, which in turn transfer their ionic

character to the DNA strand (Equations 8.2 to 8.4).

H,O0 —» H,0™ + e~ (8.2)
e~ + DNA —» DNA" (8.3)
H;0" + DNA - DNA™ + H,0 (8.4)

The damage resulting from these reactions is identical to that resulting from direct effects
(or direct ionization of the DNA strand) and, thus, damage formed via this pathway is
known as quasi-direct effects. However, it is also possible to imagine that the water
cation transfers a proton to a neighboring water molecule in the hydration layer, which

would result in hydroxyl radicals (Equation 8.5).
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H;0” + H,O0 - 'OH + H,O" (8.5)
This mechanism implies that hydroxyl radicals could react with DNA and the resulting
damage is said to arise from indirect effects. The primary water radicals which can yield
indirect effects include hydroxy! radicals, hydrogen atoms and aqueous electrons.

Many studies have investigated the effects of the relative degree of hydration on
the production of DNA radiation damage. Perhaps the first indication of the dependence
of DNA damage on hydration was reported for frozen aqueous solutions.’® It was
determined that the radical yield in wet DNA is twice the yield obtained in dry DNA. In
lyophilized DNA, it was instead noted that radical yield increases with hydration to a
certain extent, but then a plateau is reached that cannot be surmounted by increasing the
level of hydration.? Additionally, the yield of radical ions at 77 K was found to increase
by a factor of four upon inclusion of the primary DNA hydration layer.’’ In this
experimental study, it was suggested that hydroxyl radicals are not generated in the
primary hydration layer, but are observed in the "bulk” water where they do not interact
with the DNA strand. Examination of the effects of hydration on radical yield at 4 K
speculated that damage transfer from water to DNA could be a reason for the lack of
detection of hydroxyl radicals or hydrogen atoms in this layer at 77 K.*° Alternatively, it
was suggested that the primary hydration layer could be less efficient at trapping free
radicals since radicals could quickly recombine in this area.*’

In addition to the dependence of the relative radical yields on the hydration level,
the absolute yields of the individual ion radicals have been determined.?® In dry DNA,
the radical composition was determined to be approximately 12% A", 15% C(N3H),
32% T~ and 41% G™. Upon hydration at 77 K and the application of low radiation
doses, radical yield became 27% C(N3H), 35% T and 38% G"*, which upon annealing
to 130 K became 37% C(N3H), 22% T and 40% G™. At 77 K, high radiation doses
changed the yield to 52% C(N3H), 5% T, 24% G™, 1% T(C6H) and 18% of an
unknown radical related to G™ (possibly a sugar radical). Results obtained at high doses
and high temperatures indicate that T™ converts to C*, which is speculated to be driven
by a greater stabilization obtained by protonation of cytosine at N3 by its guanine base
pair. Preference of T™ in dry DNA is speculated to occur since ab initio calculations
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predict that thymine possesses a higher electron affinity than cytosine, which becomes
nearly equal to that of cytosine upon hydration.”> Weiland er al.?® also determined that
the importance of the thymine anion decreases at high levels of hydration and cytosine
becomes the primary reduction site.

Damage caused by the release of unaltered DNA bases has been determined to be
equivalent whether ionization of the primary hydration layer or only direct ionization is
considered, but increases when ionization of the secondary hydration layer is also
considered.*® The damage was determined to be caused by charge transfer from water
cations formed in the primary hydration layer and by attack of hydroxyl radicals formed

* A more complete investigation of the effects of hydration

in the loosely bound water.
on base damage from electron loss centers also indicates that the yields of unaltered bases
and base damage products (14 detected in total) in DNA including the primary hydration
level and dry DNA are equivalent, but the yield increases with the inclusion of the
secondary hydration layer.?! The efficiency of strand breaks in DNA including the
primary hydration layer was also determined to be equivalent to dry DNA, but less than
when bulk water radicals are considered.’® These studies indicate that quasi-direct and
direct effects cause damage by similar mechanisms and therefore provide comparable
yields of damage. In addition, once water molecules are included beyond the primary
hydration level, hydroxy! radicals are formed which increase the amount of damage.

The preliminary ESR investigations discussed above did not detect hydroxyl
radicals, hydrogen atoms or free electrons in the primary hydration layer of DNA. This
evidence has been used to speculate that primary effects of the hydration layer must occur
via the quasi-direct pathway (Equations 8.3 and 8.4). This implies that holes are
transferred to DNA to form cationic and anionic base radicals faster than the water cation
can transfer a proton to a neighboring water molecule. However, it is possible that
hydroxyl radicals are formed, but are not detected or they rapidly react with the DNA
strand. Conversely, it appears to be accepted that hydroxyl radicals can be formed in the
secondary hydration layer, where water molecules are more loosely bound. Questions
addressing which process predominates in the primary hydration layer of DNA are
important since the damage by hole transfer or by hydroxyl radicals is very different.
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A major revelation in the effects of the hydration layer on DNA radiation damage
was obtained in a study of y-irradiated DNA where hydroxyl radicals were observed in
low yields in the primary hydration layer.>® The direct detection of hydroxy! radicals was
used, as well as the yield of H,0;, formed via recombination of hydroxyl radicals, despite
the fact that hydroxyl radicals in the primary hydration layer have very broad ESR
spectra and therefore are difficult to detect. It was concluded that since only a low yield
of hydroxyl radicals could be detected, most of the oxidative damage in the hydration
layer is transferred to DNA. This is the first direct evidence for hydroxyl radical
formation in the hydration layer, as well as for charge transfer to DNA. It was later noted
that over the levels of hydration examined, some water molecules could be more loosely
bound and therefore these molecules could be resulting in the observed hydroxyl
radicals.”! This issue was reinvestigated by the same group in a more recent study.*® It
was determined that the hydration layer of DNA can be separated into three partitions: (1)
the first 9 water molecules which do not form significant amounts of hydroxyl radicals,
but transfer their charge upon irradiation to DNA; (2) an additional 12 water molecules
completing the primary hydration layer which predominantly form hydroxyl radicals, but
unsubstantial charge transfer may also occur; and (3) bulk water which forms hydroxyl
radicals. No trapped electrons were found in the first two levels indicating all free
electrons transfer to DNA, however no electrons are transferred to DNA from the bulk
water. It is still possible that hydroxyl radicals were not detected in the first 9 water
molecules since they quickly react with DNA or they are ESR silent. Alternatively, since
these water molecules are tightly bound to the DNA phosphate groups, a charge transfer
mechanism seems more plausible.

Perhaps the most convincing evidence to support hydroxyl radical attack on the
DNA bases comes from a study on aqueous BeF, glasses of base derivatives, where
products resulting from water reacting with the bases were observed.*’ Hydroxyl radicals
were found to add to the CSC6 double bond in cytosine and uracil, abstract a hydrogen
from the methy! group in thymine and add to C2 in adenine. These results are different
from those obtained in the liquid state where hydroxyl radicals add to the C5C6 double
bond in all pyrimidines*? and to C4, C5 and C8 in purines.*’ In addition, it has been
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determined in the liquid state that rather than direct attack of hydroxyl radicals at the
sugar moiety, hydroxyl radicals add to the bases and the radical center is transferred to
the sugar.** Thus, differences exist between glasses and liquids. Differences also exist
between low temperature glasses and frozen aqueous solutions where indirect and direct
or quasi-direct pathways are thought to predominate in the former and latter, respectively.
In particular, it has been shown that the relative concentration of the primary ions (T*,
C™ and G™) did not change upon the inclusion of hydroxyl radical scavengers in fully
hydrated frozen DNA at 77 K. This indicates that hydroxyl radicals are not an important
source of DNA damage in this environment and no hydroxyl radical addition or
abstraction products are formed.*> One study of full DNA speculated that a C1' sugar
radical forms via hydroxyl abstraction of the relevant hydrogen, although it was also
noted that it could be formed from a cationic radical.’’” Formation of a radical left
unidentified in frozen DNA could also be due to hydroxyl radicals.?®

Hiittermann et al.*® proposed a new mechanism for radiation damage in frozen
aqueous solutions. It was postulated that electrons primarily attack DNA and oxidation
primarily occurs at water. In thymidine 5'-monophosphate at 77 K, the primary radicals
formed were T* and hydroxy! radicals (from oxidation of water). Thus, direct oxidation
of thymine seems negligible as does hole transfer from the water cations to thymine.
Stable radicals were subsequently formed through addition of hydroxyl radicals
[T(C60H)] and hydrogen atoms to C6 and abstraction of a hydrogen atom from the
methyl group by hydroxyl radicals. This is the first indication that in frozen aqueous
solutions hydroxyl radicals can take part in the radiation damage to DNA components.
This mechanistic pathway is different from that previously suggested, but it still explains
experimental observations.®”  The quintet spectra assigned to T(C60H) is under debate
since any ESR silent group added to this position will yield a similar spectrum. For
example, an allyl radical could attack a neighboring thymine at C6 (dimer radical) or its
own sugar group (cyclic radical).*® However, none of these mechanisms are supported
by more recent work which determined that the allylic radical could be formed via a base
cation and indicates that hydroxyl radicals may not be directly related to its formation as

previously speculated.?
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Work on single crystals of DNA components has also suggested that water can be
involved in the initial ionization process. Studies on single crystals of guanine
derivatives determined that it is necessary to consider ionization of the surrounding water
molecules in order to account for the formation of the identified radicals.*® Since all of
these crystals were initially protonated at N7, it was speculated that if water cations are
formed, repulsion between the cationic base and the water cation leads to dissociation of
the latter resulting in protons and hydroxyl radicals. However, the work presented in
Chapter Four provides support that water may also be the primary site for oxidative
damage in cytosine monohydrate crystals. Additionally, investigation of the relevant
reaction mechanisms (Chapter Seven) indicates that hydroxyl radical addition to cytosine
occurs with very small barrier heights. This is important information since it indicates
that rather than direct transfer of the positive charge to the base, water radicals may
directly play an important role in the damage of single crystals even if the crystals are not
originally protonated. This also has important implications for full DNA, since the bases
are not necessarily protonated, but products generated from reactions with water
molecules may be formed.

Despite the efforts put forth, the influence of water on the formation of DNA
radicals can still be disputed. In particular, from the above studies, the direct role of
water on the formation of DNA radicals remains unknown. The transfer of these results
to the effect water has on radiation damage in cells can also be questioned. In particular,
within cells many organic molecules exist which can react with water radicals.*’
Additionally, molecules could be packed differently within cells making little room for
water and hence water damage may become less important. Alternatively, living systems
are composed mostly of water and thus one would expect ionization to occur in the
surrounding medium. Thus, it is important to leam more about how hydration affects

DNA damage in order to apply results from model systems to damage generated in living

entities.

8.6 Formation of Sugar or Phosphate Radicals in DNA
As previously stated, ionizing radiation does not discriminate. Thus, since 50%

of DNA is composed of bases and 50% is composed of the sugar and phosphate
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backbone, it seems strange that sugar and phosphate radicals were initially not observed
upon irradiation of full DNA.'® It was originally suggested that in DNA the damage is
shifted from the sugar (where alkoxyl radicals are often observed in nucleotides but
cannot be formed without a strand break in DNA) to the bases.’® The rationale for the
lack of sugar radicals in irradiated DNA was that all sugar radicals are generated from
alkoxyl radicals, but no hydroxyl groups are present in DNA to form these radicals.
However, Hole et al. were able to identify at least nine different sugar radicals in
irradiated single crystals of 2'-deoxyguanosine 5'-monophosphate,’' which possesses only
one hydroxyl group, and the calculations presented in Chapter Six support these
experimental assignments. Despite experimental efforts, it was discouraging and very
curious that no sugar radicals were identified in full DNA samples.’>  Possible
explanations offered for the lack of detection of sugar radicals include a small abundance
of such radicals, multiple conformations for each radical and the similarity of the
spectrum of each radical.’> In addition it was noted that the sole use of ESR to examine
full DNA is inadequate for the detection of sugar radicals or, as mentioned, these radicals

53 Through simulations, it was resolved that

could lead to base radicals upon annealing.
the spectrum due to C1' can be observed in DNA since the outer lines should be visible,
while the spectra of the C4' and C5' centered radicals are doublets hidden by the DNA
spectrum and the C2' and C3' radical signals should be barely visible. Thus, it is possible
that these radicals are formed, but are left undetected.

Despite the problems associated with the identification of sugar radicals,
indications that these radicals are formed in full DNA have appeared. For example,
evidence for the formation of formyl and peroxyl radicals in DNA samples with 66%
relative humidity lead to the conclusion that oxidation of the sugar-phosphate backbone
may influence the radiation damage mechanism.”® Hiittermann and coworkers?®?’
provided the first direct evidence that these radicals are formed in full DNA samples.
Through their careful analysis, it was possible to characterize the spectra of select sugar
radicals in DNA. In particular, the C1' and the C3', C4' or CS' radicals were proposed as
possible radiation products in DNA. In addition, studies performed with heavy ion beam
irradiation of DNA noted the resemblance between the simulated spectra of the C4' and

C3' radicals and the spectrum obtained for DNA.>*
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In addition to sugar radicals, little evidence for the formation of phosphate
centered radicals has appeared in the literature. Studies on model systems show that
electron capture at the phosphate group would result in cleavage of the phosphoester
bond.>>°  Additionally, sugar radicals of the form —C4'—C5'H, have been observed
(CS'(H2), Figure 8.8) and the most likely mechanism for their formation is through
capture of an electron at a phosphate group.’' It has been assumed that electrons transfer
to the DNA bases if they are captured on the phosphates.®® Evidence to support transfer
of the radical site away from the phosphate groups was obtained by Steenken and
Goldbergerova,”’ who showed that oxygen centered phosphate radicals efficiently
abstract hydrogen from C4'. The resulting C4' centered radical (S, Figure 8.8) undergoes
rapid elimination of the phosphate-ester group. Thus, the ease of the hydrogen transfer

(RO)PO -

Figure 8.8: The first phosphate radicals observed in DNA.
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removes the phosphate centered radicals quickly and therefore they cannot be detected.
The only indication that phosphate centered radicals are formed in DNA was obtained
through irradiation by a heavy ion beam.** Large couplings were obtained in this
experimental study and assigned to phosphorus atoms in radicals displayed in Figure 8.8
(P1 and P2). P1 and P2 lead to a prompt DNA strand break. Radicals of the type P3
(Figure 8.8) could not be eliminated in the experimental study under discussion.

Thus, despite early failures to detect radicals in the backbone of the DNA double
helix, recent experimental advances prove to be invaluable for the determination of the

radiation damage mechanism in DNA samples.

8.7 Major Radical Products Formed in Irradiated DNA

As mentioned previously, ionizing radiation damages indiscriminately and the
number of initial damage products formed on a particular center is proportional to the
mass of the center under consideration. Therefore, upon irradiation of a DNA strand,
cationic and anionic centers will be formed at each base, the sugar moiety and the
phosphate group. These radicals are denoted primary radicals since they have no
observable precursors. Studies investigating the effects of the hydration layer on the
yield of damage to the DNA strand (production of unaltered bases, base damage products
and strand breaks) have determined that the yield of damage increases upon consideration
of the hydration layer.?'***® This information indicates that the water surrounding DNA
plays a role in the formation of radiation damaged products. More specifically, since
living entities are largely composed of water, a model of the radiation damage to DNA
must also encompass the ionization of water molecules, which generates water cations
and electrons. These initial radiation products can transform into alternative products or
secondary radicals by protonation or deprotonation.

Due to the nature of the DNA double helix, it is possible for the initial damage to
be transferred through the DNA strand to produce more stable intermediate radical
products. Electron transfer has been reported to occur over as few as three base pairs to
as many as one hundred.®® The consensus in the literature regarding radicals initially
formed upon irradiation of DNA is that the primary electron loss center is guanine and

the primary electron gain centers are cytosine and thymine. The formation of these
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primary products is also supported by ab initio*> and DFT calculations (Section 8.3.2).
Thus, if an adenine anion is formed initially, the electron can be transferred throughout
the DNA strand to produce either a thymine or cytosine anion. Interbase electron transfer
is possible in DNA due to the small distance between base pairs, which results in an
overlap of the n-systems, and hydrogen bonding of the bases.** Evidence for charge
transfer through the DNA strand can be obtained from a study that predicted thymine
anions to be present in slightly larger yields in single-stranded DNA, while the cytosine
anion clearly predominates in double-stranded DNA.'° This phenomenon is also
supported by ab initio calculations which determined that base-pairing raises the EA of
cytosine relative to that of the isolated base.*

Alternatively, long range hole transfer in DNA is considered to be more difficult.
However, evidence supporting hole transfer in some crystals does exist, which provides
evidence that hole transfer may also occur in DNA.*® For example, positive holes formed
on thymine, cytosine or adenine can be transferred to guanine. Additional evidence for
hole transfer exists since it has been determined that the guanine-cytosine and adenine-
thymine base pairs have lower IPs than guanine or adenine, respectively.’® The redox
properties of the base pairs suggest that the initial stabilization of base radicals may also
depend on proton transfer reactions.®

The radiation products generated in DNA will be discussed in terms of how the
primary cation and anion radicals decay to form secondary radical products. This
discussion will encompass results from single crystals,”® the aqueous state,>® the
calculations presented in the previous chapters, as well as those obtained from ab initio
studies,” and studies on orientated and randomly orientated DNA.>"?°

8.7.1 DNA Cations and Secondary Radicals

As previously remarked, cations can be formed via direct ionization of the DNA
strand. Base cations can also be generated through transfer of the positive charge from
irradiated water molecules in the hydration layer. Altematively, sugar radicals can be
formed via transfer of the radical character from the base cations. Once formed, cations

can recapture an electron, generated from either ionization of water or the DNA strand, to
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heal the damage. In addition, if a cation is formed on a site different from guanine,
transfer of the positive hole to guanine can occur.

At low temperatures, it is realistic to expect cations to be stabilized. However at
higher temperatures, or more specifically those of biological systems, the presence of
neutral radicals is more probable. Thus, if cations are stabilized for a sufficient period of
time on any DNA center, deprotonation is likely. However, in experimental studies on
DNA, it is difficult to determine the deprotonation state of the primary radical products.
This is clearly seen from the calculations performed on model systems presented in the
previous chapters, which illustrate that there exists very little difference in, for example,
the spin densities of cations and their deprotonated counterparts.

The thymine cation has not been identified in experiments on single crystals>* and
ab initio calculations predict that this base has the largest IP.>> However, the radical
formed through net hydrogen atom removal from the methyl group [T(CH2)] has been
identified in all thymine derivatives,” an assignment which was supported by HFCCs
calculated with DFT (Chapter Four). Thus, assuming that the thymine cation is stabilized
for a sufficient period of time in DNA to allow for deprotonation, the most abundant
secondary thymine radical would be formed via loss of a methyl proton. This hypothesis
is supported by the fact that T(CH2) has been identified in the most complete studies on
both orientated fibers’’ and randomly orientated DNA.**?*®  Studies of the redox
properties of base pairs indicate that one-electron oxidized thymine in DNA should be
characterized by both T*" and T(N3), the radical formed by net hydrogen removal from
N3, implying proton transfer from T(N3) to A(N1) can occur.®* The T(N3) radical has
not been identified in single crystals through comparison of calculated and experimental
HFCCs, even in studies on base pairs. Additionally, this radical has not been suggested
to be formed in full DNA. This indicates that proton transfer cannot compete with
deprotonation at the methyl group.

Little experimental evidence has been obtained for the formation of the cytosine
cation. Early ESR studies predicted that the cytosine cation is formed in cytosine
monohydrate crystals, however, through the use of the ENDOR technique this
assignment was determined to be unlikely.”> In single crystals of deoxycytidine 5'-
monophosphate, the cytosine cation was also postulated, but the HFCCs did not match
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those calculated with DFT (Chapter Four). The only direct successor of this cation
discussed in the literature is that formed via net hydrogen loss at N1. In cytosine
monohydrate crystals, this radical product was postulated, but through comparison with
calculated HFCCs, a new mechanism was proposed involving oxidation at water rather
than at cytosine (Chapter Four). The N1-deprotonated cytosine radical is irrelevant when
DNA is considered since the hydrogen at N1 is replaced with deoxyribose. Alternatively,
sugar radicals have been observed in some cytosine derivatives.”> These radicals could
be formed from the cytosine cation, where the cationic nature is transferred to
deoxyribose and deprotonation subsequently occurs at the sugar moiety. The instability
of the cytosine cation in single crystals indicates that upon irradiation of DNA, the
formation of the cytosine cation, or its secondary radical products, is unlikely. This is in
agreement with results obtained from the redox properties of the base pairs which
determined that the cytosine cation will not deprotonate since guanine is such a weak
base.”” In addition, since cytosine is base paired with guanine, which is well accepted to
be the ultimate cationic site in irradiated DNA, transfer of the positive charge from
cytosine to guanine (or the sugar moiety) is more likely than the formation of a cytosine
radical by deprotonation.

The adenine cation has not been confidently assigned through comparison of
calculated HFCCs and those obtained from single crystals of nonprotonated adenine
derivatives which are not co-crystallized with another base derivative (Chapter Five).
However, a study performed on the co-crystals of 1-methyluracil and 9-ethyladenine
detected the adenine cation at 10 K°' and the HFCCs agree well with those presented in
Chapter Five. Additionally, the cation can be observed in protonated crystals.’> The
extreme conditions at which the adenine cation was observed in these studies are not
evident in full DNA.

Deprotonation of the adenine cation is expected to occur primarily at the amino
group [A(N6H)]. In single crystals it has been determined that this radical is formed if
one of the amino hydrogens is involved in a hydrogen bond to a site which can transfer
the damage further away from the initial adenine molecule.> Alternatively, in some
crystals it has been determined that the hydrogen not involved in a hydrogen bond is lost.
In DNA, the proton could be transferred through the hydrogen bond formed with the
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base-pair thymine, although further transfer through a hydrogen bond network is not
possible. In co-crystals of 1-methylthymine and 9-methyladenine, no products formed
via deprotonation of the adenine cation were detected, which was believed to indicate that
proton transfer between adenine and thymine is unlikely.”’ Additionally, although the
adenine cation and the amino-deprotonated counterpart were observed in co-crystals of 1-
methyluracil and 9-ethyladenine,®' uracil and adenine acted as if they were isolated from
one another. These results indicate that stacking and hydrogen bonding effects are not
sufficient for radical stabilization. In solution, it has been determined that although the
adenine cation is a strong acid, thymine is a poor base and therefore will not abstract a
proton from adenine.®® Ab initio calculations also predict that proton transfer is not
favorable in adenine and thymine ion pairs.”?> These results indicate that the effects of
base pairing on the formation of the adenine cation or its secondary radicals in DNA are
unknown and hydrogen transfer between base pairs cannot be used to Jjustify the most
abundant adenine deprotonated radical. An altemative possibility for the formation of
A(N6H) in DNA is that the hydrogen not involved in the base-pair hydrogen bonding
could be removed. In some adenine crystals, the C1' sugar radical (C1') was detected and
postulated to be formed from the adenine cation.”® Thus, if an adenine cation is stabilized
for a time longer than that required to transfer its cationic character to guanine, either
deprotonation at the amino group or transfer of the cationic character to the sugar moiety
is expected.

As discussed, it is agreed in the literature that guanine is the major oxidation site
in DNA. A4b initio calculations on base pairs indicate that the IP of the guanine-cytosine
base pair lowers to a greater extent than the IP of the adenine-thymine base pair relative
to guanine and adenine, respectively.®® This lends even more support to guanine being
the major positive center in DNA. Despite this fact, the HFCCs calculated with DFT did
not support the experimental assignment to the guanine cation in single crystals (Chapter
Five). Deprotonation of the guanine cation is also expected in solution, however the
equilibrium constant was determined to be small. The primary product formed via
deprotonation of this cation in single crystals is the amino-dehydrogenated radical
[G(N2H)]. Altemnatively, in solution, deprotonation primarily occurs at N1 [G(N1)].*’
In DNA, deprotonation at N1 or the amino group are both possible due to transfer
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through a hydrogen bond with cytosine. However, since N3 has been determined to be
the most likely site for protonation in cytosine (to be discussed), transfer from N1 may be
favored in DNA. Ab initio calculations have determined that the guanine-cytosine base
pair cation can readily undergo proton transfer along the C(N3)-G(N1H) bond, where the
activation barrier was calculated to be 0.9 kcal/mol and the products are only 1.6
kcal/mol higher in energy.” Alternatively, if transfer does not occur through the
hydrogen bonds, but rather protons are released into the surrounding environment as
proposed for adenine, then the amino hydrogen not involved in a hydrogen bond can be
deprotonated. Only the G(N1) deprotonated product has been identified thus far in
studies of randomly orientated DNA.?

It has been suggested that since the predicted total yield of anions is larger than
the total yield of cations in DNA, some cations may have been left undetected. This
provides evidence that oxidation may also occur on the sugar moiety in DNA.
Deoxyribose has an IP larger than the bases, but smaller than the phosphate group,?
indicating that cation formation could occur on this center. It should also be noted
however that calculations accounting for the phosphate hydration layer indicate that the
IP of the sugar and the phosphate groups are more similar to one another.?? In single
crystals, direct oxidation of the sugar moiety is expected to result in alkoxyl radicals,
which are commonly observed in various base derivatives.” Other sugar radicals can be
formed directly from alkoxyl radicals. Alternatively, hydrogen atoms can be abstracted
by neighboring molecules in the single crystals. Besides direct ionization of the sugar
group, oxidation of a base followed by transfer of the radical character to the sugar
moiety can result in deoxyribose radicals. However, transfer of radical character from
the sugar to the base was observed at 200 K in single crystals of 2'-deoxyguanosine §'-
monophosphate. Thus, this pathway for sugar radical formation may not be relevant to
radiation effects on living systems. Additionally, it should be clearly noted that the
mechanism of hole transfer from the sugar moiety to the bases will be competing with the
formation of neutral sugar radicals.

Any of the mechanisms discussed for the formation of sugar radicals can be
expected to lead to deprotonation at any of the carbons (C1' to C5"). In studies on single
crystals of base derivatives,”'”> the C1' position appears to be the favored site for
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deprotonation. It is speculated that thymine and guanine derivatives are more likely to
deprotonate at the base rather than transfer character to the sugar group due to the
abundant formation of alternative deprotonated radicals. The C1' centered radical has
been suggested as a product in orientated fibers>’ and randomly orientated DNA.%?° The
formation of the C3', C4' and C5' centered radicals was also postulated in DNA
samples.” On the contrary, the C2' radical has not been suggested to be formed in DNA.
This is supported by both ab initio* and DFT (Chapter Six) calculations, since both
predicted the C2' radical to be much higher in energy than the other carbon centered
radicals which are all very close in energy. Additional sugar radicals have been observed
in single-crystal studies (Chapter Six), which involve considerably more damage to the
sugar ring than breakage of one bond. The relevance of these structures to DNA is
unknown at this time since none of these products have been observed in irradiated
samples.

Products formed by loss of an electron from the phosphate group have not been
identified in single-crystal studies of base derivatives or studies on full DNA.
Experiments and calculations indicate that the IP of the phosphate group in DNA or
outside the helix is low.? However, if an environment which is more relevant to
biological systems is considered (for example, inclusion of solvation or counterion
effects), then the IP increases by a factor of 2 to 2.5.2 Thus, products generated by loss
of an electron from the phosphate groups are unexpected in DNA. It is postulated that
these radicals are quickly repaired by capture of an electron.

The role the water encompassing the DNA strand plays in radiation damage
appears to be unsettled. However, it is agreed that water is primarily involved in the
radiation process through an oxidation type mechanism. Oxidation of water leads to free
electrons and H,O", which can dissociate to form protons and hydroxyl radicals. The
hydroxyl radicals can subsequently react with any of the undamaged bases or the sugar
group. Aqueous*?*’ and solid state®” results predict that the primary sites for hydroxyl
radical addition is across the C5C6 double bond in the pyrimidines and at C8 in the
purines, as well as C2 in adenine. In a study of randomly orientated DNA,* a secondary
product was identified to be generated through radical addition to C8 in one of the

purines. This species could be accredited to hydroxyl radical addition to C8 in guanine or
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adenine. Alternatively, hydroxyl radicals can abstract a hydrogen atom to form, for
example, the thymine methyl-dehydrogenated radical or carbon centered radicals in
deoxyribose. Whether hydroxyl radicals prefer to abstract hydrogen from the sugar
moiety or add to the bases remains to be determined.

In addition to products formed via ionization of water, the close contact between
water molecules in the hydration layer of DNA and the bases can lead to protonation of
base anions and the formation of hydroxyl anions. For example, Steenken suggested that
upon formation of the adenine anion, proton transfer from T(N3) to A(N1) occurs,
forming the thymine anion, which is subsequently protonated by a nearby water molecule
to form hydroxyl anions.*® Thus, initial reduction of adenine could lead to an abundance
of negative charge in the hydration layer. Alternatively, the adenine cation could transfer
non-hydrogen bonded amino-hydrogens to a neighboring water molecule. Thus, these
experimental results indicate that the charge can be transferred from bases in the DNA
strand to the hydration layer where it can be stabilized or additional water radicals can be
formed to attack the base and the sugar moiety.

It should be noted that although the secondary radicals mentioned in the present
section were discussed in terms of formation from the primary cationic centers, other
pathways can lead to the equivalent species. For example, upon irradiation of DNA it is
possible to generate excited species. The excess energy on these centers can be relieved
by dissociation of an X-H bond which would result in radical products equivalent to those
discussed above. Excitation could occur at the bases to yield for example T(CH2) or at
the sugar group to yield any of the net hydrogen atom removal radicals (C1' to CS").

8.7.2 DNA Anions and Secondary Radicals

The generation of cations through irradiation of DNA and its surrounding water
molecules yields a supply of electrons which can add to the DNA strand to generate
anionic centers. Similar to the cations, these anions may be stable under extreme
conditions, but they can be expected to rapidly protonate at elevated temperatures. The
protons can be obtained from deprotonation of the base, sugar or water cations. The
protonation state of the anions in DNA is difficult to determine. In particular, if the

added proton lies in the molecular plane, which is often the case, the resulting HFCCs are
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very small and extremely difficult to detect even with the sophisticated ENDOR
technique.

Through comparison of data from single crystals® and DFT calculations (Chapter
Four), it can be determined that at 10 K the thymine and cytosine anions are protonated in
many different crystals. Since radicals formed through net hydrogen atom addition have
been observed with ENDOR spectroscopy even at low temperatures in single crystals, it
seems likely that thymine and cytosine radicals should also exist as neutral species in
irradiated DNA. The most probable sites for protonatation are O4 and N3 in thymine
[T(O4H)] and cytosine [C(N3H)], respectively. These protonation sites are even more
likely in full DNA samples due to the hydrogen bonding interactions between the base
pairs. In particular, the ease of proton transfer along the C(N3)-G(N 1H) bond in the
guanine-cytosine base pair cation has already been discussed and proton transfer has been
determined through ab initio calculations to be favorable in guanine-cytosine ion pairs.
Furthermore, if the cytosine anion is formed, which is a strong base, it is base paired with
guanine, which is a strong acid, and proton transfer is very favorable.®* Both T(O4H)
and C(N3H) have been speculated to be formed in full DNA.272°

It is also possible to protonate along the C5C6 double bond in both pyrimidines.
The thymine C6-hydrogenated radical was observed in the first ESR studies on irradiated
DNA* and has been identified with more advanced methods.2”? It is expected that this
radical is predominant since adenine is a weak acid. Therefore adenine cannot donate a
proton to its thymine base pair at the O4 position. A4b initio calculations have shown that
proton transfer ability across the T(N3H)-A(N1) bond in the adenine-thymine base pair
cation is poor.>’ Although transfer between T(O4H) and the adenine amino group was
not investigated, other calculations have shown that proton transfer is not favorable in
adenine-thymine ion pairs.”?> Additionally, single-crystal studies indicate that transfer
across a hydrogen bond where the acceptor is a ketyl oxygen (=O) represents less
favorable conditions for a successful proton transfer.5? Thus, evidence exists suggesting
that proton transfer across the T(O4)-A(N6H) hydrogen bond may be slow. Therefore,
other proton donating agents (such as water or free protons generated from deprotonation
of base cations) have an opportunity to react with the thymine anion. In particular,
protonation is expected to occur at C6 (or C5) in thymine [T(C6H) or T(CSH)].
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In addition to the C(N3H) product, the cytosine N4 protonated radical [C(N4H)]
has been proposed experimentally for full DNA samples.”’ This radical has been
observed in single crystals of cytosine hydrochloride®® and couplings calculated with
DFT for this radical are in good agreement with experiment even though the chlorine
counterions were not included in the model system.** If protonation from a neighboring
guanine molecule is slow, then there exists the possibility for the formation of the N4-
hydrogenated radical. Moreover, the radicals formed by protonation across the C5C6
double bond [C(CSH) or C(C6H)] could be generated, both of which have been observed
in single crystals and the assignment is supported by DFT calculations (Chapter Four).
The C(C6H) product has also been observed in deuterated DNA samples, where a
deuteron adds to C6. However, as indicated by ab initio calculations, proton transfer is
favorable in the guanine-cytosine base pair ions and C(N3H) is probably the most
predominant cytosine net hydrogen addition radical product.?® It is interesting to note
that cytosine has one more probable protonation product than thymine, which could offer
an explanation for the experimentally observed higher yield of the cytosine anion, since it
is difficult to detect the differences between the cytosine anion and its protonated analogs
with ESR.

The adenine anion has also been determined to be protonated in single crystals at
very low temperatures. The main protonation site in single crystals is N3 [A(N3H)],
which is supported by DFT calculations (Chapter Five). Additionally, protonation can
occur at both C2 [A(C2H)] and C8 [A(C8H)], where these sites are favorable under
conditions where N3 is not involved in a hydrogen bond in single crystals.> In the
aqueous state, the adenine anion has been determined to be able to accept a proton from
N3 in thymine at the N1 position. This can be followed by a 1,2-shift to form the
A(C2H) product.*? Only the A(N3H) product has been assigned in orientated DNA.*’
However, a product has been identified in randomly orientated DNA and assigned to a
net radical addition product at C8 in one of the purines,”® which could be associated with
A(CSH).

The guanine anion has been suggested as a product in some single crystals, but
since the other three bases were determined to be protonated even at low temperatures

and the anion and its protonated form possess similar characteristics, it is unlikely that the
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guanine anion will be observed directly in irradiated DNA samples. Through comparison
of single crystal and calculated results, the primary protonation site for the guanine anion
is 06 [G(O6H)]. In full DNA, this position is hydrogen bonded to the amino group of its
base-pair cytosine. However, the amino-dehydrogenated cytosine radical has not been
observed in either single crystals or irradiated DNA. Furthermore, from studies in
aqueous solutions it is known that cytosine is a weak acid.*® Thus, a simple proton
transfer mechanism seems unlikely. Comparison of single crystal results and calculations
(Chapter Five) indicates that alternative sites for protonation include C8 and CS.

Electron capture at the sugar group is not expected to occur. This is primarily due
to the fact that the electron affinities of the bases are much larger than that of the sugar
group and therefore they shield deoxyribose. However, a radical formed by a rupture of
the phosphoester bond at C5' was determined to be formed at 10 K in 2'-deoxyguanosine
5'-monophosphate (C5'(H2), Figure 8.8).! Since this radical was formed at such low
temperatures, it must be generated through a reductive pathway at the sugar group rather
than through transfer of character from the base. Thus, although products generated from
clectron capture at the sugar were not expected in the past, a reductive mechanism
involving deoxyribose cannot be ruled out for radical formation. In addition, a similar
radical could be formed at the C3' position (C3'(H)). If these radicals are generated in
irradiated DNA, then a prompt strand break will occur. Altemnatively, it has been
proposed that net hydrogen abstraction sugar radicals observed in 2'-deoxyguanosine 5'-
monophosphate could occur as a result of reduction at the sugar moiety,’' since hydrogen
abstraction radicals have been shown to be products of reduction pathways in related
sugars.%

The phosphate group is also a possible site for electron capture. Two phosphate-
centered radicals were discussed in a previous section and speculated to be due to
electron gain on the phosphates at either C3' or C5' (P1 or P2, Figure 8.8).>* Radical
character could also be transferred to the sugar moiety. Alternatively, as discussed in a
previous section, electron capture at the phosphate group could lead to elimination of this
group, or strand breaks in DNA, by the formation of the C5'(H2) or C3'(H) sugar
products. This is thought to occur mainly through abstraction of hydrogen from C4'

which forms a radical at this center.>'"’
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It should be noted that the products discussed within could also be formed via
hydrogen atom addition. These hydrogen atoms can be generated via recombination of
an electron and a proton or as products following excitation of the bases or sugar moiety.
For example, in randomly orientated DNA a radical product was identified as being
formed by radical addition to C8 in one of the purines (adenine or guanine).29

8.7.3 Summary of DNA Radiation Damage

Figure 8.9 summarizes the explanation provided in the previous sections for the
effects of radiation on the entire DNA strand and the surrounding water molecules. The
diagram depicts the formation of the primary radicals (cation and anion radicals) on all
bases (T, C, A, G), the phosphate group (P), the sugar moiety (S) and the surrounding
water molecules (W). The transformation of each primary radical to secondary radicals
is also displayed. It should be noted that the (de) protonation of (cations) anions is in
strict competition with electron transfer throughout the DNA strand. However, the
electron transfer mechanisms are not shown in the diagram for simplification. Thus, the
formation of secondary radical products is dependent on whether or not the (cation) anion
is stabilized for a sufficient period of time to allow for (de) protonation. Alternatively, as
mentioned, hydrogen atoms or hydroxyl radicals can attack the undamaged bases to form
the radical products included in the model.

The model presented in Figure 8.9 indicates that a primary product could directly
result in the formation of a secondary radical. For example, the thymine cation can
deprotonate to form the methyl-dehydrogenated product. An alternative pathway could
be that the primary radicals react to form radical products on another center. For
example, the cytosine cation was determined not to deprotonate, but rather it results in a
sugar cation (indicated by a horizontal line in the figure), which subsequently forms a
sugar deprotonated radical. Another example is water cations form hydroxyl radicals that
can abstract a hydrogen atom from the thymine methyl group or from deoxyribose. The
protons formed from the water cations, in addition to the hydroxyl radicals, can add to
any of the base anions to form protonated products (these processes are also indicated by

horizontal lines in the figure).
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Figure 8.9: A model for radiation damage to DNA which includes damage to the bases, the sugar moiety, the
phosphate group and the surrounding water molecules.
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From the model developed in the present chapter and displayed in Figure 8.9, it
can be seen that the possibilities of radical formation in irradiated DNA are extremely
abundant. Since these are the most probable radical products in irradiated DNA, this
model may be useful when attempting to characterize the ESR spectra of DNA. In order
to narrow the formation of radical products further, more experimental work must be
performed to rule out each product. For example, many experimental studies have shown
that the formation of a specific radical cannot be eliminated solely due to the fact that its
signal is not observed with ESR, since often a strong ENDOR signal will be obtained
with the same sample. It is postulated that as experimental techniques become more
advanced and are able to characterize more products, evidence will be obtained to support

the current working model for radiation damage to DNA.

8.8 Conclusions
The discussion presented in the present chapter illustrates the diversity of radical

products generated in irradiated DNA samples. The knowledge of which radicals are
formed has important consequences for determining the type of damage exhibited (for
example, strand-breaks, tandem lesions, DNA-protein cross-links, unaltered base
release). The model outlined above is extensively more complex than the original two-
component model which speculated that initial radiation damage centers on the formation
of only two ionic radicals. Moreover, early researchers have claimed on occasion that the
"complexity of the DNA radical population” can be explained by the formation of four
radicals.’® From the discussion within, it can be determined that this is clearly not true.
The determination of the radicals generated upon irradiation of DNA leads to a broader
area of research which can investigate how these radicals are formed or, more
importantly, how they subsequently react to result in more permanent damage to the

DNA strand.
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CHAPTER NINE

Global Conclusions and Future Work

This thesis provides an in-depth investigation of the calculation of the main
property used to characterize radicals, namely the hyperfine coupling constant. The focus
of the work included within can be divided into two main categories. The first category
is a survey of how accurately different quantum chemical methods can calculate
hyperfine coupling constants for oxygen nuclei. The second category is the application
of methods that are known to provide reliable properties to an important chemical
problem. This chapter summarizes the results obtained for these two topics separately in

terms of global conclusions and avenues for future research.

9.1 Peroxyl and Hydroxyl Radicals

9.1.1 Conclusions

The properties of oxygen centered radicals were systematically studied for the
first time. Large peroxyl radicals were investigated through the use of density-functional
theory. The hyperfine coupling constants were examined as a function of both the DFT
functional and the basis set. It was shown for alkyl peroxyl radicals, as well as the
hydroxyl radical, that the best agreement with experiment was obtained with the B3LYP
functional and the IGLO-III basis set. Other basis sets yielded similar results, although
decontraction of the s-space was often necessary. Through these calculations, it was
determined that the terminal oxygen in peroxyl radicals possesses the main fraction of the
unpaired electron. This information clarifies discrepancies in the literature regarding the
location of the unpaired spin in these molecules.

Despite the fact that results obtained with DFT were comparable to experiment,
the deviation between the two sets of data was larger than expected from studies of the
HFCCs in other radicals. A similar DFT investigation of the fluoroperoxyl radical did
not reproduce the experimental results. Explanations for the deviations between
experiment and theory included multi-reference, vibrational and matrix effects. The
former was investigated with multi-reference configuration interaction.  MRCI

calculations on the hydroxyl radical, chosen for its small size, with a basis set that had
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previously proven to be very good for NH,, failed to improve upon the DFT results.
Atiempts were made to further improve the MRCI results by adjusting the basis set
(adding more functions) and the reference space (using natural orbitals and/or using
additional criteria, such as the spin density matrix, to choose the reference
configurations). All of these attempts failed to improve upon the initial MRCI results.

Due to the surprisingly poor agreement between MRCI and experimental HFCCs,
other high-level ab initio methods were also examined. The methods employed include
coupled-cluster and quadratic configuration interaction, both of which provided results
superior to those obtained with MRCI. In addition, the difference between implementing
an ROHF or UHF reference determinant was investigated with the CC method to
determine if MRCI failed due to the use of an ROHF reference determinant. Through
these calculations it was determined that once a high enough level of electron correlation
is included in CC or QCI techniques (usually triple excitations), results in good
agreement with experimental '’0O data can be obtained regardless of the choice of
reference data. This implies that the MRCI method has difficulties improving upon the
ROHF reference determinant for the hydroxyl radical. This was concluded to be mainly
because each additional reference configuration only contributes a small amount to the
isotropic HFCC. Thus, to improve upon DFT results either the CC or QCI methods
should be implemented. MRCI appears to work very well in some cases (for example,
NH>), but choosing the appropriate reference space is not always easy or practical under
constraints of computer resources.

The poor agreement between the experimental and theoretical couplings for the
fluoroperoxy! radical could be due to geometrical changes imposed by the experimental
matrix or vibrational effects. These issues can be addressed through the use of combined
quantum mechanics and molecular dynamics techniques, where the radical is placed in a
cavity of a matrix consisting of rare gas atoms and the temperature is adjusted to match
the experimental conditions. Both MP2 and B3LYP were implemented as the QM
method and simulations were performed on HOO and FOO in an argon matrix at 4 K.
The simulations did not drastically alter either the geometry or the HFCCs from those
obtained in static gas phase calculations. This indicates that neither the matrix nor

vibrational effects are to blame for the poor agreement between theory and experiment,
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and suggests that contemporary DFT methods cannot adequately describe the HFCCs in
radicals such as HOO and FOO.

The HOO and FOO radicals were also examined with the QCISD method. The
agreement with experiment is comparable with that observed for other oxygen centered
radicals. This indicates, once again, that QCISD must be relied upon if an accurate
description of oxygen couplings is desired. Additionally, the geometry calculated with
QCISD is in poor agreement with the experimental geometry for FOO, despite the fact
that both sets of HFCCs are in good agreement. This fact, in addition to discrepancies
observed for the related CIOO molecule, was used to conclude that more accurate studies
must be performed to determine the exact geometry of these radicals.

9.1.2 Future Work

The work outlined above concentrating on the hyperfine coupling constants of
peroxyl and hydroxyl radicals can be extended in several directions. Primarily, it is
evident that more work elucidating the optimal DFT functional and basis set combination
for the calculation of HFCCs is necessary. Design of special basis sets and/or functionals
to calculate this property would be extremely beneficial. The former is important due to
the demands imposed on the types of basis functions required to accurately calculate
HFCCs (Chapter Two) and the latter may be achieved through examination of the
electron density. Secondly, small inorganic peroxyl radicals must be examined more
closely. Discrepancies arise in the theoretical and experimental geometries for FOO and
CIOO despite the fact that the corresponding HFCCs are in good agreement and this
property is sensitive to the molecular geometry. Through careful examination of DFT,
QCT and CC (including up to triple excitations), more information about the bond lengths

in these interesting radicals may be obtained.

9.2 DNA Radiation Products

9.2.1 Conclusions

The majority of the work in the present thesis was dedicated to the investigation
of the effects of radiation on the DNA strand with an emphasis on the calculation of the
hyperfine coupling constants of the individual DNA components. Close agreement

between the DFT values and the results of experimental studies on single crystals of base
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derivatives provided strong support for the assignment of the spectra to specific radicals.
Alternatively, discrepancies between the experimental and computed HFCCs were used
to propose alternate assignments of the spectra. In addition to the four DNA bases, as
well as the RNA base uracil, the sugar moiety in the DNA strand was also investigated
through the implementation of a model system. Previous theoretical studies of DNA base
and sugar radicals have concentrated on properties such as the ionization potentials and
electron affinities. The work presented within was the first to investigate radiation effects
through the calculation of accurate hyperfine coupling constants, the most important
property for the experimental identification of DNA radicals.

The calculated HFCCs obtained for thymine are in very good agreement with
experimentally derived parameters. This indicates that the level of theory chosen to
investigate the DNA components is adequate and reliable. The important observation for
thymine was that the calculations support the experimental prediction that the thymine
anion is protonated at O4 in single crystals. The hypothesis that a proton adds to this
position was supported by the calculation of a large coupling for the corresponding
hydrogen atom, which was determined to be located out of the molecular plane.

Upon comparison of the calculated HFCCs for cytosine with experimental results
obtained from cytosine monohydrate crystals, discrepancies in the data were observed. In
particular, the calculations do not support the experimental assignment to a net
dehydrogenated product formed via oxidation of a cytosine unit. On the contrary, the
only explanation for the observed HFCCs is that the radical product should instead be
assigned to the product formed via net hydroxyl radical addition. The formation of this
product (the net CS5-hydroxylated radical) and the other major product (the net N3
hydrogen atom addition radical) indicates that water is involved in the radiation damage
in these crystals. This is a very important discovery for the radiation chemistry of DNA
since it has previously been speculated that water plays a minor role in radical formation
in single crystals of base derivatives and, thus, in DNA.

Investigation of adenine and guanine was important since many different crystals
of these bases have been studied which contain water. Therefore, species formed by
hydroxyl radical addition, similar to those proposed for cytosine monohydrate crystals,

may be observed. Additionally, in order to obtain a complete working model for the
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radiation effects on DNA, the purines must also be examined. An important conclusion
drawn from the work on the purines is that all anions and cations generated in single
crystals are quickly protonated or deprotonated to form neutral radicals. Only under
extreme conditions, such as crystals which are initially protonated or temperatures below
10 K, could the cations of these bases be observed. Thus, since ionic radicals are
believed to form neutral radicals at low temperatures in single crystals, this is also
expected to be true in biologically relevant circumstances. Furthermore, in some crystals
the calculated HFCCs support the identification of net hydroxyl radical addition products
and the newly proposed mechanism for radiation damage in cytosine monohydrate
crystals is supported.

Chapter Six examined the sugar moiety in DNA. The radicals examined include
those formed by net hydrogen atom and hydroxyl radical abstraction from a model sugar
group, as well as more complex radicals involving, for example, breakage of the sugar
ring. The calculations provide clear evidence that numerous radicals generated in single
crystals of base derivatives are centered on the sugar group. This is an important
observation since for a long time it was speculated that sugar radicals are not formed in
DNA. However, since concrete evidence exists that such radicals can be formed in single
crystals, it is reasonable to assume that these radicals can also be generated in DNA.
More experimental work can now be performed which searches for deoxyribose radicals
in full DNA samples.

Chapter Seven discussed the reactions between small nucleobases and water. The
transition barriers for hydroxyl radical addition to neutral cytosine and water addition to
the cytosine cation were examined. The gas-phase reaction for water addition to the
cytosine cation was concluded to be more complex and less feasible than hydroxyl
radical addition to neutral cytosine. Additionally, consideration of kinetic and
thermodynamic arguments led to the conclusion that hydroxyl radical addition to the C6
position in cytosine is also practical. Comparison of the results obtained for the C5 and
C6 addition reactions indicates that the conclusion that hydroxyl radicals more favorably
add to the CS5 than the C6 position, in agreement with experimental studies on cytosine.

Hydroxyl radical addition to uracil and thymine was also investigated.
Experimentally, it was previously determined that hydroxyl radical addition to C6 is
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more favorable for uracil than cytosine. The smaller transition barriers and the greater
product stability calculated for the uracil C6-hydroxylated radical support this trend. For
thymine, however, the C6-hydroxylated product was calculated to be favored both
kinetically and thermodynamically. Thus, hydroxyl radical addition is expected to occur
to a greater extent at the C6 position in thymine than in uracil and cytosine. This
conclusion is supported by speculation that the methyl group in thymine leads to an
increase in the product formed by addition to the C6 site.

Through comparison of theoretical and experimental couplings a complete picture
of the radicals formed in irradiated single crystals of base derivatives is now available. In
addition, this information in conjunction with that obtained from studies on aqueous
solutions and full DNA samples was used to develop a model for the radiation damage in
DNA. This model includes damage to all four bases, the sugar moiety, the phosphate
groups and the surrounding water molecules. Through the use of the model presented in
Chapter Eight experimentalists studying full DNA samples will know which products are
most likely to be present in irradiated DNA and thus aid in the assignment of the spectra.

9.2.2 Future Work

From an experimental point of view, many different routes can be taken in order
to broaden our knowledge of the effects of radiation on DNA. More work on single
crystals can be performed to clarify the discrepancies between experiment and theory
outlined in the present thesis. Investigation of '°C or '"O labeled crystals would yield
more information about the various radical products and allow for further comparison
with theoretically determined couplings. This is important since many of the hydrogen
couplings are very similar in the DNA radical products. Thus, investigation of couplings
for other nuclei may allow for a clearer differentiation between products. Experimental
work on base pairs, which represent more realistic models for the bases present in DNA,
would also be advantageous. Work has appeared in the literature investigating co-
crystals of adenine and thymine (or uracil) derivatives' and interesting information has
been obtained about radical formation when the bases are paired. Examination of the co-
crystals of guanine and cytosine derivatives would yield more information about the
products generated from these bases. Finally, more detailed experimental work on full

DNA would be the best approach to identify radiation products in this complex molecule.
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ESR and ENDOR studies seem to be insufficient for the clear identification of products.
Thus, the development of more advanced ESR based methods would aid experimentalists
attempting to study the effects of radiation on the entire DNA strand. It is postulated that
once more complete studies are performed, many more radical products will be identified
and the complexity of the effects of radiation on DNA will be better understood.

Another interesting experimental research topic would be to examine differences
in damage caused by ultraviolet light versus that caused by ionizing radiation. Some
work has been performed using UV light and different products have been identified
relative to those discussed for ionizing radiation.” Additionally, some similarities in the
damage caused by these two irradiation methods have been found to exist. However,
reasons for these differences and similarities are not well understood. This research
would have important implications for understanding the effects of ozone depletion on
the increase in skin cancer, for example.

Theoretically, more work is required to determine the radiation damage processes
that occur in cytosine monohydrate crystals. In particular, improved agreement between
experimental and theoretical hyperfine coupling constants would be advantageous to
conclusively determine the radiation products in these crystals. Furthermore, the results
presented within represent gas-phase reactions, which may not accurately describe the
processes occurring in single crystals, where hydrogen bonding effects may be important.
Investigation of a more substantial part of the crystal can be used to model possible
reaction mechanisms, as well as to examine crystal effects on the cytosine radical
coupling constants. These calculations will aid in the determination if, for example,
hydrogen bonding increases the importance of the reaction between water and the
cytosine cation.

Additionally, the results presented in Chapter Seven are preliminary in both the
level of theory employed and the fact that calculations must be performed in order to
verify the relationship between the reactant complex, the transition states and the
products. Further calculations at the HF level have isolated unique reactant complexes
for the cytosine reactions and different RCs, than those reported in Chapter Seven, for
hydroxyl radical addition to C5 in uracil and thymine. DFT single-point calculations on
these RCs indicate that the barriers for hydroxyl radical addition to the C5 position in all
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three bases are negative. However, the trends in the relative barrier heights remain the
same as those reported in Chapter Seven and thus the conclusions remain unchanged. A
more complete investigation of these reactions is required, including geometry
optimizations at the MP2 level, in order to gain a greater understanding of the mechanism
for hydroxyl radical addition to the pyrimidines.

In addition to a more extensive investigation of the radiation damage mechanism
for cytosine monohydrate crystals, future work can also aim to clarify discrepancies
between experiment and theory when comparing hydroxyl radical addition to the CS and
C6 positions in the small nucleobases. In particular, it was discussed in Chapter Seven
that experimental studies on 2'-deoxyuridine and thymidine reached conclusions different
from those obtained from the calculations. Discrepancies were believed to arise due to
the model system employed in the calculations, where the sugar group present in the
experiments was replaced with a hydrogen, since some of the RCs involved hydrogen
bonding to this position in uracil. Thus, for example, as a first approximation, the
reactions between a hydroxyl radical and 1-methyluracil could be investigated to
determine if alternative RCs are observed which alter the barrier heights for these
reactions from those determined for uracil.

Future work should also concentrate on the mechanisms associated with the
formation of the main radical products and how these radicals subsequently yield
nonradical products (more permanent forms of radiation damage). The work presented in
the present thesis provides a basis for understanding which radicals are formed in
irradiated DNA. Equally important questions remain regarding how these products are
generated and how they react once they are formed. For example, base radicals are
known to attack other bases to form dimers in solution and perhaps in single crystals.
The thymine dimer is the most well known product, however, the mechanism for dimer
formation or dimer repair is not well understood in terms of reaction intermediates.’
Alternatively, tandem lesions are often formed in irradiated DNA. In oxygen
environments, these lesions include hydroxy! radical addition to guanine, degradation of
the pyrimidines to a formyl group and conversion of the methyl group in thymine to a
formyl group.® Under anoxic conditions, covalent linkages are formed between adjacent
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bases.” The mechanism for formation of these products is unknown and the dependence
of product formation on the environment is not well understood.

Another extremely interesting topic which stems from the work presented is
related to the formation of sugar radicals. Sugar radicals play an important role in DNA
radiation damage since it is believed that strand breaks occur through the formation of
these radicals. If a double-strand break occurs in DNA, that is a break in both sides of the
double helix is generated, then the DNA molecule is not repaired, but rather the cell loses
its reproductive activity and eventually is destroyed. Strand breaks have been shown to
develop from both direct (direct formation of DNA radicals) and indirect (formation of
solvent radicals followed by attack of these radicals on the DNA strand) radiation
damage mechanisms.

Strand breaks resulting from indirect effects are speculated to occur through base
radicals, formed via attack of hydroxyl radicals, which subsequently result in sugar
radicals. Experimental studies exist in the literature examining the attack of hydroxyl
radicals on RNA components®’ and discussing possible mechanisms for damage transfer
to the sugar and mechanisms for strand breaks.? Although it has been postulated that
base radicals abstract hydrogen from the sugar moiety, which hydrogen and the radical
transfer mechanism are not clear. Different mechanisms exist which involve net
hydrogen abstraction from C4' or C2'. Evidence that similar transfer reactions occur in
DNA has also been observed experimentally.® However, not all of the RNA products are
observed in DNA and explanations for these differences (besides removal of a hydroxyl
group) are vague.

Strand breaks formed via direct effects have also been documented and postulated
to be generated through base radical cations.'®'' These cations can subsequently undergo
a variety of reactions including hydrogen abstraction from the sugar, deprotonation at the
sugar or deprotonation at the base followed by abstraction from the sugar. Some of the
postulated reactions disrupt the DNA strand through breaking phosphoester bonds in the
DNA backbone and others result in breakage of the bond between the base and the sugar
group, which results in unaltered base release. The relative importance of these
mechanisms and the mechanistic differences from indirect damage pathways are poorly

understood.
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Studying the mechanism for DNA strand breaks will provide valuable information
about the radiation effects on this complex molecule. Additionally, information may be
obtained which would aid in the understanding of repair mechanisms for radiation
damage. Thiols are expected to provide an efficient means to protect against radiation
damage in biological systems.'? In this respect, thiols react with hydroxyl molecules to
prevent attack on the DNA strand. Alternatively, thiols can react with the target molecule
to inhibit strand breaks. Some ab initio calculations have been performed on model thiol
systems, in order to obtain information about the ionization potentials and/or electron
affinities in these systems.'> However, the detailed mechanisms for damage repair have
not been investigated and are very important in order to understand how a DNA strand
that has becn affected by ionizing radiation can be restored.

Through the work discussed within and that proposed for future research, a
greater understanding of the effects of radiation on DNA and on the population will be
obtained. The work presented in this thesis provides a foundation from which to
investigate the primary effects of radiation on DNA since the identities of the radicals
generated in DNA are now known. The work proposed for future research provides a
means to study the second important area related to the effects of radiation on DNA,
namely how these free radicals react to form stable products. Lastly, once these
processes are well understood, research examining the effects of these products on
biologically active species can be undertaken and information on how to protect

organisms from radiation damage will be obtained.
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