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ABSTRACT

Information is fundamental to decision-making. Yet, data is very sparse for the financial

domain, even though, in this era of big data, it seems abundant. The work presented in this

thesis addresses that scarcity over seven projects which investigate and examine creating

synthetic financial data, both quantitative and textual. In the first two projects, we examine

methods to generate synthetic financial statement data as well as the e↵ects of synthetic data

on a downstream classification task. The next four projects evaluate how well ChatGPT

generates textual financial data for the notes to the financial statements, selected parts of

financial reports, as well as how it adapts its responses based on the identified knowledge of

its end users, ranging from a non-financial user to a financially sophisticated user.

The authorship attribution project is of the utmost importance particularly since com-

pany authorship attribution has not been studied yet, to the best of our knowledge. We have

author profiles and a good understanding for identified authors such as William Shakespeare,

Mary Shelley, or George Washington, but we do not yet have that depth of understanding

and identifiability for corporate communication. This attribution task is a non-trivial prob-

lem given that lengthy corporate communication is often collaboratively written by many

authors, many (or all) of which are never identified, with contributions by non-writing au-

thors as well who vet and review the text or sign o↵ on the text, for example. This plethora

of unidentified authors means that we have to treat the text as a single “figurehead” au-

thor, with the understanding that many (likely) unidentified authors (writing and not) have

contributed to the work. In our experiments, the Common N-Gram Distance algorithm

provided the best and most consistent results, achieving between 95% and 100% accuracy

for character n-grams and 100% accuracy for word n-grams. Tools like ChatGPT can be

exploited and used to commit fraud. Given the potential for significant e↵ect and harm on

the capital markets, tools that can quickly detect fraudulent corporate communication will

be needed. Our research contributes to that e↵ort.
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Chapter 1

Introduction

1.1 Motivation

Information is fundamental to decision-making. Information is created through the trans-

formation of data so that we, as humans, can understand it and make informed decisions

with it. Investors need information to make investments, companies need information on

how to move forward, creditors need information on who to lend to, and regulators need

information to ensure that companies are in compliance. Yet, data is very sparse for the

financial domain, even though, in this era of big data, it seems to be abundant.

Where we get the data to transform into information depends on the decisions that we are

trying to make. Public companies are very secretive and protect their information (usually

referred to as “firm-level” data), as this internal information comprises things like transac-

tions, products in development, and planned strategic moves. As a result, this information

provides insight into what makes a company competitive [94]. Companies do not usually

share this level of data as it can erode their competitive advantages (past, current, and fu-

ture), give away proprietary information and provide micro-level information on transactions

that are aggregated into larger numbers on their financial statements (FS).

That said, public companies are required to provide quarterly and annual disclosures on

performance which include the FS, the Notes to the FS (Notes), and the Annual Report

(AR). These requirements mean that, at minimum, there are four reports (three quarterly

and one annual) made available to the public each year. Therefore, over a 20-year period, for

example, 80 data records (reports) are available, provided that the company has remained

in business, not missed any filing deadlines, has not been acquired, and has not converted

to a private company. At first glance, 80 records seems like a lot until we compare to other

types of publicly available financial data such as securities data. Returning to our example

of 80 records that took 20 years to acquire, researchers can scrape 80 records of securities

data in 80 minutes (using the smallest data collection interval of 1 minute) from sites like

1
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Yahoo Finance.

Therefore, we need to find ways to augment (increase the size of) the information that

public companies provide to help inform decision-making. This need to supplement the data

leads to a two-part connected challenge: if we augment the FS, that also means that we

need to augment the Notes (through generation) and the financial reports that include the

FS and Notes. Otherwise, we limit the decision-making to only the quantitative data. As

well, these two documents are presented as part of the Annual Report (AR). Therefore, it

follows that the AR would also need to be augmented. To date, the only work that has been

done on financial augmentation is for the securities market1. At the time of this research,

we can find no evidence of any work being done on the augmentation of the FS, the Notes,

or the AR.

Augmentation of these elements, however, creates technological challenges. The main

FS are all linked together (briefly discussed in Section 1.2.1) and must balance (i.e., tie

together) through specific line item amounts shared between statements. It is this balancing

that creates a constraining element which adds to the challenge. If the FS do not balance,

then the data is largely unusable. Therefore, the overarching motivation of this thesis is to

address the scarcity of accessible public company data. This is done by investigating current

methods for quantitative tabular augmentation and proposing a new method specific to the

FS, as well as evaluating ChatGPT as a method for augmenting the Notes and the financial

reports. We also provide a foreshadowing2 on the impacts of augmentation and the need to

expand tools and detection methods as a result.

1The “securities market” is often colloquially referred to as the “stock market”. However, this implies
that the only product available are stocks, which is incorrect. Therefore, we use the term “securities market”
for accuracy, but also to recognize that other products are available besides stocks such as bonds, warrants,
and options, for example.

2We use the term “foreshadowing” here purposefully as we believe it conveys the gravity of a warning
more than other terms such as anticipation or prediction.



3

1.2 General Background

1.2.1 Financial Statement Data and Augmentation Challenges

There are four main FS: the Income Statement (IS), the Balance Sheet (BS)3, the Statement

of Retained Earnings, and the Statement of Cash Flows [169, 185]. Each financial statement

is related to the other FS, and in order for all of statements to balance, the relational inputs

have to be correct. Figure 1.1 provides a basic diagram of the important relationships and

each statement is briefly discussed in Appendix A.

Figure 1.1: Financial statement relationships from “Financial Accounting” by Libby et
al. [185]. All the statements are related and share specific line items that link them to-
gether.

The Notes to the FS, which can also be referred to as “Disclosure Notes” or just simply

“Notes”, accompany the FS and are presented directly after the FS. Items in the FS that

have accompanying Notes are numbered so that the reader can then consult the appropriate

number in the Notes to get the additional information. These Notes provide critical addi-

tional information about items recognized in the financial statements [50, 167], as well as

those that are not [148]. Disclosures may be required by the Generally Accepted Accounting

3Under the International Financial Reporting Standards, the balance sheet is referred to as the “Statement
of Financial Position” and the income statement is referred to as the “Statement of Profit or Loss”.
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Principles (GAAP) or other regulations, while other disclosures may be provided by man-

agement to facilitate user understanding [148]; there is no “one size fits all” approach to

disclosures. Figure 1.2 shows an overlay of one note (Note 4 “Securities”) from the Royal

Bank of Canada’s 2023 AR showing how the Notes are referred to in the FS and how the

Notes are presented after the FS.

Figure 1.2: An overlay of Note 4 (Securities) on the Consolidated Balance Sheet which refers
the reader to the note, taken from The Royal Bank of Canada’s 2023 Annual Report [225].

Working with financial statements adds a layer of complexity for machine learning (ML).

The independent and identically distributed (IID) assumption is fundamental to ML. IID

refers to “where a collection of random variables are mutually independent and drawn from

the same probability distribution” [40]. Depending on the ML task, achieving this type of

independence can be a significant challenge due to the dependencies between statements. If,

for example, Net Income and Retained Earnings are being used as features for a prediction

task, then the IID assumption is violated, as Net Income (from the IS) is an input to

calculating ending Retained Earnings, which is an input to the BS. Therefore, features must

be carefully chosen to ensure that there are no underlying dependencies.

A popular approach to augmenting small datasets is to generate synthetic data that
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closely approximates the distribution of the original data. Preserving the dependencies

between statements in the augmentation process makes this a challenging task. If the rela-

tionships are not maintained, the generated synthetic statements will be unusable as they

will not balance properly. Given that this task has never been done before, the scope has

been narrowed to two of the FS: the IS and the BS.4

Our research focuses on two specific financial documents — the AR and the FS (including

the Notes). The purpose of the AR, which shares a common aim between jurisdictions,

is to discuss the company, its risks and financial health, and to provide audited financial

statements either under the US GAAP or the International Financial Reporting Standards

(IFRS) in Canada and Europe [328, 43, 102, 63].5

We note that there does not appear to be a universally accepted definition of synthetic

data. Instead, many discussions point to criteria that data must meet in order to be consid-

ered “synthetic”, or how it can be created, rather than providing a definition. To illustrate,

we look at several di↵erent discussions of criteria provided in the literature:

• “Synthetic data must meet two requirements: First, it must somewhat resemble the

original data statistically, to ensure realism and keep problems engaging for data scien-

tists. Second, it must also formally and structurally resemble the original data...” [246].

A concern, however, is the use of the word “somewhat”, which is a very broad term. A

lemon “somewhat” resembles a lime in that they are both citrus fruit and are relatively

the same shape, but they are distinct fruits. As well, we question the requirement for

engagement as this suggests that there is an unspoken requirement that data should

be interesting for data scientists to keep working on problems. We assert that the

problem itself is paramount, regardless of whether the data is engaging or not.

• “A good synthetic dataset has two properties: it is representative of the original data,

and it provides strong guarantees about privacy” [144]. The concern here is that there

4In augmenting the BS and IS we make two important assumptions: that the ending Retained Earnings
balance is the same as Net Income and that no dividends have been declared; and that the cash balance on
the IS is correct and is balanced with the cash at the end of the period on the Statement of Cash Flows.

5As the United Kingdom (UK) was formerly part of the European Union (EU) from January 1, 1973
until January 31, 2020, for the purpose of this research, we consider the UK part of the EU in a broad
sense. Our dataset does not reach as far back as 1973, but any reports or financial statements prepared by
UK companies after January 31, 2020 are governed by Companies House, an executive agency of the UK
government. We do note, however, that the rules requiring the annual report, its contents, and the need for
audited financial statements is substantially the same as that for the EU.
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is no information in how the data must be representative of the original data (i.e.,

statistically, categorically, number of records). Also, why does synthetic data always

have to be privacy preserving? If a company is creating synthetic data for its own

model training purposes (which will only be used “in-house”), there is not necessarily

a need for the data to preserve privacy. As well, if publicly available data is being

used, the need for privacy is moot.

• “Synthetic data can be created from perturbations using accurate forward models (that

is, models that simulate outcomes given specific inputs), physical simulations or AI-

driven generative models” [54]. While it is helpful to know how synthetic data can be

created, it still does not explain what synthetic data is.

We also note that there is often the assumption that there is already an understanding of what

synthetic data is, and therefore, researchers do not take the time to explain or define the term

in their work (e.g., [159, 201]). The only work that we were able to find that defined synthetic

data as “Synthetic data is data that has been generated using a purposebuilt mathematical

model or algorithm, with the aim of solving a (set of) data science task(s)” [158]. The

authors then distinguish synthetic from real-world data as data created by events such as

“financial transactions, satellite images, [and] medical tests” [158]. The implications of not

having a widely accepted definition of synthetic data or assuming that there is a common

understanding can quickly lead to confusion, while raising concerns (such as those we raised

above). More importantly, it can also lead to a challenge in reproducibility of work as

well as comparability of methods and results. While we raise this issue here for the term

“synthetic”, we also draw attention to this type of issue in Project 1 (Section 3.2) for the

term “bankruptcy”, as it also su↵ers from the same lack of common definition and assumed

understanding, leading to experiments that are challenging to reproduce, as well as methods

and results that are not comparable amongst researchers.

Therefore, our augmentation research problem comprises several facets. First, we aim

to provide a more robust and broader definition of what augmentation is and its role in

creating synthetic data by updating an existing definition of augmentation. Second, we will

evaluate current methods for augmenting tabular FS data (Variational AutoEncoders, Gen-

erative Adversarial Networks, Synthetic Minority Oversampling Technique, and ChatGPT),

and also present a new method whereby peers are used to augment small datasets before
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being passed to generative algorithms for augmentation. And third, we will evaluate the use

of ChatGPT to generate text for the synthetic FS created using Synthetic Minority Over-

sampling Technique. Taking this approach addresses both sides of creating synthetic FS as

it generates the tabular FS themselves as well as the contextualizing textual component, the

Notes, to provide a complete FS package that can then be used as part of the AR.

1.3 Contributions

The research that we present here makes the following scientific contributions:

1. We investigate and demonstrate why only certain features of the FS can be passed to

ML models for augmentation, and if complete FS are needed, the FS will need to be

reconstructed after augmentation

2. A new approach to augmentation for FS is presented: peer augmentation. This ap-

proach is useful when the company’s dataset is too small to be feasibly passed to a

generative algorithm. This approach is also useful if the company’s dataset does not

have su�cient representation of features needed for analysis or for a downstream task.

In both situations, peers are used as initial sca↵olds to either provide a su�cient num-

ber of records to be passed to a generative algorithm, or to provide a broader feature

set to the generative algorithm.

3. Three projects demonstrate ChatGPT’s ability to generate financial report text, FS

Notes, and how ChatGPT struggles to tailor its responses to the needs and experience

of its users in the financial domain.

4. A new application of semantic similarity is presented where it is used to evaluate text

that has no “ground truth” text for comparison.

5. Work is presented on company authorship attribution (AA) which, to the best of our

knowledge, has never been studied before. There is a good understanding of famous au-

thors such as William Shakespeare, Mary Shelley, or George Washington, for example.

This type of knowledge and understanding facilitates AA and authorship verification

(AV) tasks. Yet, we do not have this same level of knowledge or understanding for

companies. There is an unstated assumption that because the company’s name is on
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the reports, the earnings announcement, or the FS, then there is no doubt as to the

author. Yet, there are many areas of reports or parts of the FS where the company’s

name is not mentioned. As well, now that Large Language Models (LLMs) can gener-

ate human-like text, it is imperative that we have a good understanding and knowledge

to be able to do tasks such as company AA or AV to better use Artificial Intelligence

(AI) tools in the creation of company communications or to combat fraud in a timely

manner.

1.4 Publications

My publication record to date is provided below, listed chronologically starting with the

most recent. I also have several papers under review, which have been included at the end.

Conferences

• Taylor, S. & Keselj, V. (2023, June). Don’t Worry Accountants, ChatGPT Won’t Be

Taking Your Job...Yet. In Proceedings of the 36th Canadian Conference on Artificial

Intelligence (CANAI)

• Taylor, S. & Keselj, V. (2022, December). Don’t Blindly Use Data: Towards a

Data Statement for Computational Financial Research. In Proceedings of the 1st

International Workshop on Responsible AI and Data Ethics. IEEE BigData Conference

2022 (Big Data)

• Balfagih, A. , Keselj, V. and Taylor, S. (2022, May). N-gram and Word2Vec Feature

Engineering Approaches for Spam Recognition on Some Influential Twitter Topics in

Saudi Arabia. In 2022 ICISDM 6th International Conference on Information System

and Data Mining (ICISDM)

• Taylor, S, & Keselj, V. (2021, September). Predicting the Distress of Financial In-

termediaries using Convolutional Neural Networks. In 2021 IEEE 23rd Conference on

Business Informatics (Vol. 2, pp. 71-77). (CBI)

• Taylor, S, & Keselj, V. (2020, July). e-Commerce and sentiment analysis: predicting

outcomes of class action lawsuits. In Proceedings of the 3rd Workshop on e-Commerce

and NLP (pp. 77-85) (ECNLP). ACL 2020 Conference. (ACL)
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• Kosmajac, D., Taylor, S, & Saeidi, M. (2020, December). Dnlp@ fintoc’20: Table of

contents detection in financial documents. In Proceedings of the 1st Joint Workshop on

Financial Narrative Processing and MultiLing Financial Summarisation (pp. 169-173).

COLING 2020. (COLING)

• Taylor, S, & Keselj, V. (2020). Using Extractive Lexicon-based Sentiment Analysis to

Enhance Understanding of the Impact of Non-GAAP Measures in Financial Reporting.

In Proceedings of the SecondWorkshop on Financial Technology and Natural Language

Processing (pp. 40-46). IJCAI-PRICAI 2020. (IJCAI)

Journals

• A↵ordability of the Canada Food Guide — Current Challenges Amidst COVID-19,

War in Ukraine, and Other World Events by S.Taylor, S. Charlebois, and J. Music.

Frontiers in Nutrition (2023)

• The Local Food Paradox: A Second Study of Local Food A↵ordability in Canada by S.

Charlebois, M. Ducharme, M. Morrison, J. Vezeau, S. Taylor. Sustainability (2023)

• N-gram and Word2Vec Feature Engineering Approaches for Spam Recognition on Some

Influential Twitter Topics in Saudi Arabia by A. Balfagih, V. Keselj, and S. Taylor.

Journal of Advanced in Information Technology (2022)

Books

• Contributing Author to “Building Relationships with Business Communication” by

Linda MacDonald: MacDonald, L. (2021). Building Relationships with Business Com-

munication. Dalhousie University. Available from

https://caul-cbua.pressbooks.pub/businesscommunication/

Canada’s Food Price Report

• Charlebois, S, Rankin, A, Taylor, S, Keselj, V, Abebe, G, Colombo, S, Kevany, K,

Marignani, P, Music, J, Nason, R others. (2023, December) Canada’s Food Price

Report.

Dalhousie University. www.dal.ca/sites/agri-food/publications.html
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• Charlebois, S, Rankin, A, Taylor, S, Keselj, V, Abebe, G, Colombo, S, Kevany, K,

Marignani, P, Music, J, Nason, R others. (2022, December) Canada’s Food Price

Report.

Dalhousie University. www.dal.ca/sites/agri-food/publications.html

• Charlebois, S, Gerhardt, A, Taylor, S, Kane, M, Keselj, V, Fitting, A, Foster, K,

Kevany K. Columbo S, Music, J, Fiander, D, others. (2021, December) Canada’s Food

Price Report.

Dalhousie University. www.dal.ca/sites/agri-food/publications.html

• Charlebois, S, Gerhardt, A, Taylor, S, Kane, M, Keselj, V, Fitting, A, Foster, K,

Kevany K. Columbo S, Music, J, Fiander, D, Kenny, T-A, Abebe, G, and others.

(2020, December) Canada’s Food Price Report.

Dalhousie University. www.dal.ca/sites/agri-food/publications.html

Currently Under Review

• Hey ChatGPT - is a Louis Vuitton bag an Investment? Evaluating LLM Readiness for

Use in Financial Literacy and Education. Currently in Review and Resubmit Status

with the Journal of Emerging Technology in Accounting.

• Economic Implications of Carbon Taxation and E↵ects on Food A↵ordability and the

Agri-Foods Sector in Canada — a Scoping Review. Current under review with Science

of the Total Environment.

• Implications of Carbon Taxing Policies on the Food Supply Chain in Canada under

review with Environmental and Resource Economics.

• (Book) Chapter 19: Canada’s Food Inflation Story. Currently under review with

Future Food Systems.

1.5 Outline

The rest of this thesis is structured as follows:
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Chapter 2: This chapter provides a general literature review of financial machine learning.

We focus on four main areas of research in this review which are directly linked to our

research: markets, distress/crises, service, and risk management. We identify important

gaps in the literature and link them to our research projects.

Chapter 3: In this chapter, we present two research projects for tabular augmentation.

First, we predict the distress of financial intermediaries using a Convolutional Neural Network

(CNN) with a relatively small dataset. This dataset was constructed for this research and

uses both quantitative and textual features for the companies in the dataset as well as

the market at the time. Second, we build on the findings from the first project, focusing

on finding more sophisticated ways of augmenting financial statement data by generating

synthetic financial statements, which is needed when the original dataset is small. As part

of this research, we developed a new method to augment financial statement data — peer

augmentation. We also demonstrate how, for relatively small datasets, starting with the

simple method of ±10% is needed before peer augmentation is possible.

Chapter 4: This chapter presents four projects that use ChatGPT for synthetic textual

generation. The first three projects of this chapter evaluate how well ChatGPT generates

synthetic financial text for the notes to the financial statements as well as for select parts of

financial reports. These projects also serve as benchmarks as we use GPT-3 and the davinci

fine-tune for GPT-3, as well as GPT-3.5 and GPT-4. The last project in this chapter

evaluates how well ChatGPT tailors its textual responses based on the identified financial

knowledge that its audience has, ranging from a non-financial user to a sophisticated financial

user.

Chapter 5: Given ChatGPT’s ability to generate human-like text, with this last project

and chapter, we foreshadow6 the need for company authorship attribution. To the best of

our knowledge, the task of company authorship attribution has never been done before.

Chapter 6: In this final chapter, we give a general summary of the work presented in

this thesis, discuss future work, and review important limitations identified throughout the

thesis.

6We specifically use the term “foreshadow” to convey the need for a warning. While the term “anticipa-
tion” could also be used here, it does not convey the same urgency and gravity.



Chapter 2

Literature Review

Machine learning (ML) has been used in the financial domain for many decades [240]. Using

recent (2021 and 2022) bibliometric reviews [5, 111], we find that financial machine learning

(FML) break into six major categories: markets, pricing, distress/crises, service, social, and

risk management. Within that, we find that there is a concentration of research related

to the securities market, fraud, and sentiment (usually in combination with securities or

fraud). These concentrations means that there is still a lot of gaps in the FML literature,

particularly in our areas of research which focuses primarily on FS and financial reporting.

The majority of contemporary data augmentation research does not define or address

what constitutes “data augmentation” (e.g., [262, 161, 259, 18, 341, 340]), as a common

understanding is assumed. As well, many researchers discuss their methods, referencing the

original data distribution, but stop short of first defining the goal of data augmentation.

Augmentation is commonly understood to be the creation of synthetic data in an e↵ort to

create more or di↵erent training data, usually to improve performance in downstream tasks

like classification or regression [313]. This approach only focuses on the “end goal”, which

has not always been the case. Older approaches also tended to consider what data aug-

mentation is on a more fundamental level: “The term data augmentation refers to methods

for constructing iterative optimization or sampling algorithms via the introduction of un-

observed data or latent variables” [329]. Both points of view, however, do not incorporate

other uses of synthetic data such as for the task of forecasting or “what if” scenarios, for

example, that can expand understanding and knowledge of the way that changes in data can

a↵ect (positively, negatively, or neutrally) machine learning models. Therefore, we take a

methodological approach to amend and update (shown in italics) the definition to incorpo-

rate a more contemporary view to define data augmentation as “The term data augmentation

refers to methods for constructing iterative optimization or sampling algorithms via the in-

troduction of unobserved data or latent variables for the improvement of downstream tasks

and for expanding knowledge and understanding of datasets”.

12
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2.1 The First Generative Models

2.1.1 EM Algorithm

Data augmentation models have been around since the 1970s, starting with the expectation-

maximization algorithm, better known as the EM algorithm [74]. Although we do not

provide an in-depth analysis of each of the algorithms developed since the 1970s, we briefly

touch on some early models where later models draw their inspiration.

The first algorithm is the EM algorithm which finds maximum likelihood estimates (MLE)

in cases where there is missing data, or when there is latent data [202]. In the latter case,

the latent data is considered to be missing, which facilitates the application of the EM algo-

rithm [202]. The notion of there being incomplete data gives rise to two di↵erent sampling

spaces: Y and X, where y is observed and x is latent [74]. There is also an assumption of a

mapping x ! y(x) from X to Y , where x represents the “complete-data”.

g(y|�) =

Z

X(y)

f(x|�)dx (2.1)

Equation 2.1 shows how “[t]he complete-data specification f(...|...) is related to the incomplete-

data specification g(y|�).” [74]. � are parameters that the model depends on and that we

are estimating to best fit the observed data. This means that the maximization occurs in

finding a value � to maximize g(y|�) where y is an observed y while also using the sampling

density of f(x|�) to generate possible values of g(y|�) [74].

2.1.2 The Boltzmann Machine

The Boltzmann machine facilitates an e�cient search for “hypotheses” that will maximize

input and constraints [97, 2, 136, 137]. Distributions in the form of Equation 2.2, where

E(X) is the energy function, is considered to be a Boltzmann machine [112].

ep(X) = exp(�E(X)) (2.2)

This model ensures that a probability of zero (though they can reach very close to zero) will

not result for X as exp(z) will be positive for all z [112].
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2.1.3 Markov Random Field

A very related model is the Markov random field (MRF) (also known as Markov networks

or undirected graphical models [149]). MRF suggests that a process is more likely to be

influenced by events that are closer (in the “neighbourhood”) than those further away, where

a family of neighbourhoods is formally expressed in Equation 2.3 where @(i) is the neighbour

set of i, where i /2 @(i) [149].

@ = {@(i), i 2 S} (2.3)

The use of the term “Boltzmann machine” has evolved over time. Originally, Boltzmann

machines included models that contained latent variables as well as those that did not.

That does not still seem to be the case. Contemporary use of “Boltzmann machine” now

appears to only include models with latent variables; those without are (more often than

not) referred to as log-linear models or Markov random fields [112]. MRFs have been used

for data synthesis in recent literature. In one study, PrivMRF which provides flexibility

in the choice of marginals (i.e., subsets that match each configuration of features [207]) to

construct the MRF, which would then be used for synthesizing privacy protecting data [40].

The MRF has also been used to synthesize images, given the MRF’s ability to capture

texture well [155, 183, 198, 129]. More recently, the Conditional Random Field, which is a

specialized MRF model, has been used for text-to-speech systems to produce phrase break

tags of recorded audio voices [194].

2.2 Contemporary Generative Models

In reviewing the literature, we find that no work has yet been done on generating synthetic

data to augment FS. This is a gap in the literature that our work contributes to filling. There

is, however, some work being done on generating synthetic financial data for other tasks.

Therefore, as part of this literature review, we introduce several contemporary generative

models and discuss work on generating synthetic data in the financial domain in general,

as chapters three, four, and five provide literature reviews specific to the projects in those

chapters.
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2.2.1 Variational Autoencoders

A basic autoencoder is a neural network that is trained to produce output that is as close

to the original input as possible. It does this by “learning mappings to and from” [247] the

bottleneck. First, the representations of the input are encoded (e(x)) into specific points in

the latent space (a representation of the compressed data [84]), yielding the encoded vector

z = e(x) [268]. The encoded vector is then decoded (d(z)) to attempt to re-create the original

input [268]. In this way, the basic autoencoder is not considered to be a generative model

as it simply reconstructs the original [247].

Figure 2.1: Basic Autoencoder Architecture

Although the VAE is uses a basic autoencoder, the encoding is slightly di↵erent as it

includes a mean and a standard deviation for each dimension of the latent space. In this way,

the encoder “encodes as a distribution over the latent space” [268]. Equation 2.4 describes

the VAE operation, where ✓ is parameters that pdecoder depends on, and � is parameters that

pencoder depends on [112, 247]:

x0 = pdecoder✓(pencoder�(x)) ⇡ x (2.4)

In constraining the autoencoder to an approximation, the model is “forced to prioritize which

aspects of the input should be copied” [112]. This process facilitates discovering interesting

aspects of the inputs that would not have been uncovered without the constraint [112]. The

architecture for a VAE can be seen Figure 2.2. In order for a model to be “generative”, it

must define the distribution of the data to be able to probabilistically generate new data from

the sampled data. As can be seen in Figure 2.2, the VAE learns the probability distributions

(yellow box) before the bottlneck (z) which forces the VAE to prioritize the aspects to copy.
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Figure 2.2: Variational Autoencoder Architecture (adapted), based on the work of Hand [247]

If using the squared error loss (also known as the L2 reconstruction error) for evaluation,

this can be expressed as an optimization problem [247] as seen in equation 2.5:

min
✓,�

nX

i=1

||D✓(E�(Xi))�Xi||
2 (2.5)

where {Xi}i=1...n is the dataset, and ✓ and � are the parameters of the encoder and decoder,

respectively. Therefore, the goal is the find parameters for both ✓ and � that will minimize

that error.

Given its architecture, the VAE has become a very popular algorithm for data synthesis,

and researchers have created task-specific versions such as the Dynamical VAE for temporal

tasks [109], the Ladder VAE to address training constraints created by layers of dependent

stochastic variables [296], and Nonparametric VAEs for hierarchical representation learning

to give flexibility in the latent representation space by blending tree-structured Bayesian

non-parametric priors with VAEs [120].

2.2.2 Generative Adversarial Networks

Generative Adversarial Networks (GANs) comprise two neural networks (a generator and a

discriminator) which compete against each other to output synthetic data that cannot be
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distinguished from the real data [114]. GANs were originally developed for image data [113].

Recently, GAN models have also been developed for tabular data which is structured data

that consists of columns and rows, where the columns are the features, and the rows are the

observations [349]. Tabular data is one of the most prevalent data structures used across

many domains [103].

The GAN’s task in the context of our research is as follows:

• The generator (G) is tasked with creating realistic tabular data

• The discriminator (D) is tasked with distinguishing the tabular data passed to it by the

generator from the tabular data from the real dataset. The discriminator will output

1 for real data and 0 for fake data.

Figure 2.3: GAN Architecture

G(z): generator output
Pdata(x): real data
D(G(z)): discriminator output when fake samples used
D(x): discriminator output when real samples used

The training loop for the GAN follows a three-step process [114]:

1. The generator (G) is initialized with random weights and takes, as input, a sample from

the latent space (Pg(z)), where the latent space is a representation of the compressed
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Algorithm 1 Training steps for GAN

1: for each training step do
2: for k steps do
3: Sample m noise samples {z(1), z(2), . . . , z(m)

} from latent space Pg(z)
4: Sample m noise samples {x(1), x(2), . . . , x(m)

} from real data Pdata(x)
5: Update the discriminator by ascending its stochastic gradient:

r✓d

1

m

mX

i=1

[logD(x(i)) + log(1�D(G(z(i))))] (2.6)

6: end for
7: Sample m noise samples {z(1), z(2), ..., z(m)

} from latent space Pg(z)
8: Update the generator by descending its stochastic gradient:

r✓d

1

m

mX

i=1

log(1�D(G(z(i)))) (2.7)

9: end for

data [84]. From this, it generates a sample tabular data. This sample is then passed

to the discriminator (D) to determine if the sample is real or fake. If the discriminator

determines that the sample is fake, it outputs (0) and stochastic gradient descent is used

to update the generator weights so that it improves its ability to fool the discriminator

the next time it generates sample tabular data.

2. The generator (G) again produces a sample of tabular data, and in this step, the dis-

criminator’s weights (again using stochastic gradient descent) are updated to improve

its ability to discriminate between real and fake.

3. The final step takes a sample of data from the real sample and is passed to the discrim-

inator (D) to check if the discriminator is still able to distinguish real samples from

fake samples.

During this training loop, if the discriminator determines the sample is fake, it will output

(0). If it determines the sample is real, it will output (1). This training loop repeats until

the discriminator is no longer able to tell the di↵erence between the real and fake samples.

At this point, the adversarial “game” is finished and the GAN will return the synthetic data

along with the real data, as from the discriminator’s point of view, it is all “real” data.
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Formally, this can be expressed as an optimization problem which seeks to find a G that

minimizes the cost function and a D that maximizes it:

min
G

max
D

Ex⇠pdata(x)[logD(x)] + Ez⇠pz(z)[1� logD(G(z))] (2.8)

The first term is the expectation of the log of the discriminator’s output when the input

is from the real data distribution.

If D(x) is 1 (or close to 1), then there is high confidence that the sample is from the real

dataset.

The second term is the expectation of 1 minus the log of the discriminator’s prediction

when the input is from the generator. This sets up the “adversarial” process in that the

discriminator and the generator each want the opposite outcome. The generator’s goal is to

drive the likelihood of D(G(z)) to 1 in order to “fool” the discriminator into classifying the

sample as real, whereas the discriminator wants to drive the likelihood of D(G(z)) to 0.

1 � logD(G(z)) transforms this term into a likelihood that the discriminator wants to

maximize. Therefore, when both terms are added together, the generator (G) wants to min-

imize the equation and the discriminator (D) wants to maximize the equation. By making

the second term into 1-log of the discriminator’s prediction, it transforms it from something

that the discriminator wants to minimize into something that it wants to maximize. There-

fore, the optimization problem is to find a G that minimizes the cost function and find a D

that maximizes it.

There are hundreds of GAN models [135] that have been created since the first GAN

model was introduced in 2014 [115]. It is a very popular deep learning method to generate

synthetic records. Incomplete table synthesis GAN [242] (ITS-GAN) and Table GAN [53] are

the closest work to ours in that these models seek to preserve relationships within tables. In

the case of ITS-GAN, it tackles the problem of learning a model on an incomplete table and

then generating a complete table, where the complete table will return better results than

the incomplete table [242]. The model uses the same overall GAN architecture depicted

in Figure 2.3, but the discriminator is fed two functional dependency error terms from

autoencoders. The functional dependency for the first error term is determined for each

row in the table as part of the “schema-level functional dependency”: F : A ! B, where

F is the functional dependency, A is the first column and B is the second column. This
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means that the values in column B are specifically determined by the values in column A.

The functional dependency for the second error term is determined for the “record-level”,

where f : a ! b, where f is the functional dependency, a is a value that specifically modifies

b. The requirements for data validity is set out in the work in that the number of columns

between the incomplete table and the new synthesized fully-complete table must be the

same, the set of functional dependencies are satisfied in the new table, and that the new

table must have the same column-wise average of for each column [242]. Table GAN uses

a deep convolutional GAN to generate privacy-preserving tabular data [53]. Like ITS-GAN,

Table GAN also uses the main architecture discussed in 2.3, but also incorporates a classifier

to help prevent invalid data such as “gender = Male and disease = uterine cancer”. The

classifier is added to the GAN architecture at the tail end of the discriminator right before

the sigmoid activation function to determine if the record is real or synthetic.

GANs were originally developed for images, using Fréchet Inception Distance (FID) as

the most common metric to evaluate how well the GAN has generated the synthetic images.

Equation 2.9 provides the formula for FID [4]:

FID = d2((m,C), (mw, Cw)) = km�mwk
2
2 + Tr(C + Cw � 2(CCw)

1
2 ) (2.9)

where m and C are the mean and covariance of the feature vectors of the real images, mw

and Cw are the mean and covariance of the feature vectors of the the synthetic (generated)

images, km�mwk
2
2 is the squared Euclidean distance between the means of the real and

synthetic (generated) images feature vectors, and Tr is the sum of the elements on the main

diagonal (top left to bottom right), also known as the “trace of a matrix” [306], of the sum

of the covariance of the real and generated images which uses twice the square root of the

product of the two covariances.

FID measures how far the means of the real and synthetic (generated) image feature

distributions are in the model’s feature space. The smaller the FID, the better the synthetic

(generated) image indicating that the synthetic image is more similar to the real image.

FID has been adopted as the main evaluation metric for images, which provides a common

comparator in the research. However, there is no commonly adopted measure in tabular

generation, which makes it di�cult to compare work across the research.
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2.2.3 ChatGPT

ChatGPT’s capability to work with external input files is relatively new (September 2023),

when users were granted access to attach files to the chatbox. By default, ChatGPT uses

an 8-step framework for synthetic tabular generation as follows [51]:

1. Understand the data structure and content

2. Data preprocessing

3. Select synthetic data generation method

4. Implement the chosen method

5. Generate sythetic data

6. Post-processing and validation

7. Iterate if necessary

8. Ethical and legal considerations

Users can then customize this framework based on their needs. Based on ChatGPT’s un-

derstanding of the data structure and content, and the preprocessing it has performed in

the background, it will select the method that it has determined is appropriate for the gen-

eration. The methods that it will select from are statistical, machine learning, and deep

learning [51].1

2.2.4 SMOTE

When the labelled classes in a dataset are not proportionately equal (or close to equal), the

dataset is considered to be imbalanced [52]. Real world data is not balanced and, except in

rare circumstances, cannot (and should not) be expected to be. The majority class is, more

often than not, the “normally” occurring characteristics of the data, with the minority class

comprising the “abnormal” [52]. A leading model to address class imbalance that has been

1We also note that Gemini (formerly Bard) by Google was released on Feb 8, 2024 [6]. Although it can
be used for textual generation, it cannot, at this time (February 2024), directly accept CSV files to produce
tabular generation. As such, we leave the evaluation of Gemini to future work.
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extensively used in computational finance is Synthetic Minority Over-sampling Technique

(SMOTE) [52].2

As its name suggests, SMOTE over-samples the minority class by using k-nearest neigh-

bours and line segments to create the synthetic data, as seen in Figure 2.4.3 To create the

synthetic records, the algorithm goes through three steps which are then repeated until the

number of required synthetic records are created:

1. The feature vector sample of the minority class (gray dots) and its nearest neighbours

(k) (which are also in the minority class) are identified and the distance to each neigh-

bour is calculated. In the illustration in Figure 2.4, we use k=2, so that means that

distance between the feature vector and each each of its two nearest neighbours is

calculated.

2. The di↵erence calculated in step 1 is then multiplied by a random number between 0

and 1, which creates the new data points.

Figure 2.4: Example of creating synthetic data records with SMOTE, using k-nearest neigh-
bours where k=2, the gray dots are the records of the minority class, and the red dots are
the synthetic records created by SMOTE (adapted from [307]).

While there are manual techniques that can create a balanced dataset, using SMOTE

(where the minority class is oversampled) in conjunction with undersampling the majority

2Variants such as “Borderline-SMOTE” [126] as “Safe-Level-SMOTE” [36] have also emerged.
3The original work used 5 nearest neighbours [52] but for the purpose of our illustration, we have only

used 2 for ease of explanation.
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class has been shown to achieve better classification results [52]. This method has proven

quite popular and to work well. SMOTE, however, can only be used where there is a binary

classification task with continuous data [1]. SMOTE also runs into problems when the

minority class is too small to determine the probability distribution of the real data [1].

2.3 Consideration of State of the Art and Corporate Work

There are two important considerations when examining State of the Art (SOTA): the aca-

demic/research side and the corporate side. Academia focuses on “open” research. While

the data may not always be available due to sharing constraints placed on by the source or by

the type of data, or researchers may not want to share their data, the methodology is widely

shared in conference papers, journal articles, and pre-prints. Well written methodologies

provide su�cient detail to encourage and facilitate reproducibility.

We do not have the same visibility and access to information for corporate entities that

are also in the machine learning domain. Since they are for profit entities, they do not have

the same motivation and return on investment for sharing widely. Beyond giving a basic

understanding of what products and services they o↵er, the rest is black box. And so, it is

di�cult to assess where companies are truly at in relation to SOTA.

That being said, as part of this research, we investigated several companies that specifi-

cally do machine learning as a service (MLaaS) that specifically mention that they cater to

the financial domain:

• We Are Adaptive

• gretel

• Amazon Web Services (AWS)

• Microsoft Azure

• IBM Watson

• Google Cloud AI

• Kensho Technologies Inc
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• ChAI

• RavenPack

We found that the main areas are customer behaviour and product/service recommen-

dation, stock prediction, bankruptcy prediction, investment quality, investment recommen-

dation, sentiment analysis, and credit risk. Therefore, it does not appear that, from the

information we were able to review, that corporate work is being done on the augmentation

of financial statements.



Chapter 3

Augmentation of Tabular Financial Statement Data

3.1 Chapter Introduction

ML is a very powerful tool as it can identify relevant patterns in the data [337] that we,

as humans, may not be able to see, particularly if the dataset is large. ML has been used

to perform tasks such as make recommendations, predictions, forecasts, identify cancerous

cells, and analyze the sentiment of textual documents. In the last few decades, companies

have incorporated ML into their operations, and data science (as a field and profession)

has become “mainstream”.1 However, ML is only usable if there is a su�cient amount of

data for training, validation2, and testing for the research question or task. If using 10-fold

cross-validation, for example, a minimum of 10 instances or records is needed for this method

to work. However, those 10 instances do not necessarily represent the optimal number of

instances needed for the particular task, but may represent the available data. This means

that a company may only have 10 years of audited FS and so only have 10 data instances

(or records) available for use with ML (if they choose to simply use the audited statements).

If the company wants to use DL, then the amount of data needed is considerably more. It

has been suggested that in order for supervised DL to provide adequate performance3 that

5, 000 labeled examples per category” are needed [112].

1We note that while the terms ML and data science are often used synonymously, there is a di↵erence
between the two in that “data science brings structure to big data while machine learning focuses on learning
from the data itself” [108]. For the purposes of this research as it involves both data structure and learning
of the data, we will use the term ML to represent both tasks.

2We recognize that some researchers only do training and testing, without the use of validation. In those
cases, there would need to be su�cient data for training and testing.

3The Oxford English Dictionary defines adequate as “Fully satisfying what is required; quite su�cient,
suitable, or acceptable in quality or quantity.” [230]. Therefore, the term adequate is ambiguous and di�cult
to quantify as it can represent a range (and in some cases a very wide range) of performance, depending on
the interpretation and audience. This means that what is deemed to be adequate performance should be
identified and supported by the researcher, or it will be dictated the requirements of the task. For example,
detecting cancer with a 0.692 accuracy using a TNM (tumor, node, metastasized [11]) staging system was
reasonable performance until results using an artificial neural network returned a 0.730 accuracy, showing a
statistically significant increase in the accuracy results [37].

25
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Another important consideration is determining if the model or task can reasonably

handle inaccurate data [171]. Researchers and practitioners alike have often been heard

saying that more data is always better. While this may be true in some cases, it is not an

absolute. The bigger the size of the data, the less likely it is that the researcher/user will

be able to review all of the data to ensure its veracity. This means that there is a “tradeo↵

between quantity and quality” [171], with the hopes that any inaccuracies in the data will be

overcome by the fact that there is a lot of data [205]. Domains like healthcare and finance,

for example, require a high degree of precision which means that using problematic data

could have detrimental consequences.4 In these cases, quality clearly beats quantity [98].

Therefore, in cases where only small data5 is available, researchers and users need to be able

to augment datasets to use ML or improve their ML results. A more in-depth discussion Big

and Small Data can be found in Appendix B.

We present two projects in this chapter that explore current methods for augmentation

and also present a new approach specific to augmenting FS. Our research questions are as

follows:

• Project 1: Can we predict the distress of large financial intermediaries in the US using

a small dataset? This project uses a binary prediction of distressed or not distressed.

• Project 2: Building on the information learned in Project 1, can we find more sophis-

ticated methods to augment financial datasets, with specific consideration to FS?

4We recognize that having a dataset that is completely free of inaccuracies is not always possible, but
that researchers and users should be reviewing the data that they use and evaluating it against a set of
standards. Any data that does not meet those standards should be removed, with supporting explanations
as to why the data was removed.

5The term “big data” has been popularized in the last ten years but no one common definition exists.
This term also takes on di↵erent meanings depending on the audience and context. “Big” means many
things from the number of variables to the number of records (size), to whether it was collected by humans
or by machines, to the size of the impact [98]. In a lot of respects, the term “small data” exists purely as
a counter to “big data” [131], in an e↵ort to distinguish between the two; in essence, all that is missing is
“medium data”, and then the full compendium is represented.
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3.2 Project 1: Predicting the Distress of Large US Financial Intermediaries

using CNNs

3.2.1 Introduction

“Too big to fail” has become a well-known adage for US financial institutions. Over the

past 15 years, the US has faced some very serious economic events — the 2008 financial

meltdown, the 2019 Shadow banking6 crisis, the financial emergency brought on by COVID-

19, and most recently the collapse of Silicon Valley Bank in 2023. These events have spurred

renewed interest in predicting both financial distress and bankruptcy.7 Large US financial

intermediaries8 are instrumental to the stability of both the US economy as well as the global

economy as the world’s reserve currency is (currently) the US dollar. Therefore, it is very

important to be able to predict the distress of large US financial intermediaries.

To recap, our research question for this project was: Can we predict the distress of

large financial intermediaries in the US using a small dataset? To answer this question, we

created a custom dataset that uses an extended feature set of financial ratios, sentiment

analysis scores, the London Interbank O↵ered Rate (LIBOR), and they keywords “Going

Concern” and “Concentration Risk”9. This dataset was used to predict financial distress10

for large US financial intermediaries using a CNN. We drew inspiration from contemporary

bankruptcy research that indicated that CNNs had not been used for bankruptcy predic-

tion [197]. Although this study concluded that embeddings returned stronger results [197],

6A shadow bank is a bank-like entity but which is not regulated as a bank. Please see Appendix C for
more information on shadow banks and the US financial system.

7Using a basic Scopus search, over the period of 1969 to 2007, there were 209 documents returned for
bankruptcy prediction and 33 documents for financial distress. From 2008 to current (2024), the number
of documents returned for bankruptcy prediction jumped by 350% (209 to 943) and 1100% (33 to 396) for
financial distress.

8Together, banks and shadow banks are known as financial intermediaries. Please see Appendix C for
more information on intermediation.

9Going Concern and Concentration Risk have specific meanings in accounting. “Going Concern is the
ability for a company to meet its financial obligations and continue business for the foreseeable future [217].
Concentration Risk is a risk that must be disclosed by the company if it poses a severe danger to the com-
pany [302]. This type of risk can manifest in many ways, but it most notably manifests itself in concentrations
of the sources or types of credit that a bank extends. Please see Section 3.2.3.5 and Appendix C for more
information on Going Concern and Concentration Risk.

10There is no universally agreed or consistent definition for Financial distress. Therefore, we define Finan-
cial distress using two conditions: when a company is not able to meet its financial obligations and when
Going Concern has been flagged by the auditors. Please see Appendix C for more information on Financial
distress.
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we wanted to do a similar evaluation of the CNN using our custom-built dataset for financial

intermediaries and then draw a comparison. To the best of our knowledge, predicting the

distress of financial Intermediaries is the first of its kind and was published as part of the

IEEE Conference on Business Informatics (CBI) in 2021.

3.2.2 Related Work

In our review of the literature, the majority of work in the area of bankruptcy and distress

focuses on predicting bankruptcy by using companies that have been de-listed from stock

exchanges. We have focused our research e↵orts on predicting financial distress rather than

bankruptcy for two key reasons. Firstly, there are factors outside of the company’s control

that may determine whether or not an intermediary actually goes bankrupt. A good example

of such a factor is a government bailout, which many banks and shadow banks received in

either the 2008 or 2019 crises, or both. And secondly, given the importance of the financial

system on economic stability, if we can predict distress far enough in advance, then it provides

the intermediary time to strengthen its financial position to avoid going further into distress,

or into distress altogether.

CNNs have been used successfully in contemporary research for predicting financial dis-

tress. The research of Jan [156], Hosaka [142], and Mai et al. [197] spurred on our use of

CNNs for this research. The work of Mai et al. [197], in particular, was of interest to us

given that we wanted to use both textual and financial variables as part of our research. Mai

et al. found success using sentiment analysis from the annual 10-K in conjunction with the

CNN to predict the financial distress, with an accuracy of 71.2% [197].

Financial and mathematical models that have developed over the years tend to rely on

assumptions such as independence and normality of variables which are not necessarily reflec-

tive of “real-world” finance [59, 147]. Machine Learning (ML), however, o↵ers a great ability

to work with unstructured data and the “non-linearity” [59] of the financial system. Due to

this capability, many researchers have applied ML to the issue of predicting bankruptcy and

financial distress, particularly with deep learning in recent years.

Research done by Jan focused on predicting financial distress of 344 Taiwanese listed

and “Over-the-Counter”11 companies over a period of 20 years (2000–2019) [156]. The data

11“Over-the-Counter” companies are those which sell through broker-dealers rather than listing their shares
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consisted of financial and non-financial ratios [156].The �2 automatic interaction detector

(CHAID), which uses chi-square test statistics as well as p-value (originally proposed by

Kass [163]), was used to select the most important variables in the dataset. The results were

then fed into two models — a Deep Neural Network and a Convolutional Neural Network

— to predict financial distress. The CHAID-DNN model returned an accuracy of 90.38%,

and the CHAID-CNN returned an accuracy of 94.23% [85].

El-Bannany, Sreedharan, and Khder also focused on predicting financial distress using

Multi-layer Perceptron (MLP), Long Short-Term Memory, and CNNs. They developed two

datasets as part of their research [85]. The first was focused on Kawaiti companies during

the period from 2010 to 2017. They extracted attributes from company financial statements

and used that to train their deep learning models. They found that the MLP produced the

best results, with an accuracy of 93%. El-Bannany et al. also developed a second dataset,

this time using companies from across the Gulf Cooperation Council (GCC). Countries

included United Arab Emirates, Bahrain, Kuwait, Qatar, Saudi Arabia, and Oman. Again,

they extracted financial attributes as their dataset and found that the highest accuracy was

produced by the MLP, returning 84% [85].

Hosaka developed a novel approach where financial ratios were derived from the Consol-

idated Balance Sheets and Profit & Loss Statements of de-listed Japanese companies from

the period January 2002 to June 2016. These ratios were then represented as grayscale im-

ages and fed into the GoogLeNet CNN [305] for training in order to predict bankruptcy. It

achieved an accuracy of 92.00% [142]. Mai et al. also researched how to predict bankruptcy

using three models: CNN, logistic regression, and Random Forest. Instead of using just

financial attributes, they also included textual attributes as well. The dataset comprised

information gathered from the annual 10-K filings (required by the US Securities and Ex-

change Commission — SEC) over the period of 1994–2014. In total, there were 11,827 firms

in the dataset. The numerical attributes were gathered from accounting and equities data.

Embeddings were created from the Management Discussion & Analysis (MD&A) section

of the 10-K for the textual attributes. Initially, the numerical and textual attributes were

handled separately by the CNN, but were then brought together by concatenating the final

hidden layers of both models. The concatenation was then connected to a softmax layer to

make the final prediction. Of the three models, the CNN returned the best results with an

on stock exchanges [48]
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accuracy of 71.2% [197].

3.2.3 Methodology

Thankfully, financial intermediaries do not go bankrupt or fall into severe distress on a regular

basis. This is a good thing economically, but it also means that data on such occurrences is

scarce. Also, to the best of our knowledge, there are (currently) no existing publicly available

datasets for predicting the distress of financial intermediaries. Therefore, using data from

the 2008 financial crisis in the United States, we created a balanced dataset of financial

intermediaries that included both financially distressed and financially strong entities.

3.2.3.1 Initial Selection of Financial Intermediaries

We consulted lists of financial intermediaries that had been bailed out by the US Treasury

Department [60, 166]. The bailouts ranged in size from $301 thousand to $25 billion across

987 financial intermediaries. To select candidates for the dataset, an initial bailout threshold

was set at $1 billion. This was done for two main reasons: first to focus the research on

large intermediaries, and second to help ensure that the intermediaries were registered with

the SEC, as under SEC rules, there are some exceptions where intermediaries do not have

to register. As larger intermediaries also tend to be public companies, then registration with

the SEC is required, which then creates filing requirements (for most public companies), one

of which is the 10-K annual report.

The 10-K report provide comprehensive details on the company’s operations, financial

health, risks [327] and includes the audit opinion as well as the FS and Notes. One of the main

sections in 10-K is the Management Discussions & Analysis (MD&A) where Management

speaks directly to the investor on its past and current performance, as well as its expected

future performance. Its primary audience is the shareholder and, due to its content, is

arguably the most tonal section of the 10-K. The 10-K reports were then collected from

the Electronic Data Gathering, Analysis, and Retrieval system (EDGAR) system [285] over

the period of 2004–2007. We purposely did not collect those from 2008 when the meltdown

occurred, as our goal was to predict distress prior to bankruptcy, and not bankruptcy itself.

The MD&A was parsed out so that it could be used for sentiment analysis. Following

previous work [308], we used an “extractive” sentiment approach whereby the sentiment was
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calculated for the MD&A as written and then again with all of the Non-GAAP measures12

removed (extracted). This provides important information on the change in sentiment once

Non-GAAP measures are removed from the report.

Using a threshold of $1 billion as a minimum bailout narrowed the list down to 48 candi-

date intermediaries, which were then cross-referenced with EDGAR, the SEC’s online filing

tool [285]. Of the original 48 intermediaries, 3 were not registered and were removed. The

list was then stratified based on repayment status for further consideration. Intermediaries

that had not repaid were conditionally labelled as financially distressed. The reason behind

this decision is that if the intermediary were strong, or even moderately strong, it would

have repaid (either fully or partially) their bailout, particularly given the restrictions im-

posed as part of the bailout — the Troubled Asset Relief Program (TARP).13 Conversely,

intermediaries that had either repaid a substantial portion of their bailout or repaid the full

amount were conditionally labelled as financially strong (as the intermediary would not have

been able to repay funds otherwise). 67% was used as the “substantial amount” threshold

(based on the premise of a supermajority which is required to make large corporate decisions)

rather than the simple majority of 50% as we did not believe that it demonstrated su�cient

repayment to be classed as financially strong. This approach yielded 11 distressed and 34

strong intermediaries.

In the final phase of selection, we researched the remaining companies to determine if

the condition label as either distressed or strong was correct. This was done by reviewing

company announcements, traditional and social media news (directly from the company),

and reviewing their financial results from the time that the label was assigned. From our

research, we determined that the performance of 6 of the intermediaries had declined. We,

therefore, concluded that these entities were not as strong as previously, and were removed.

After confirming labels, this left 11 distressed and 28 strong intermediaries in the candidate

pool. To avoid bias, intermediaries were randomly selected – 10 from each group (strong,

distressed) to form the final dataset.14 Table 3.1 details the intermediaries included in our

12Non-GAAP measures are industry accepted measures that are outside of the accounting rules.
13There were a number of restrictions that financial institutions had to adhere to in order (such as restric-

tions on executive compensation and supervisory capital restrictions), and to receive TARP funds, which
were overseen by a special master until the institution had repaid the funds and exited the program [324].

14An important aspect of the dataset to consider is that, as part of this research, we are not trying to
detect, determine, or predict the prevalence of distressed or financially strong entities. If that were the case,
then a balanced dataset would not be appropriate as prevalence is the number of intermediaries that fall
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dataset.

Strong Distressed
American Express AIG
Bank of America BearStearns
BlackRock CountryWide
Capital One Fannie Mae
CitiGroup HSBC
JPMorganChase Lehman Brothers
Wells Fargo Merrill Lynch
Bank of New York Sun Trust
KeyCorp Bank of Wachovia
U.S. Bancorp Washington Mutual

Table 3.1: Company Listing [309]

3.2.3.2 Sentiment Analysis

Sentiment analysis was conducted on the full AR and the MD&A in R using four well-

known dictionaries: Harvard-IV [250], Loughran-McDonald [192], Henry [67] and the Quan-

titative Discourse Analysis Package (QDAP) [266]. We specifically chose these dictionaries

over other alternatives such as Bidirectional Encoder Representations from Transformers

(BERT) to capture two di↵erent end-user groups: financially sophisticated and the average

investor [308]. As the audience for the MD&A is wide ranging such as investors who are

financially savvy to those who are not (this group is termed the “average” investor), reg-

ulatory bodies, and credit granting institutions, using the dictionaries was instrumental to

capturing the various sentiments that the di↵erent groups would likely exhibit to the infor-

mation in the MD&A. For example, to the average investor, the words “debt” and “taxes”

will evoke negative emotions. But, to the financially savvy, these words are expected given

that it is not common to find businesses that do not have any debt, and every business has

to file tax returns even if there is no tax owing. Therefore, the words “debt” and “taxes” are

interpreted very di↵erently by the financially savvy and return a neutral sentiment rather

than a negative sentiment.

into distress or go bankrupt relative to all of the financial intermediaries in the US. The use of a balanced
dataset in this case would incorrectly bias the model towards financial distress and bankruptcy being more
prevalent than it actually is. As our task is predicting if a financial intermediary will become distressed,
then using a balanced dataset is appropriate.
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Although there were numerous BERT sentiment models that had been already released

at the time of this research, there was no BERT model that was specifically trained for

finance as FinBERT was not released until several years later (in 2022). Therefore, in order

to use the same approach for each group (financially savvy and the average investor), the

decision was made to use the dictionaries. The dictionaries selected are representative of the

two di↵erent groups: financially savvy (Loughran-McDonald and Henry, both of which are

specifically targeted towards finance) and the average investor (Harvard-IV— a psychological

dictionary — and the QDAP which is a collection of text analysis dictionaries).

3.2.3.3 LIBOR Rates

When US financial intermediaries need to borrow short-term funds, they can either do this

from the (US) Federal Reserve or they can borrow from other financial institutions. The

London Interbank O↵ered Rate (LIBOR) is the interest rate at which institutions will lend

to each other [143]. Rising LIBOR rates indicate that there is increased risk in the interbank

market, signalling possible financial distress [143]. Two LIBOR rates were chosen and were

collected from the St. Louis Federal Reserve [264]: the averaged three month rate from the

company’s year end to the filing of the 10-K with the SEC as well as the average over the

entire year, for each of the years from 2004–2007.

We are cognizant of the fact that LIBOR will no longer be used after the end of 2021,

as per regulators from both the United States and the United Kingdom, as well as the

Intercontinental Exchange (ICE) Benchmark Administration, LIBOR’s administrator [61].

However, during the period of 2004–2007, LIBOR was the mainstream rate used for interbank

loans, and remained so until 2017, when it was announced that the UK Financial Conduct

Authority no longer believed that it could guarantee the stability of LIBOR beyond 2021.

We have addressed this further in the limitations section.

3.2.3.4 Equity Ratio

The Equity Ratio (also known as the Equity to Assets Ratio) provides critical information

on how much of the company is funding its assets. A ratio of less than 0.5 indicates that

the company is using more debt than equity to fund its assets, and the lower the ratio, the

greater the risk [47]. Therefore, given that we are predicting financial distress, we determined
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that this would be an appropriate financial ratio to include in the dataset.

3.2.3.5 Critical Accounting Keywords

Two critical accounting keywords were also included in the dataset — Going Concern and

Concentration Risk. Going Concern is a “backbone” principle of accounting which assumes

that a company’s operations will continue indefinitely [217]. It is evaluated by management

and auditors on a regular basis, and is only discussed in the 10-K filing if this status is in

doubt. Concentration Risk also must be disclosed if it poses a severe danger to the com-

pany [302]. There are many types of Concentration Risk, but for financial intermediaries,

this risk manifests in elements such as the facilitation of credit (given that it is the bank’s

main source of income [227]) or in the structure of an investment portfolio where the in-

vestment(s) are mainly held in either the same types of industries or companies [35], for

example. To contextualize the importance of this risk, we o↵er the following example: In its

2004 Annual 10-K, Bear Stearns stated “At November 30, 2004, the Company’s most signif-

icant concentrations are related to US government and agency inventory positions, including

those of the Federal National Mortgage Association and the Federal Home Loan Mortgage

Corporation” [301]. Just over 3 years later, Bear Stearns collapsed.

3.2.3.6 Data Augmentation

As our dataset was very small (63 records), we experimented with augmentation to determine

if it would enhance the model’s performance and address potential overfitting. Computer

vision has traditionally used augmentation on its image datasets by first duplicating the

original data and then applying one or more shifts to it such as rotation, flipping, shading,

zooming, and distorting [20]. Using this as inspiration, we duplicated the dataset to ensure
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the original data was not altered and then scaled it using typical sensitivity analysis15 per-

centages used in the financial industry of ±10%.16 This practice follows an industry-accepted

approach to forecasting where it is common to use ±10% [317].

Doing this, we generate a dataset of 2⇥ and 3⇥ the size, depending on if we are using

both scaling shifts, or just one. Therefore, our original dataset of 63 records was augmented

to 126 records with the addition of one shift (either ±10% of the original data), and 189

records with the addition of two shifts (both ±10% of the original data). We note that we

only augmented the training set (not the testing set) in an e↵ort to avoid evaluation bias.

Applying sensitivity consistent with accepted practices of the financial domain, we believe

that using ±10% to augment the dataset is realistic and does not distort or undermine the

validity of the augmented data.

One-hot encoding was used for the keywords Going Concern and Concentration Risk

where 1 indicated that the keywords were in the company’s SEC filing, 0 otherwise. Aug-

menting these encodings would not have made any sense as it would rendered the encodings

useless17. Therefore, the original encodings (either 0 or 1) were used for the augmented data

as well.

3.2.3.7 Dataset Summary

Table 3.2 provides an overview of the features included in the dataset.

3.2.3.8 Scaling

Often, machine learning models benefit from “standardization of the dataset” [248]. This

is because many models are sensitive to the scale of the features or the features in the

dataset use di↵erent scales [352]. This task is usually referred to as “standardization” or

15A sensitivity analysis — a “what if?” analysis — is commonly used in the financial domain to examine
and evaluate fluctuations in the inputs. Typically, three main scenarios are run: the expected situation
(using the original data) as well as the best and worst case scenarios, each of which use sensitivity data
where the data has been developed using reasonable and informed assumptions. This translates into either
specific amounts applied to certain items of the analysis, or, more commonly, a percentage applied to the
analysis (either in part or in full). A good example of this is a financial forecast. The forecast is developed
(which is the “expected” scenario), and then sensitivity is applied to look at what will happen to the overall
results if expenses increase/decrease by x%, sales increase/decrease by y%, or foreign currency fluctuates by
z%, to give a few examples.

165% and 8% are also common
17Using ±10% on the encodings would have returned encodings of 0.90 and 1.10.



36

Feature Feature
Count

Word count for complete SEC filing 1
Word count for MD&A section only 1
Harvard-IV General Inquirer dictionary sentiment scores (sentiment total,
negativity, positivity) for the complete SEC filing

3

Harvard-IV General Inquirer dictionary sentiment scores (sentiment total,
negativity, positivity) for the MD&A only

3

QDAP dictionary sentiment scores (sentiment total, negativity, positivity)
for the complete SEC filing

3

QDAP dictionary sentiment scores (sentiment total, negativity, positivity)
for the MD&A only

3

Henry dictionary sentiment scores (sentiment total, negativity, positivity)
for the complete SEC filing

3

Henry sentiment scores (sentiment total, negativity, positivity) for the
MD&A only

3

Loughran-McDonald dictionary sentiment scores (sentiment total, nega-
tivity, positivity, uncertainty) for the complete SEC filing

4

Loughran-McDonald dictionary sentiment scores (sentiment total, nega-
tivity, positivity, uncertainty) for the MD&A only

4

LIBOR 3-month average rate 1
LIBOR yearly average rate 1
Amount of Equity (in $) 1
Amount of Assets (in $) 1
Equity to Assets Ratio (calculated as Equity/Assets) 1
Keywords of Going Concern and Concentration Risk 2
Total 35

Table 3.2: Dataset Summary Information.
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“normalization”. Scaling is one of the ways that datasets can be normalized, and there are

several approaches to scaling o↵ered in scikit-learn: for example, the Maximum Absolute

Value Scaler (MaxAbsScaler), the Minimum-Maximum Scaler (MinMaxScaler) which scales

data to a given range, and the Standard Scaler (StandardScaler) [248]. There are pros and

cons to each approach and the decision should be made based on the data and the research

question/task.

In looking at the financial machine learning literature, it appears that researchers pre-

dominantly use either the Standard Scaler or the Robust Scaler. The major drawback to

using the Robust Scaler is that, along with removing the median, it uses quartiles to scale

the data [248]. Using quartiles, however, would not have been appropriate for our dataset for

two main reasons: first, the dataset is small and so using quartiles can “lead to less accurate

representations of the true dataset” [99]; and secondly, outliers and extreme values can have

a significant impact the quartiles and may skew the normalization [99]. Like the Robust

Scaler, the Standard Scaler is also sensitive to outliers, but rather than using quartiles for

the scaling, it uses the unit variance [248].18 The equation for the Standard Scaler is provided

in equation 3.1.

z =
x� x

s
(3.1)

where x is the mean of the training samples, s is the standard deviation of the training

samples, and x is the original value of the feature [248].

3.2.3.9 Proposed Method

The majority of the current research in the literature applies CNNs to image data as there

is an assumption that pixels next to and close to each other are related in image data —

if a tabular dataset is arbitrarily constructed, this association may not be true [290]. The

close association of the pixels, known as “spatial induction bias” is one of the factors that

make CNNs so successful as this bias can be used to make inferences of the structure of

the data [215] and thereby capture relationships and trends that we, as humans, cannot see.

Therefore, it is important to ensure that the ordering of tabular data is carefully curated to

provide association.

18A unit variance is where the values are divided by the standard deviation.
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The model’s task was to provide a binary prediction for each financial intermediary of

either distressed (1) or not distressed (0). The CNN was developed using Keras. Each layer

— the convolution, pooling and dense (also called “fully-connected”) — has hyperparameters

that can be tuned. The main hyperparameters that we focused on were the number of layers

and filters, the activation function, and the pooling layers. In the convoluational layers, filters

are applied, the number of kernels is chosen, and the activation function is assigned [299].

For our model, we experimented with using 3 and 4 convoluational layers with 32 filters in

the first two layers (and 64 filters in the last two), all with kernel size 2, using the Rectified

Linear Unit (ReLU) activation function as it is most widely used in the existing body of

research. The pooling layers exist to reduce dimensionality, with max pooling or average

pooling being two popular approaches, as it “pick[s] the maximum [or average] value after

each pooling operation” [299]. One of the main purposes of pooling is to reduce the number

of features that the model needs to learn. This is particularly useful if there is a large number

of features in the dataset. Since our dataset only had 35 features, we did not think it was

appropriate, or necessary, to reduce the number of features using the pooling layer. At this

point, the output from the convolutional (and pooling layers, if used) will be flattened into

order to create the flat structure required in order to be fed into the dense layer [299].

The last layer is the dense, or fully-connected, layer. Here, the final classification is

done [299] and the activation function is usually changed to meet the requirements of the

output. In our model, we are classifying the financial intermediaries as either distressed or not

distressed, and so our activation function changes to sigmoid, given our binary classification

task. Figure 1 provides a general approach to our CNN model for our research.

We used the standard train-test split of 80/20 with the Adam optimizer over 60 epochs.

A common evaluation metric that is used in CNNs for financial data is accuracy. Therefore,

in order to align with existing research, we also used accuracy.

Näıve Bayes (NB) is often used as a baseline to compare model results against. It is also

a very powerful model on its own as well. The NB classifier is based on Bayes’ Theorem:

P (A | B) =
P (B | A)P (A)

P (B)

Using this, we can determine the probability of A given B, on the assumption that each

variable is independent of all other variables in determining the outcome of the dependent
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Figure 3.1: Convolutional Neural Network for this research. ReLU is rectified linear units.
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variable [336]. When there are dependencies between the variables, however, NB does not

perform as well, as the assumption of independence no longer truly holds [200].

However, only a few of the variables that we have included in the dataset are truly inde-

pendent: the evaluation of the Going Concern assumption as this is on a per-company basis,

and is conducted by management as well as the auditors in regards to the company’s specific

financial condition; and the concentration risk as this variable is also company specific. The

remainder of the variables are interlinked and cannot be said to be independent. The senti-

ment analysis conducted on the MD&A is influenced by the company’s internal managerial

and financial position, but also by those of the industry through competition, responding to

changes in industry and regulatory environments, as well as globally influenced factors such

as disruptions in international trade, pandemics, and the like. To the best of our knowledge,

the degree of interdependency has never been calculated at an industry level. In the context

of our research, we would be able to calculate the degree of interdependency between finan-

cial intermediaries if we had access to internal company data. Without that information

one could hypothesize on the degree of interdependency, but it would be extremely di�cult

to calculate it with any sense of accuracy, given that there are many di↵erent types of in-

terdependency like financial (such as loans) and supply (for materials and human capital).

Similarly, LIBOR is also not independent given that it is benchmark that responds to the

lending activity of major global banks. When LIBOR rates go up, banks are charging other

banks more for loans because there is an increase in the risk of defaulting on that lending [45].

Therefore, the rates are dependent on the economic situation that lending institutions are

collectively facing and responding to.

Random Forest (RF) works in a very similar fashion to a decision tree. When you come

to a decision point, you take the best branch until you reach the next decision point. This

is done repeatedly until you have no more decisions to make. But, to choose the path at

the decision point, RF uses the best between randomly chosen paths [184], which is done to

help prevent overfitting [28].

Support Vector Machines (SVM) work to find the largest separation between the classes,

which is known as the maximum margin hyperplane [336]. This is accomplished by “trans-

forming the input using a nonlinear mapping” [336]. The instances with smallest distance

to the maximum margin hyperplane are the support vectors which uniquely define the hy-

perplane [336]. There are a number of kernel functions that can be used for SVM. As part
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of our research, we experimented used a Linear kernel (k(x, y) = xTy + c) and the Gaussian

Radial Basis function (k(x, y) = exp
h
�

||x�y||2
2�2

i
) [298]. SVM typically works well for binary

classification, which we have. Also, given that 50% of our dataset is atypical financial cases

(which in a sense means that half of the dataset comprises outliers), it is the support vectors

that define the hyperplane [336], so it is less sensitive to outliers.

3.2.4 Experiments

We conducted several experiments (outlined below) to provide a baseline and to evaluate

the di↵erent augmentation shifts we proposed:

• No shifts to provide a baseline for accuracy

• One shift of +10%

• One shift of �10%

• Both shifts, applying ±10%

3.2.5 Results and Discussion

Before evaluating the learning curve graphs, it is important to first establish what the training

and validation curves represent. The training learning curve uses the training data and

evaluates if, and how well, a model is learning [32]. The validation curve is evaluated on the

validation set only and evaluates how well the model generalizes. By comparing the plots of

both lines, we can see how the model is learning and generalizing, and diagnose symptoms of

overfitting, underfitting, or if there is a good fit [32]. If a model is underfitting, it means that

the model is struggling to learn (or cannot learn) the training data [32, 112]. Conversely,

if the model is overfitting, it means that it has learned the training data too well and may

have “memorized” the data [112]. There is evidence in the research of some models that are

overfitting are still able to generalize well [17]. However, there is always a danger of a model

that is overfitting will not be able to generalize well on new data it has not seen before [335].

A good fit is found if the gap between both the training and validation set is small and both

the training and validation losses reach points of stability [32].
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Initially, we used the original, unaugmented dataset with our CNN, which returned an

accuracy of 82%, using 3 convolutional layers. Given the small size of the dataset, the model

performed relatively well, as the gap between the training and validation loss is small in

Figure 3.2, particularly at the end.

Figure 3.2: Model loss for the unaugmented dataset

By adding a 4th convolutional layer, we found that it slightly improved the model, re-

turning an accuracy of 82.14%. We also see that the gap between the training and validation

curves is smaller and the two intersect appear to be close to a point of stability. We then

used the augmented dataset with 1 augmentation (+10%) with three convolutional layers.

We found that the accuracy improved to 82.35%. In evaluating the loss, the model showed a

good ability to generalize. With 4 convolutional layers, the accuracy improved again slightly

to 83.31%, and still retained a good ability to generalize.

Using the dataset with 2 augmentations (both + and �10%), which we denote as the

“fully augmented” dataset, with three convolutional layers, the model returned an accuracy

of 88.00%. And then similar to our previous runs, adding the 4th convolutional layer im-

proved the model slightly to 88.24%. The model loss shows a very small amount of overfitting

at the end, as can be seen in Figure 3.3, but overall appears to be generalizing well.

In Table 3.3, the results of our CNN models have been summarized against those of Jan

(CHAID-CNN) [85], Hosaka (Imaged Ratios) [305] and Mai et al. (Combined CNN) [197].
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Figure 3.3: Model loss for the fully augmented dataset

Model Accuracy
CNN (orig, 3 C layers) 82.00%
CNN (orig, 4 C layers) 82.14%
CNN (1 aug, 3 C layers) 82.35%
CNN (1 aug, 4 C layers) 83.31%
CNN (2 aug, 3 C layers) 88.13%
CNN (2 aug, 4 C layers) 88.24%
CHAID-CNN 94.23%
Imaged Ratio CNN 92.00%
Combined CNN 71.20%

Table 3.3: Comparative Convolutional Neural Network (CNN) Results. Bold font denotes
the best results that our CNN achieved, showing its competitiveness.
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As can be seen, our results are slightly lower than Jan and Hosaka. However, the size of the

datasets used by Jan and Hosaka were much larger: Jan used data from 344 companies over

20 years [85] and Hosaka’s dataset comprised 7,520 images [305]. Yet, when compared to

Mai et al., our results are higher, even though they used a much larger dataset comprising

11,827 companies over an 11 year period [197]. Even though our dataset is small (consisting

of 20 companies over 4 years), it would appear in comparison that our model performed well.

The results for Näıve Bayes were not as strong. Due to the outliers in the dataset, we

encountered issues with zero probability. To address this, we used Laplace Smoothing which

adds “one to each count” [200] in order to eliminate the zeros. NB usually works well on

most datasets (including small ones), so we were surprised to find that the accuracy returned

from the model was 76.46%. We believe that it returned less than optimal results given that

fact that the bulk of the variables are not independent.

Comparatively, the accuracy of RF was 90.24%, which is a slightly higher accuracy than

was returned by our CNN model (88.24%). Our dataset uses both categorical and numerical

data, and RF is known to work well with this combination. As well, RF’s bootstrapping

technique of selecting samples and replacing them (which then makes them available to be

selected again in the future), makes the Forest very hardy. This robustness improves the

classification, which is why we were not surprised at the high accuracy returned.

Finally, SVM using the Linear kernel returned an accuracy of 65.74% and the Gaussian

Radial Basis kernel returned an accuracy of 73.66%. We initially chose two di↵erent kernels

for our experiments as we were concerned that the data may not be as linearly separable

as we initially thought, which turned out to be correct. The RBF kernel performed much

stronger than the Linear kernel, which is inline with the work of Wu, Wang, and Shi in their

financial distress research [339]. In both models, the number of support vectors was very

high (� 50). Given the small size of the dataset, this suggested that the initial SVM models

were overfitting quite a bit. To address this, we increased the c value to increase the penalty

of misclassifications, which reduced the number of support vectors to 35 or 40, depending

on which kernel was used, but still indicated that the model was overfitting. Even though

we were using 10-fold cross validation, it is possible that given the highly unusual financial

data being used, the model was not able to generalize well enough.
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3.2.5.1 Post Hoc Experimentation

To address concerns that using ±10% is too simplistic and could be seen as too regular and

simple to be generally useful, which could impact algorithmic learning (i.e., create the same

e↵ect as oversampling by essentially repeating some records multiple times), we introduced

random perturbations over three ranges: ±30%, ±20%, and ±10%, shown in Figure 3.4.

That means that perturbations were applied to all features randomly across the specific

range. For example, adding 10% to values (3,1,10) gives values of (3.3,4.4,1.1), but if we

added randomized values int he range of 10%, we may get (3.15, 4.2, 10.71). See Figure 3.4

for the ranges. Random perturbations were applied across the dataset with the exception

of the keywords Going Concern and Concentration Risk. These two keywords were the

exception because they needed to keep their original one-hot encoding values which would

have been a↵ected if we had applied the random perturbations. We also note that although

we have included ±10%, the key di↵erence here is that previously, we had used a fixed ±10%,

whereas in these experiments, the value is randomly chosen within that range.

The same CNN model used for the original research was also used for the posthoc ex-

periments. We took this approach for continuity and to also ensure that the results were

comparable between experiment sets. In the original research, we experimented with three

and four convolutional layers. For e�ciency of the posthoc tests, we only experimented with

three layers, given that the increase in accuracy in the original experiments only marginally

increased when we used four layers. Therefore, using only three layers provided the main

result with fine-tuning being provided by the fourth layer. Also, in line with the original

experiments, we implemented early stopping. Therefore, some of the graphs show more

epochs, while others show fewer.

For each range, we ran three separate random perturbations to determine what the e↵ects

would be on the validation loss. This resulted in nine individual perturbed datasets which

were then passed to the CNN. As can be seen in Figures 3.5, 3.6, and 3.7, the results were

mixed. Some of the random perturbations show a better ability to generalize when compared

to the original research presented in Section 3.2.5 while others do not. Figures 3.5 (a) and

(b) almost appear to be the same graph. We did overlay the two and there appears to be

some very miniscule di↵erences, suggesting that the randomization was not substantially

di↵erent between the two. These graphs also show very large gaps between the training and
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Figure 3.4: Range of random perturbations

validation loss, which are classic signs of overfitting. We also note that the curves of both

graphs end with an upward tick, suggesting that if more epochs had been run, the gap would

have continued to widen. The conclusion that we draw from these two random perturbations

is that the model was not able to generalize well in these cases.

Using two evaluation criteria raised in Section 3.2.5 which indicates that if the gap be-

tween the training and validation set is small and both the training and validation losses

reach points of stability, Figures 3.7(a) and (b) meet the criteria. Referring to Figure 3.7(a)

the initial gap is wide but starts coming together around epoch 25, and converging right

before epoch 40. Figure 3.7(b) follows mostly the same trajectory, but the extra bump ups

in the learning curves for the validation set before it reaches a point of stability, converging

with the training curve. These small jumps in the learning curve could be due to noise in

the data, but could also show that there is some variance in the model, as well as some

overfitting.

The remaining graphs (Figure 3.5(c); Figures 3.6 (a), (b), and (c); as well as Figure 3.7(c))

show promising results as, for the most part, the gaps between training and validation are

small, but do not reach a point of stability, indicating that the generalization may be limited.

3.2.6 Conclusion, Future Work, and Limitations

The main purpose of this project was to apply a CNN to a small dataset of financial inter-

mediaries to determine if this method could be used to predict financial distress. To that

end, we used data from 20 financial intermediaries over four years (2004-2007), incorporat-

ing both financial and non-financial attributes, LIBOR, and two specific key words (Going
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(a) (b) (c)

Figure 3.5: Model losses for three di↵erent random perturbations ((a) to (c)) across the
range of ± 10%

(a) (b) (c)

Figure 3.6: Model losses for three di↵erent random perturbations ((a) to (c)) across the
range of ± 20%

(a) (b) (c)

Figure 3.7: Model losses for three di↵erent random perturbations ((a) to (c)) across the
range of ± 30%

Concern and Concentration Risk). While our dataset was small, our results are promising

when compared against those produced by much larger datasets.

Although the financial crises over the past 15 years are not the first to rock the financial
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system, the most recent ones have shown that when key intermediaries in the US financial

system collapse, it can jeopardize the economy. Therefore, the ability to predict when inter-

mediaries start heading towards financial distress is important. Once a large intermediary

declares bankruptcy or collapses, little can be done to save it without government interven-

tion. Yet, adequate warning of impending distress can facilitate company turnarounds, and

enable them to strengthen financial positions to either avoid worsening current distress, or

preventing them from entering distress situations entirely.

One of the most challenging aspects of financial research is availability of datasets to

be used as benchmarks. For future work, we plan on creating a publicly available financial

distress and bankruptcy dataset that can be used by researchers to facilitate more realistic

comparability of results and make meaningful progress towards predicting entity distress

earlier.

The foremost limitation of our work was the size of the dataset. We attempted to

address this by using an augmentation technique inspired by computer vision. We also

recognize that the companies the were included in the dataset are not fully representative

of all of the di↵erent types of financial intermediaries that exist. For example, asset-backed

commercial paper is both a money-market security and a corporate financing vehicle. In

the latter situation, however, the asset-backed commercial paper is incorporated into the

company’s financial statements, making it di�cult to analyze it separately as a “shadow

banking” product.

As well, there are many di↵erent interpretations of what financial distress is. In some

cases, financial distress is used interchangeably with bankruptcy, even though both are quite

di↵erent (from a legal and accounting perspective). Therefore, the current body of research

in this area may not be easily separable between financial distress and bankruptcy.

Finally, as we mentioned in our discussion of LIBOR (Section 3.2.3.3), the use of LIBOR

is ending due to concerns on guaranteeing its stability beyond 2021. In our research, we

addressed why we believe its inclusion in our dataset was appropriate. However, on a go-

forward basis, this metric will no longer be appropriate. In its place, the US Federal Reserve’s

Alternative Reference Rates Committee has chosen the Secured Overnight Financing Rate

(SOFR) as the US replacement for LIBOR. As such, on a go-forward basis, we recommend

that researchers use the SOFR rate for research done with international data starting in

2022.
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3.3 Project 2: Tabular Augmentation Strategies

3.3.1 Introduction

The term Big Data first appeared in the late 1990s19 and has been popularized ever since.

One of the main issues with this term is that no common definition exists and this term takes

on di↵erent meanings depending on the audience and the context. Big means many things

from the number of variables, to the number of records (size), to whether it was collected

by humans or machines, to the size of the impact [98]. In a lot of respects, the term Small

Data has evolved and exists purely as a counter to Big Data [131], in an e↵ort to distinguish

between the two; all that is missing is Medium Data, and then the full compendium is

represented. Without that common definition, however, it is clear that these terms are

“relative rather than absolute” [343] and that context is needed to understand how these

terms are being used.

Yet, an important distinguishing factor between Big and Small is often characterized by

the question(s) that are being investigated and examined [171] — something that is not

usually used to characterized Big Data. More and more, researchers are turning to Small

Data as it can be collected under controlled conditions, provenance is more than likely

known20, and where quality is required (i.e., quality over quantity) [98]. The implications

of this turn towards Small Data are important in terms of dataset size: if the research

question/task is for a specific entity (whether it be a patient when N = me [92] or it is for

particular company), the dataset could be quite small by design or by the availability of data

(e.g., the company has only been in business for 5 years); “Not all data is big data” [83].

However, every algorithm and model will have a lower-bound threshold that will either

explicitly (through an error or warning) or implicitly (through poor results) dictate the least

amount of records needed. The explicit scenario is easier to address in that the program

will not run or will run with warnings due to the size of the data. For example, Random

Forest using 10-fold cross validation needs at least 10 records, with one record belonging

to each fold.21 The implicit scenario is more challenging to solve in that is intractable [31]:

19The term Big Data is often credited to John Mashey [203].
20Provenance is very important in determining if a dataset is applicable to the research question or task,

as well as in determining the veracity of data. If a researcher does not know what comprises their dataset,
this can invalidate the models used and, ultimately, the results [310].

21Trying to use less than 10 records using 10-fold cross validation will result in an error that indicates that
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a researcher may know that for their task, they are looking to achieve an accuracy of over

85%, but the amount and quality of the data needed to achieve that is hard to (and if not

impossible) to determine ahead of time. But, if the amount of initial data available is small,

there are limited options to address this problem: either collect more data if that is possible,

and if not, create synthetic data to augment the available data.

Understanding that the methods used to augment the dataset in the previous project

(see Section 3.2) was rudimentary (and was purposely designed as such), the project that we

present here explores more sophisticated methods of augmenting the dataset. As discussed

in Section 1.2.1, there is the added challenge of ensuring that the FS still balance after

augmentation. We find, that in exploring the current methods for augmenting tabular data,

we cannot simply give the dataset to the augmentation model. This means that synthetic FS

data must be created using specific features, which can then be used “as is” for downstream

tasks (i.e., using features only) or can be re-assembled into FS after the synthetic data has

been created.

3.3.1.1 Related Work

One of the first tabular GAN models was Tabular GAN (also known as TGAN) that uses

a Long Short-Term Memory with attention to generate data on a column-wise basis along

with a multilayer perceptron for the discriminator [341]. Although TGAN was developed

as a “general purpose” tabular generation model (the data that the research used for eval-

uation included census data, network intrusion detection data — the KDD99 dataset —

and forest cover data) [341], it has been used in computational financial research for stock

prediction [342] and automobile insurance fraud detection [122], for example. Conditional

Tabular GAN (better known as CTGAN), which came shortly after TGAN, addressed chal-

lenges such as non-Gaussian distributions, the need to model both discrete and continuous

data, as well as class imbalance in datasets [340]. In the computational financial literature,

CTGAN is a very prevalent method to use for augmentation and has been used to determine

optimal asset allocation [260], fraud [10, 245], and has also been used to generate synthetic

data [41, 176, 331, 249, 140]. However, to the best of our knowledge, no work has been done

on generating synthetic data for financial statements.

the number of folds cannot exceed the number of records.
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TableGAN, released just before TGAN, is less well-known in the tabular generation re-

search. The purpose of TableGAN is to generate data that is statistically similar to the data

found in the original table while preserving privacy [242]. TableGAN uses a deep convolu-

tional GAN (DCGAN) for the generator and discriminator, but also employs a classifier to

help predict the labels of the synthetic data [242]. The classifier was added to improve the

quality of the generated synthetic data, arguing that it can help prevent generating invalid

data: “For instance, a record with gender = “Male” and disease = “Uterine Cancer” can

be prevented” [242]. In external evaluation of TableGAN, however, researchers found that

while it performed well with continuous variables but struggled when generating data for

categorical values [29].

The most prevalent method that has been used to augment tabular datasets in the

computational financial domain is SMOTE, having been used for financial distress [304],

bankrupcty [295], fraud [347, 208, 350], financial risk [146], and stock splits [182]. Given

that real-world data has a class imbalance more often than not, SMOTE has proven to

be an e↵ective algorithm to balance out the classes, while generating plausible data using

its nearest neighbour approach. While SMOTE has been used to generate synthetic data

for tasks that involve FS [347, 350, 322], those datasets comprise ratios based on the FS,

rather than the FS themselves. Our work appears to be the first use of SMOTE to generate

synthetic feature data that can be re-assembled into balancing FS.

3.3.2 Methodology

3.3.2.1 Dataset

Financial statements for National Commercial US Banks22 were collected from the Bloomberg

Terminal [195]. For inclusion in the dataset, we used the following criteria:

• The bank’s SIC code had to be 6021;

• Registration with the SEC had to be current (as of July 8, 2022 when the data was

collected) and not suspended;

22The SEC labels each public company’s filing with a Standard Industrial Classification (SIC) code. The
O�ce of Finance uses SIC codes ranging from 6021 (National Commercial Banks) to 6411 (Insurance Agents,
Brokers, & Service. For this research, we focused on National Commercial Banks (SIC code 6021).
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• The bank had to be a public company traded on a stock exchange;

• The bank had to have a 10-K filing requirement with the SEC that was not suspended;

and23

• For registrations identified as “current”, if the bank had not filed a 10-K with the SEC

in over 2 years, the bank was not included in the dataset24

As of July 8, 2022, there were 1,007 national commercial banks with SIC code 6021. We

then reviewed all of the listed banks and found that only 147 met the criteria for inclusion in

the dataset. As can be seen in Table 3.4, the minimum number of records (audited financial

statements) collected from Bloomberg was 2 (company FSBC) and the maximum was 36

(company WAFD), with an average of ⇠21 years (rounded down from 21.81 as statements

are either complete or not available). Therefore, more data was available for some companies

over others. A complete table of all companies and the number of records collected is available

in Appendix D.

Table 3.4: Tabular Dataset Descriptive Statistics

Total number of companies 147
Minimum 2
Maximum 36
Mean 21.81

Total records collected 3,207

Generating synthetic data for the FS is a non-trivial task given the relationships that must

be maintained between the statements. Therefore, we have limited our work here to two

statements — the BS and the IS — in order to investigate and demonstrate proof of concept,

rather than the full set of four FS.
23Under SEC rules, companies may have their requirement to file suspended. Over-the-counter (OTC)

securities are traded through broker-dealers, rather that on the stock exchange. While OTCs may have
regulatory requirements under the SEC, there are no requirements to file annual reports or 10-Ks [221].

24We set the 2-year requirement as sometimes can be late in fulfilling their filing requirements. However,
according to Oyeniyi et al., late filings signal that there are some fundamental problems with the company
beyond just the filing aspect of a Going Concern [239]. Therefore, to ensure the veracity of the dataset, we
decided to not include filings that were late beyond two years.
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3.3.2.2 Data Labelling

To label the dataset instances, we have used the cash ratio (also known as the “absolute

liquidity” ratio).25 This ratio, seen in Equation 3.2 only considers a company’s most liquid

assets — its cash and marketable securities, to service its short term liabilities [272, 65].

In the United States, assets are listed in order of liquidity (i.e., how easily the asset can

be converted to cash). Cash is the most liquid asset a company has, as it is already in

the form of cash. The next most liquid asset is marketable securities as they can be sold

(relatively quickly) on the securities markets. Therefore, these two items, providing that the

company has these assets, are listed right at the top of the Assets section of the BS. Current

Liabilities includes all of the liabilities (also on the BS) a company has that are expected to

be paid/discharged within one year (see Figure 1.1).

Cash Ratio =
(Cash +Marketable Securities26)

Current Liabilities
(3.2)

There is no exact interpretation of the cash ratio, but, generally, a ratio of at least 0.50 to

1.00 is preferred [65]. At 0.50 that means that for every dollar of liabilities, the bank has

$0.50 in cash; at 1.00, it means that for every dollar of liabilities, the bank has $1.00 in cash.

Below 0.50, the bank is considered a liquidity risk [65]. The labelling approach that we used

in this research reflected the following ternary assessment:

• label 1: cash ratio < 0.17;

• label 2: cash ratio of � 0.17, but < 0.50; and

• label 3: cash ratio of � 0.50
25Typically, there are three liquidity ratios that are used to evaluate financial statements: the current ratio,

the quick (or acid-test) ratio, and the cash ratio. Of the three, the cash ratio that we have used to label the
data is the most stringent [65]. We believe that, of the three liquidity ratios, this is the most appropriate
for our research, given the importance of financial institutions to the economy and the financial well-being
of any country. As well, the most recent large US bank to collapse, Silicon Valley Bank, experienced a
severe liquidity crisis [353], and forced the US government to intervene to save account holders. This further
supports our use of the cash ratio for labelling the data.

26Marketable Securities are included as they are considered “cash equivalents” as they are quickly con-
vertible to cash [214]
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3.3.3 Algorithms, Models, Experiments, Results, and Discussion

As we are evaluating a number of methods, we have grouped the discussion of the algorithms,

models, experiments, results, and the discussion of the results into one section. Our aim in

taking this approach is that it will provide more continuity of the discussion as we will

discuss each algorithm, the experiments and results for each model before moving to the

next algorithm. Once this is complete, we provide a summary overview and then discuss

evaluation using the downstream task (classification) in the next subsection.

3.3.3.1 Parameters for Synthetic Data Validity

Fréchet Inception Distance (FID) is currently the most common metric used to evaluate gen-

erated synthetic images. This metric is discussed in Section 2.2.2. However, currently, there

is no universally (or even largely) accepted method or metric to determine if generated syn-

thetic tabular data is valid or not. Researchers have used methods such as Kullback-Leibler

divergence, pairwise correlation di↵erence, log-cluster, support coverage [110], likelihood

fitness [340], Jensen-Shannon divergence, Wasserstein distance [351], and fidelity, utility,

synthesis, and privacy [278]. Recently, a “universal” evaluation metric was proposed —

“TabSynDex” — a single score based on the average of statistical properties, correlation,

point-wise mean squared error, and support coverage [56]. The single score approach makes

this metric easily comparable between datasets and models. However, the support coverage

metric that has been used does not handle small samples well: if the number of synthetic

data records is small or the number of samples per label is small, then the overall score can

be greatly a↵ected and return problematic results [56]. For our research, which can have

very small data samples (either real or synthetic), this is a serious problem. Also, there is no

evidence that “TabSynDex” was applied to financial datasets in the research [56]. Work has

also been done on a “Resemblance” metric to determine how well the synthetic data resem-

bles the original data. The main focus of “Resemblance” is privacy in healthcare. Therefore,

there is no linked data in the same way that financial data is linked [134].

Again, we found ourselves in a very familiar position — research is moving ahead in

other domains — in this case to develop standardized metrics for the evaluation of synthetic

tabular data — just not in the computational financial domain. We draw attention to this as

a gap in the research, which we consider in future research. Therefore, we use both a visual
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inspection and the results of downstream tasks for evaluation. Based on a visual inspection,

generated synthetic data was considered valid if:

• data generated for columns had positive values. This conforms with the way that

Bloomberg outputs its data in that any values that should be added or subtracted are

handled in the cell formulas rather than simply summing all values (both positive and

negative), with some exceptions (discussed below); and

• data generated is within the normal range for that variable for each company. For

example, for First Western Financial Inc (ticker MYFW), Net Interest Income ranges

from $24.47 million to $56.51 million for company MYFW. Values for Net Interest

Income outside of this range would not be considered valid for MYFW.27

If synthetic data values are negative, that does not necessarily mean that they are not valid

— more research will be needed to determine if the company has ever had negative values

in the ground truth data, and if so, what the causes were to determine if the negative

values in the synthetic data would be considered valid. Using Non-Operating Expense as

an example:28 negative values for this variable can occur for reasons such as lawsuits and

reversal in inventory write-downs. Therefore, in accounting and financial domains, a domain

expert would need to be consulted to determine if the negative values are valid or not.29

3.3.3.2 Initial Testing

In theory, a user should be able to pass any dataset to a generation model (such as a

GAN), in order to generate synthetic records. As discussed in Section 3.3.1.1, we were

not able to find any previous work done on augmenting financial statements; the closest

was the augmentation of linked tables using the primary key which is not close enough to

capturing the FS relationships. Therefore, we conducted some simple initial testing to see

how generation models would perform with linked data. Our suspicion was that the resulting

27ticker MYFW is for First Western Financial Inc on the NASDAQ.
28It is rare that Bloomberg uses negative numbers. Bloomberg’s convention is to use positive numbers

and then use the calculation formula to either add or subtract the number.
29The veracity required for tasks, as well as cost-benefit, will dictate whether investigation will be done for

potentially anomalous records. We do caution researchers in the accounting and finance domain, however,
as financial tasks have been shown to be very sensitive to incorrect data. So, researchers should consider the
potential downstream e↵ects of using potentially invalid data.
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FS would be unusable as they would not balance and the shared fields (see Section 1.1) would

not be correctly captured. Therefore, we conducted some initial tests with each algorithm

(GAN, VAE, ChatGPT, and SMOTE) before beginning the augmentation task to determine

how the algorithm behaves with linked data.

Figure 3.8 shows two years of sample results generated by GAN for First Busey Corp.

(BUSE) As can be seen, Total Assets do not equal Total Liabilities & Equity which means

that the BS itself is not balanced. Not only is the fact the BS is not balanced, it also

means that the other statements will not balance either. (Refer back to Figure 1.1 for the

relationships between statements.) The same type of problematic result was returned when

the linked dataset of FS were passed to the VAE, and SMOTE. Therefore, we confirm our

intuition that we cannot simply pass the FS to the generative model as these models are not

designed to handle linked data and maintain the relationships as is found in the FS.

Figure 3.8: Example of synthetic financial statements created for First Busey Corp (BUSE
US) using a Generative Adversarial Network.

3.3.3.3 Features

Instead of using the full FS, we removed the linkages between the FS and used non-subtotal

features, as well as non-total features, from the BS and IS and passed them to the generators.
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We again used the VAE and GAN as preliminary testing models to determine the feasibility

using non-total and non-subtotal features. Non-total features are those that are not providing

totals. Cash and Cash Equivalents is an example of a non-total feature, whereas Total Assets

is an example of a total-feature. The intuition behind taking a non-subtotal and non-total

approach was that by using only these features (non-subtotal and non-total), the linkages

within statements and across statements is removed. If the user needs FS, the synthetic data

from the features can then be re-assembled and the subtotals and totals can be calculated

using the synthetic data, thereby ensuring that the relationships between the statements as

preserved.

Preliminary results using only features confirmed that this approach worked and that

once the synthetic feature data was re-assembled, the BS and IS both balanced. Figure 3.9

shows the features that were used for generation of synthetic data. We also note that we

have not included taxes, which is an important input to calculating Net Income. There

are many factors that will influence the amount of taxes that a company pays (which are

beyond the scope of this thesis). The amounts for the IS are therefore Income before Tax.

The columns “Net Interest Income” to “Minority Interest” are from the IS and the columns

“Total Assets” to “Minority/Non Controlling Interest” are from the BS. Labelling was done

as discussed in Section 3.3.2.2.

Figure 3.9: Example of accounting data to be passed to the generator. Amounts are presented
in millions. The first seven features are from the income statement and the last 3 features
(excluding the label) are from the balance sheet.

3.3.3.4 Generative Adversarial Networks

We evaluated two popular GAN models: TGAN and CTGAN.30 These two specific GANs

were chosen as they have been used for financial research in the literature [342, 189, 260].

30We recognize that FS can be both stationary and time series data, depending on the task. If we
are considering the data to be stationary, then non-time series generation methods, such as TabGAN and
CTGAN, would be acceptable. If we are considering the data as a time series for its predictive capabilities,
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Therefore, following previous research in the computational financial domain, we evaluate

both TGAN and CTGAN.

(i) TGAN

TabGAN is a library that is available for Python [19], based on the TGAN31 model [341,

340], which handles dataset rows independently and fits the data to a Gaussian Mixture

Model. The current version is 1.2.1. For our preliminary experiments, we mainly used the

default parameters with a few changes. The parameter “gen x times” which controls the

amount of data generated was set to 3.1x, rather than the default of 1.1x. If we kept the

default, in some experiments, no new data was synthesized, which is related to a su�ciency

issue (discussed below). We also adjusted the quantile filtering.32 The default parameters

are 0.001 and 0.999 for the bottom and top quantiles, respectively. These act as filters for

postprocessing that fine-tune the generated data. By adjusting the quantiles to 0.002 and

0.998, we were able to correct, to some degree, for the su�ciency issue (discussed below),

and have the GAN output more truly synthetic data.

TabGAN su↵ers from a “su�ciency” issue: if there is not enough training data, the GAN

will output records from the original data as “new data”: 46 new records were generated,

but 43 of those were duplicates of the original data. Only 3 were truly newly generated (red

records in Figure 3.10). Although studies have shown that GANs do not memorize, Feng et

al. have demonstrated that this is not the case and that GANs can, in fact, memorize [100].

As well, the results from our experiments support Feng et al.’s conclusion, as our results

show a high level of replication.

We did not find this issue with the other GAN models that we have used for our ex-

periments, which suggests that the there is an issue with the adversarial pipeline. Due to

the small amount of data that we are using for these early experiments, it may be that the

training process does not have su�cient data and, as a result, is passing real data labelled

as fake data to the discriminator. This would then pass the discriminatory process easily as

then a GAN that is specifically designed to capture the sequence of data points in the order of time would
need to be used, such as TimeGAN. As the generation of tabular FS has never been done before and we are
using classification as our downstream task, we leave capturing the temporal dependencies for future work.

31TGAN uses an LSTM with attention to generate data. Therefore, as the LSTM is already incorporated,
we did not evaluate using an LSTM on its own.

32A quantile “determines how many values in a distribution are above or below a certain limit” [300]. If
the distribution is divided into four equal parts, each part is one quartile. If this distribution is divided into
one hundred equal parts, each part is a percentile [300].
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Figure 3.10: TabGAN Su�ciency Issue

the “fake data” is actually “real data”. Through testing, we determined that the su�ciency

of records needed is approximately 175 records. If less than 175 is used for training, the

GAN increasingly passes o↵ real data as new synthetic data at the end of the adversarial

process. As part of our future work, we will be expanding our dataset, which we believe will

help provide a better understanding of what is happening in the GAN pipeline.

(ii) CTGAN

CTGAN is a library that is available for Python [320, 340]. It builds on the TGAN

model by being able to conditionally constrain the generator to create synthetic data based

on the imbalance in the discreet (categorical) variables. The current version is 0.6.0. For

our preliminary experiments, we used the default parameters outlined in the model with a

few exceptions.

We also specified that the synthetic data that the GAN returns should be 20 records. The

model default value for the number of synthetic records to create is 1000. For experimental

purposes, we had the model synthesize 1000 records. Our expectations were that one of two

scenarios would occur in synthesizing a set of records to almost 8 times the original: either

the GAN would output “real” records as synthetic data, like TabGAN, or the GAN would

only output records based on only a small portion of the latent space. To our surprise, neither

of those scenarios occurred. CTGAN did output 1000 synthetic records, none of which were

the original data labelled as “synthetic”. When we inspected the data, however, the numbers

that it outputs for some of the features are extremely unlikely. These unlikely numbers are

a sign of mode collapse which is where the GAN is only able to create a small variety of data
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(based on using a small area of the latent space) that can fool the discriminator [116, 101]

and be returned as “new” data. While negative net income (better known as “net loss”), for

example, is not unheard of in real-world data, it is not a common occurrence for the banks

in our dataset, particularly the largest banks such as JPMorgan Chase & Co. As can be

seen in Figure 3.11, out of 15 synthetic records, it has created 12 with negative net interest

income, five of which are in the trillions33.

Figure 3.11: CTGAN 1000 Synthetic Records

3.3.3.5 Variational AutoEncoders

VAEs are a popular method to use in the computational financial domain in the area of

anomaly and fraud detection [297, 153]. Vector quantised VAEs have also been used with

financial statement audits, but in the context of learning journal entries [281].34 As such, we

evaluate the use of the VAE for generating synthetic tabular data.

We used the Variational AutoEncoder implementation from Synthcity and used the

TVAE (tabular VAE model) which is a conditional tabular VAE network [256]. The library

was modelled after the conditional GAN [341], but implemented into a VAE.

33Original data passed to the generator was presented in millions.
34We also note that work has been done on “long financial reports” using conditional VAEs [333]. Col-

loquially, the term “financial reports” (in the domain of accounting and finance) has been used in place of
the FS, as well as the corporate annual report. In reviewing this research, however, the authors are neither
using the conditional VAE for the FS or for the annual report, but rather using (incorrectly) the term “long
financial reports” to refer to longer financial news reports [333].
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Figure 3.12: Variational AutoEncoder Synthetic Records

3.3.3.6 ChatGPT

There is a growing body of literature on evaluating ChatGPT’s textual generation, but we

were not able to find any research on evaluating its synthetic tabular generation. Therefore,

to begin addressing this gap, we included ChatGPT into our evaluation of the available con-

temporary methods. For our dataset, ChatGPT determined that a column-wise approach35

was the best to generate synthetic data (Xnew) and used the equation found in Equation 3.3.

Xnew = µ+ � ⇥ Z (3.3)

where µ is the mean, � is the standard deviation, and Z is a random number from a standard

normal distribution.

Using the prompt in Figure 3.13, we passed our full tabular dataset to ChatGPT for it

to use as the basis for generating synthetic tabular records. The result was similar to the

other algorithms in that it contained a lot of invalid data. Figure 3.14 shows a sample of

the synthetic records generated by ChatGPT. As can be seen, there are a lot of negative

values, which are unlikely, particularly considering that all values are stated in millions. We

also asked ChatGPT to determine peers for JPMorgan Chase & Co (JPM) and BayFirst

National Bank (BAFN), without any further direction to determine how ChatGPT would

respond. As it was given no criteria, ChatGPT assumed that every company in the dataset

was a peer for both JPM and BAFN, as ChatGPT did not establish any criteria for itself.

This is not in-line with its (ChatGPT’s) own framework discussed in Section 2.2.3 where

its first task is to understand the data structure and the content. This suggests that there

is a mismatch between ChatGPT’s use of the word “understanding” versus the expected

35ChatGPT can do row-wise generation, but cautions users that while it is an e�cient method, it may
not capture the relevant relationships between columns or maintain the statistical characteristics of each
column.
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interpretation when asked to do a task: if a human performing the generation task did not

understand or had questions on the parameters needed to complete the task, it is likely that

they would ask for clarification. Therefore, it is likely that ChatGPT is using “understand”

as an intransitive verb — having the power of comprehension — rather than as a transitive

verb — to have thorough or technical acquaintance with or expertness in the practice of —

the data [211].

Figure 3.13: Prompt provided to ChatGPT to generate synthetic records for the full dataset.

Figure 3.14: Sample of the full tabular synthetic generation provided by ChatGPT.

This experiment was followed by providing ChatGPT direction to use each column as

key financial indicators and to use those to select peers for JPM (and output a .csv file with

the names of the peers it had selected) and then return a .csv file with synthetic records
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created using JPM’s data and the data for the peers that ChatGPT had selected. Providing

these parameters improved ChatGPT’s ability to generate peers. From the financial metrics

available, ChatGPT selected Net Interest Income, Total Non-Interest Income, Total Assets,

and Total Liabilities, as these are common measures of a bank’s size and financial health,

and used the average for each. We point out that this is a similar approach to ours when

selecting peers. However, instead of using the average, we used a high-low approach and

then added on a bu↵er, as explained in Section 3.3.3.7.

ChatGPT then calculated the Euclidean distance (see Equation 3.4).

d(p,q) =

vuut
NX

i=1

(qi � pi)2 (3.4)

where p and q are vectors in N-dimensional space representing the financial profiles of di↵er-

ent companies. p represents the vectors of p1, p2,....pn for Company A and q represents the

vectors of q1, q2,....qn for Company B. Each vector captures the values of each key metric,

which in this case are Net Interest Income, Total Non-Interest Income, Total Assets, and

Total Liabilities. pi and qi are the coordinates in the ith dimension, respectively, and d(p, q)

is the Euclidean distance between points p and q. The smaller the distance, the greater

the similarity. As we did not give any cuto↵ threshold to ChatGPT in our instructions,

ChatGPT chose the top 10 peers. The peers that it chose were:

• Wells Fargo

• Bank of New York Mellon

• PNC Financial Services Group Inc

• Mitsubishi UFJ Financial Group Inc

• Truist Financial Corp

• Fifth Third Bancorp

• Regions Financial Corp

• M&T Bank Corp
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• Zions Bancorporation NA

Some of the peers that ChatGPT selected are correct such s Wells Fargo, PNC, Truist,

and Fifth Third. However, banks such as Citibank and Bank of America, which are in

the original data given to ChatGPT and are large banks, meaning that they are direct

competitors to JPM, were not included in ChatGPT’s peer list. Upon visual inspection of

the data, we also notice that the majority (see Figure 3.15) are not reasonable amounts.

Of the 24 records that ChatGPT generated, only seven have positive numbers in all fields,

which using the criteria set out in Section 3.3.3.1 means that the data for the remaining 17

is not valid, as the record includes negative numbers for one or more of the four financial

metrics that ChatGPT used to generate the synthetic data. Using the fourth record as an

example, and keeping in mind that the data passed to ChatGPT is in millions (’000,000),

this would mean that JPM had negative net interest income of 13.5 billion and had negative

assets of just over 35 billion, which is not reasonable.

Figure 3.15: Visual Inspection of synthetic JPM data showing a lot of unlikely negative
values.

Based on this, we asked ChatGPT to graph the distributions (see Figure 3.16) of Net

Interest Income for the input file and its generated synthetic data to determine if the data

that ChatGPT generated really did exhibit the same distribution as it claimed it would.

Unsurprisingly, we find that the distributions are not the same. The shape of the distribu-

tions is di↵erent in that the original data (shown in blue) is skewed whereas the synthetic
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Figure 3.16: Distributions of Net Interest Income where the original data is shown in blue
and the synthetic data is shown in red.

data appears more uniform. The range and spread are di↵erent in that the minimum and

maximum values for the original data (shown in blue) are all positive which is not the case

for the synthetic data (shown in red) where the majority of the data is negative. There is also

a wider spread of the synthetic data (red) compared to the original data (blue). Finally, the

central tendency for the original data (blue) is bimodal with two distinct peaks, whereas the

synthetic data (red) has a peak that is less defined than the original data (blue). Therefore,

the synthetic data does not appear to replicate the statistical distribution of the original

data for Net Interest Income, and are therefore not statistically similar, even though Chat-

GPT originally indicated that the synthetic data that it generated was, in fact, statistically

similar.

3.3.3.7 Synthetic Minority Oversampling Technique

In reviewing the literature, we could not find any discussion of the minimum number of

records that SMOTE could viably generate synthetic data for. We did find one github post

that indicated that each class had to have at least 2 records (or instances) [173]. We tested

this comment using Washington Federal (ticker WAFD) which had 36 records, 10 of which
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were label 2 and 1 was label 3, with the remainder (25) label 1. When we tried to SMOTE36

the minority classes (labels 2 and 3), it raised an error for label 3 which only had one record.

When we added an extra record to class 3 (meaning that there were two samples), we were

able to run the algorithm. The intuition behind this is that in order to create the synthetic

data, the minority class points have to have a nearest neighbour, as illustrated in Figure 2.4,

to use the line between the feature vector and its nearest neighbour to create a synthetic

data point. However, we also recognize that the number of records needed to create quality

synthetic data will be influenced by more than just the number of samples in a class being

2 or more, as discussed in Section 3.1.

SMOTE can be used in binary and multi-class scenarios. In either case, the majority

class will be used to determine the number of synthetic records that must be generated for

the other class(es). In using SMOTE for our dataset, we found that, of all the algorithms,

it provided the best synthetic data based on a visual inspection, but also in the downstream

task (discussed below in Section 3.3.4). However, when we wanted to generate synthetic

records for a specific bank (rather than the dataset as a whole), SMOTE struggled either

because there were too few records in the minority class(es) or because there were limited

records for the bank of interest. To address this challenge, we devised Peer Augmentation.

Augmentation with the Help of Peers

We borrow the idea of sca↵olding from engineering, construction, and information mod-

elling as inspiration on how to tackle data constraints. Sca↵olding is a temporary structure

that assists in a task [168]. For example, sca↵olding on the side of a building is used to

“assist mainly in the placement of bulk materials” [168]. Once the building is finished, the

sca↵olding is torn down, leaving only the building. In a similar fashion, we use peers to

provide that sca↵old for the dataset. If a dataset is too small or does not have su�cient

features in its own data to be useful to a task, the data of peers can be used as an initial

sca↵old to augment the dataset before it is passed to the generative algorithm.

Figure 3.17 shows the process of peer augmentation. Depending on the researchers’

situation, peers may be new data that is yet to be retrieved, or it can be from within a larger

dataset. Our experiments use the latter scenario, meaning that the peers will be selected

from the existing dataset of 3, 207 records. A critical component of this process is the peer

36We purposely use “SMOTE” as a verb here to follow the Chawla et al. for when the algorithm is used
with data [52].
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selection process, as peers must be representative of the company’s data. This means that

the peer group’s financial features should be closely resembling those of the company. If

the resemblance parameters are too tight, then the resulting peer group will be too small

to be of use to the augmentation process.37 If the resemblance parameters are too lax, then

the resulting peer group contains companies that are not truly peers and more like outliers.

This distorts the distributions of the original data, as well as the resulting synthetic data.

Therefore, peers must be carefully selected.

Using JPM as the target company38, we used Random Forest to classify the original (un-

augmented) dataset to determine the top two features in its classification and used those

to determine peers. The Random Forest classifier indicated that Net Interest Income and

Total Liabilities were the top two features in the classification of the original dataset. These

two features give equal representation to both FS as Net Interest Income is from the IS and

Total Liabilities is from the BS. For those two features, we used a “max-min’ approach in

that we determined maximum and minimum values for each feature, and then extended the

range (top and bottom) by 5%. For example, if the range was $1, 000 – $10, 000 then the

range extended by 5% was $950 to $10, 500.39 A hierarchical approach was taken and we

started with Net Interest Income as this was the highest ranking feature, and then when the

peers had been selected for Net Interest Income, we then refined the peer list based on the

range for Total Liabilities, the second ranked feature.

Again, continuing with Figure 3.17, once the peers have been selected, the target com-

pany (bank) and its peers are passed to the algorithm to be used as the basis for synthetic

generation. After the synthetic data is created, a visual inspection is performed to iden-

tify any anomalous or duplicate records, which are discarded or addressed. The remaining

synthetic data is preserved, the peers are stripped out, and the data is added to the target

company dataset. The process repeats until the researcher has determined the dataset is

su�ciently large for their task or research question.

37In initial tests, the resemblance parameters were too tight, returning only the bank of interest with no
peers.

38We also tried this procedure for five other companies: BAFN, CATY, EQBK, EWBC, and HMST, and
achieved similar results

39The extended minimum range was calculated as 1, 000⇥ 95%; the extended maximum range was calcu-
lated as 10, 000⇥ 105%. This process is similar to that depicted in Figure 3.4.
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Figure 3.17: Peer augmentation process. A target company’s peers are used to provide
training data for the augmentation model. Once the synthetic samples are generated, peer
data is stripped out, leaving only the synthetic samples for the target company.
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3.3.4 Evaluation Using a Downstream Task

As there are no widely accepted methods for evaluating the quality of synthetic tabular

data, downstream tasks are often used as an evaluation proxy. For our downstream task,

we chose classification, and used accuracy (the most common metric, based on our review

of the literature) as our metric. The initial data as well as the synthetic data was labelled

into three classes using the cash ratio (see Section 3.3.2.2). Classification was done using

the following standard algorithms: Näıve Bayes (NB), Random Forest (RF), Support Vector

Machines (SVM), Logistic Regression (LR), and a Convolutional Neural Network (CNN).

Each is briefly discussed below:

• NB: Näıve Bayes is based on Bayes’ Theorem: P (A|B) = P (B|A)⇤P (A)
P (B) , where P is

the probability, A and B are both events, and P (A|B) is event A is conditional on

other event, B. The Näıveté is introduced in making the assumption that all of the

features are independent of each other which not only simplifies the learning, but also

makes this algorithm very competitive against other classification algorithms [267]. In

practice, NB is often used to provide a “baseline” for other algorithms to be compared

against.

• RF: a tree-structured classification algorithm where each tree votes for the most pop-

ular class at input x. This algorithm is formally defined as h(x,⇥k), k = 1, ... where

⇥k are “independently identically distributed random vectors” [22].40

• SVM: input vectors are mapped to a high-dimensional feature space which are then

separated by an optimal separation hyperplane. The maximized margin is the space

between the optimal separation hyperplane and the closest points to either side of the

hyperplane (positive and negative). These closest points are known as support vectors.

The larger the separation, the better classification. The hyperplane is formally defined

as (w · x) � b = 0 with the optimal hyperplane as (w · xi) � b � 1 if yi = 1 and

(w · xi)� b  �1 if yi = �1, where w is the weight vector, x is the input vector, and b

is the bias [330]

• LR: This model classifies based on a set of predictive features [150]. Logistic regression

is binary as the predicted value is restricted to two classes. For our research, we

40If RF is used for regression tasks, then the results from the decision trees are averaged [152].
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use multinomial logistic regression as we have three classes. The multinomial logistic

classification model with k classes is formally defined as ŷ(k) = ⇥k
0 + ⇥k

1x1 + ⇥k
2x2 +

.... + ⇥k
nxn, where k is the number of classes, ŷ(k) is the log odds of predicting the

observation belongs to class k, and ⇥k
0 + ⇥k

1x1 + ⇥k
2x2 + .... + ⇥k

nxn are the model’s

parameters which are estimated from the model’s data for class k. The softmax function

would then be applied to convert the log odds calculated in the equation provided into

probabilities [24].41

• CNN: A Convolutional Neural Network is a “network architecture that learns directly

from data” and uses an input and output layer, as well layers such as the convolutional,

pooling and activation layers in the hidden layers [180, 204, 151]. A layer of the CNN

can be formally defined as y = f(Wx + b) where y is the output, f is the activation

function, W is the convolution matrix for the input x, and b is the bias [165].

We tested these algorithms under three separate conditions:

1. “Original Only” indicates that only original data (i.e., ground truth data taken from

the company’s audit FS) was passed to the algorithm, with a train-test split of 80:20

used.

2. “Synthetic Only” indicates that only synthetic data (i.e., outputted data from the

various generation algorithms — CTGAN, VAE, ChatGPT, and SMOTE) was passed

to the algorithm, with a train-test split of 80:20 used.

3. “Combo Data” — indicates that combination data (i.e., ground truth and synthetic

data) was combined and shu✏ed, passed to the algorithm, with a train-test split of

80:20 used.

All of the synthetic data was passed to the classifiers, even if, based on a visual inspection, we

had determined it contained invalid data. In our paper “Don’t Blindly Use Data: Towards

a Data Statement for Computational Financial Research”42 we argued that the veracity of

41While linear regression is also a “standard” machine learning, the values that it predicts are continu-
ous rather than probabilistic. Therefore, linear regression would not be appropriate for our classification
task [346, 321].

42This paper was accepted and presented at the the First Workshop on Responsible AI and Data Ethics
(RAIDE 2022) at the IEEE International Conference on Big Data
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the dataset is a critical component to research otherwise the applicability of the results are

questionable [311].

The results from the downstream task can be found in Table 3.5. Recalling that only the

SMOTE (and peer SMOTE) data passed visual inspection, the increase in the results for the

other algorithms (TGAN, CTGAN, VAE, and ChatGPT) is concerning. The increase in the

performance of the classification (from the original data to the combination of original data

and the synthetic data) shows an improvement in the classification model’s performance,

which is correct. But, from a rational and reasonable point of view, the increase makes

no sense, given that some of the data is fundamentally wrong. There are several possible

explanations for this behaviour. Firstly, we selected the cash ratio to label the FS, as we

believed that, given the limited information in the FS themselves (i.e., without any additional

notes or context provided from the bank), this ratio would be indicative of the financial

“stability” of a bank. We also tried other bases for the labels such as Net Income and Total

Assets, but those values do not capture the absolute liquidity of a bank to cover unexpected

demands on cash [88] — a position that Silicon Valley Bank found itself in and contributed

to its demise. Based on testing, the cash ratio proved to be the best method that we found.

We also note that, to the best of our knowledge, FS have not been previously labelled for this

type of task, so we could not draw on the guidance of the literature in making our decisions

on how to best label the FS. Secondly, the classifier is learning to predict the label, not

the veracity of the FS. In many respects, these are two very di↵erent, but invariably linked

tasks, resting squarely on the garbage-in-garbage-out principle. Here, we demonstrate that

with problematic data come problematic results. And finally, these results firmly underscore

the criticality of the data — a researcher must understand what is actually in the data,

where its biases may be manifesting or hiding, and how that data could be influencing the

results. We passed the problematic data to the classifiers, with full knowledge of what the

issues were with that data. The results demonstrate how research can still provide good (or

better) results even if the dataset is not carefully and appropriately considered. These types

of misleading results demonstrate just how much the dataset informs the selection of the

algorithms and models, as well as the results themselves.

The SMOTE data, which passed the initial visual inspection, shows improvements be-

tween the original data for NB and RF, but decreases for SVM, LR, and CNN. For SVM,

due to computational cost, we were forced to use the RBF kernel, which may not be the
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best choice for the data. We did try using the Linear kernel, but the amount of time that

it took to run was very long. Over 15 di↵erent iterations of the data, this quickly became

impractical. However, this impracticality may suggest that the combination data may not

be well-suited to methods that create linear boundaries — such as SVM or LR. It was no

surprise that the CNN results were poorer, given that Deep Learning requires a lot of data

to learn and the size of the dataset (after augmentation) was only 6, 414 records, which by

Deep Learning standards, is still very small.

For the SMOTE with peer augmentation, the results show that this method of sca↵olding

can work well for small datasets. This is particularly supported by the increase in the results

for the CNN which improved from 0.062 to 0.425, when comparing the original data to the

combination data, understanding that improvement is still needed as the combination data

results are still less than chance. With the exception of SVM, the rest of the algorithms

show increases in the classification accuracy with the use of the synthetic data. While SVM

did not show an increase in the results, it did not show a decrease either, which is important

to note. Given the challenge with the kernel, discussed above, it may be that the results

would be di↵erent using the Linear kernel.

3.3.5 Conclusion, Limitations, and Future Work

In this project, we have evaluated contemporary generative algorithms for the purpose of

augmenting financial statement data — a task which, to the best of our knowledge, has never

been done before in the domain of academia. We found that between TGAN, CTGAN, VAE,

ChatGPT, and SMOTE that only SMOTE (and peer augmented SMOTE) produced valid

synthetic data. We also demonstrated the importance of validating the synthetic data prior

to use in a downstream task as invalid data can still contribute to improved results. The

SMOTE results for NB and RF showed solid improvements between the classification for the

original data and the SMOTED combination data. We also found that when datasets were

small, well-chosen peers provided a good sca↵old to augment the original size before using

SMOTE.

Like the previous project, the main limitation that we encountered was the size of the

dataset, which we addressed with peer sca↵olding. However, to use Deep Learning, a more

robust approach to sca↵olding will be needed to improve the results to something greater
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than chance. We also raise a potential limitation in the use of the cash ratio used to label

the FS. To the best of our knowledge, this is the first time in the literature that the FS have

been labelled. This gap in the literature has an important implication as we were unable to

use the guidance of other researchers. While our research helps to address this gap, it may

be that another approach to labelling the data would have been more appropriate. Finally,

we enacted a self-imposed limitation by focusing only on the BS and IS, but those are only

two of the four main FS. Therefore, as part of future work, we plan to expand our research

to also include the Statement of Cash Flows and the Statement of Retained Earnings. We

also plan to expand our downstream testing to determine if there is a better approach to

labelling the FS.



74

NB RF SVM⇤ LR CNN
Original Only 0.596 0.654 0.581 0.603 0.638
TGAN
Synthetic Only 0.586 0.600 0.591 0.602 0.585
Combo Data 0.595 0.653 0.589 0.564 0.500
CTGAN
Synthetic Only 0.581 0.584 0.400 0.550 0.481
Combo Data 0.596 0.695 0.553 0.432 0.581
VAE
Synthetic Only 0.333 0.500 0.500 0.500 0.432
Combo Data 0.589 0.617 0.569 0.568 0.579
ChatGPT
Synthetic Only 0.635 0.601 0.637 0.457 0.638
Combo Data 0.643 0.615 0.718 0.731 0.661
SMOTE
Synthetic Only 0.441 0.693 0.543 0.477 0.361
Combo Data 0.722 0.724 0.547 0.537 0.428

SMOTE with Peers⇤⇤
Original Only 0.818 0.800 0.900 0.900 0.062
Original with Peers 0.923 0.778 0.920 0.888 0.094
Synthetic Only 0.902 0.782 0.889 0.824 0.273
Combo Data 0.960 0.960 0.900 0.980 0.425

Table 3.5: Classification Results For Each Generation Algorithm Using Näıve Bayes, Random
Forest, Support Vector Machines, Logistic Regression, and Convolutional Neural Networks.

⇤ For SVM, we experimented with three kernels: linear, RBF, and Sigmoid. The best fit for
the data was the RBF kernel. Linear did return some promising results, but the
computational cost was very high (time-wise) and outweighed the use of the RBF kernel.
⇤⇤ The results provided for SMOTE with Peers are the averaged results from the companies
tested. See Section 3.3.3.7 for details on companies tested.



Chapter 4

Augmentation of Textual Financial Data

4.1 Chapter Introduction

In the case of financial statements and the vast majority of financial reports, textual data

is needed to contextualize the tabular values. In this chapter, we turn to generating textual

data for the synthetic data generated in the previous chapter. However, before we can

pass tabular data to ChatGPT for textual generation, we need to first evaluate how well

ChatGPT is generating synthetic text for the financial domain. Doing this will help us

establish our expectations for textual generation of the tabular data as well as understand

where ChatGPT is in its evolution for the financial domain. Taking this approach contributes

to the literature in several important ways. First, we provide benchmarking of ChatGPT

that starts in the early days after its release and uses models that have since been retired

(even though it is only just over 1-year old at the time of this writing) as well as current

models. We benchmark across several tasks common to the accounting and finance domain

— financial summary data, financial statement note disclosures, and financial literacy. And

second, we engage ChatGPT in a generation task for the synthetic tabular data (created in

the previous chapter) for which there is no ground-truth, and use a quasi-ground truth to

evaluate against. To the best of our knowledge, we are the first to undertake all of these

tasks, and the first to use quasi-ground truth as our comparator. We conduct our research

over four projects (Projects 3, 4, 5, and 6) which, together, foreshadow the last project in

the next chapter — the need for company authorship attribution.

In the interests of full disclosure and responsible use of AI, it should be noted that

ChatGPT was used to generate text for comparative purposes only and was considered and

used as a “data source” in the context of the research presented in this chapter. ChatGPT

did not aid in the formulation of the research problems, the research itself, or in the writing.

75
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4.2 Project 3: Fine-Tuning GPT-3 for Financial Summary Data

4.2.1 Introduction

At the time of this research, ChatGPT was relatively new. The options for fine-tuning GPT-

3 were limited to ada, babbage, curie, and davinci — all first GPT-3 fine-tunable generation

models. These models were retired on January 4, 2024, meaning that unless work was done

on these legacy models while they were available, researchers cannot go back in order to

create benchmarks. This is why benchmarking at the time the research is conducted is so

valuable to research and to knowledge. The purpose of this experiment was to examine to

what extent GPT-3 (using the davinci model) needed to be fine-tuned trained in order to

increase the quality and similarity of its output for financial text. To do this, we evaluated

ChatGPT against ground truth-text (human-written financial text) to determine similarity

using Cosine Similarity, readability using the Flesch Reading Ease score, as well as sentiment

using FinBERT.

4.2.2 Methodology

4.2.2.1 Dataset

It has been our experience that researchers in the computational financial domain do not

often share datasets, even if they may indicate in a journal or publication that data is

available upon request [310]. While there are some publicly available datasets, none matched

our needs — we theorized that this is a common issue in the computational financial domain

which leads researchers to create custom datasets for their research questions or tasks [310].

Therefore, for the research we present here, we have constructed a unique dataset to conduct

our research using both human-written financial reports and text from ChatGPT.

We chose 5 large US national commercial banks to form the basis of our dataset. Banks

selected were:

• JPMorgan Chase & Co (JPM)

• Bank of New York Mellon (BNY)

• Citigroup (Citi)
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• Bank of America (BOA)

• Wells Fargo (WF)

To construct the human-written text dataset, the company’s annual reports were either

downloaded from each bank’s website or from www.annualreports.com. Once downloaded,

information was parsed out of the Financial Summary section of the annual reports to

capture metrics such as Net Income, Net Interest Income, Total Book Value Per Share,

Credit Losses, and Non-GAAP measures.1 Table 4.1 provides information on how many

prompt and completion pairs were used for fine-tune training for each bank. There are no

regulations dictating what information must be presented in the Financial Summary section

of the annual report. Therefore, there is some variation of what metrics were discussed year-

over-year.2 To keep the prompt and completion pairs consistent, the same information was

parsed from each report, meaning that if a bank discussed a particular measure in years 1

and 3, but not in year 2, for example, a prompt and completion pair was not captured for

year 2. Thus, some banks have more prompt and completion pairs than others.

From this set of pairs, we created six datasets to be used for fine-tune training: one for

each bank and then one large dataset that included all 439 prompt and completion pairs

which we termed “aggregated”. The purpose of taking this approach for the data was so

that we would be able to determine if each bank needed to be individually fine-tune trained

to improve the base model’s performance, or if an aggregated dataset could be used instead.

Bank # of Pairs
JPMorgan Chase 116
Bank of New York 105

Citibank 95
Bank of America 42

Wells Fargo 81
Total 439

Table 4.1: Fine-Tuning Prompt and Completion Pairs

1Non-GAAP measures are alternative metrics that do not conform to the Generally Accepted Accounting
Principles (GAAP). Companies are allowed to use non-GAAP measures as long as they provide a reconcili-
ation to the nearest GAAP measure.

2Some companies will provide a table to showcase the values in the financial summary, while others will
provide a more textual summary, or flip between methods from one year to the next. That means that there
will not necessarily be a textual passage related to these measures in each year’s annual report.
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The prompt and completion pairs were initially inputted into a csv file and then formatted

into the required JSONL3 format using EasyGPT [82]. In the JSONL, all prompts require a

prompt su�x to indicate where the prompt ends (we used ###) as well as a stop sequence

(we used “STOP”). OpenAI also recommends that a space be put between the prompt su�x

and the completion; this was also added.

Following OpenAI’s best practices, the prompts were designed to be specific and con-

textual [289], but in order to mimic what an “average” financial user would likely input to

GPT, we were less descriptive about the desired output. For example, one of the fine-tune

training prompts for Bank of America was “How did Noninterest income change for BOA

between 2020 and 2021?”. Here, the measure (Noninterest income) is specified, as well as

the years (2020 and 2021), but the desired output format or length (such as text only with

a maximum length of 20 words, for example) was not specified. We believe that this is more

likely reflective of a prompt that the average financial user would input.

4.2.2.2 Fine-Tune Training Model Selection

The four models available at the time for fine-tune training were ada, babbage, curie, and

davinci, ranging in speed, price, and capability. The default model was davinci, as it was

the most capable model at the time. Each is briefly discussed below [318].

• ada - lowest cost, fastest running model. Does not handle nuanced text well. Needs

considerable context for improving its performance.

• babbage - more capable than ada but does not always perform well. Well suited for

tasks such as ranking and semantic search.

• curie - even more capable than ada or babbage. Balances speed and power, and can

handle more nuanced text and tasks (e.g., sentiment and question-answer).

• davinci - the most capable model. Can understand and interpret the intent of text.

We selected the davinci model as it met our needs the best as it combined capability

as well as the ability to understand (interpret) the intent of text. Given that financial text

3A JSONL, or JSON Lines, is a storage structure which will process the document one line at a record
at a time [334]. It is the required format by OpenAI [235].
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can be di�cult to read and interpret, we believed that this model was the best option for

our research. For evaluation, we compared the davinci base model against fine-tune trained

models — one for each bank and one for the aggregate.

4.2.2.3 Cosine Similarity

We used Cosine similarity as it is the standard similarity measure for Information Retrieval.

It is based on the word array vector representations of the texts and the cosine value of these

two vectors [145, 333]. An important aspect of Cosine similarity that is particularly useful in

our case is that text length is not a limiting factor and is therefore an appropriate measure for

similarity of texts of di↵erent lengths [145]. The Cosine similarity formula between vectors

x and y is given in Equation 4.1.

Cosine(x, y) =
x · y

|x| · |y|
(4.1)

A threshold using an alpha (↵) of 0.8 was used, where 0  ↵  1, following thresholds

established in the literature for similar tasks [257, 292].

4.2.2.4 Prompt Sample Selection

To test both the base model and the fine-tuned models, 10 prompts were randomly selected

from each bank’s prompt and completion pairs set, as well as from the aggregated set. This

gave us 60 prompts in total that were used for testing — 10 for each of the 5 banks, as

well as an additional 10 from the aggregate list. To mitigate the e↵ects of any duplicate

prompts between each individual bank’s prompt list and the aggregate, models were created

and tested separately for each each bank as well as the aggregate.

4.2.2.5 Sentiment Analysis

There is already a considerable body of literature on sentiment analysis. However, as research

broadens and deepens across domains, we are better able to understand and see the e↵ects

of text sentiment. Never before has this been more critical now that AI is generating text.

Research was conducted that studied the e↵ects of linking human-authored text to market

outcomes, and indicated that in order for companies to be successful in their corporate



80

messaging, they need to re-frame how they talk about their business, with particular focus

on their financial communication [46]; The initial pioneers of financial sentiment have been

saying the same thing for over a decade [132, 192]. Now that AI has the ability to generate

text on our behalf, it is important to evaluate how the sentiment changes, particularly

given the aspect of corporate messaging management. To evaluate sentiment, we have used

FinBERT [13] using the FinBERT library on Hugging Face [80]. FinBERT is a domain

specific Bidirectional Encoder Representations from Transformers (BERT) that is trained

on a large financial domain corpus and fine-tuned trained on the financial phrasebank [199].

4.2.2.6 Flesch Reading Ease Score

A chief complaint in the literature is that financial text is di�cult to read (e.g. [193, 216,

57, 58]). We note that the Gunning Fog readability index (scores range from 0 to 20 to

determine the grade level needed to read the passage of text [263]) is also very prominent in

the research. In our review of the literature, there appears to be two distinct (virtually equal)

“camps” — those who use Flesch Reading Ease Score (FRE) and those who use Gunning

Fog. Both formulas consider syllables as part of their formula, but Gunning Fog specifically

identifies and uses complex words (i.e., words that have three syllables or more) [7] in its

formula, whereas the FRE does not. The word “liability” is five syllables, and would be

considered a complex word, even though it is a relatively straightforward financial term.

The financial term “capitalization”, however, is six syllables, and is a very complex term

that has a specific meaning in accounting and a very di↵erent specific meaning in finance.

Under Gunning Fog (unlike FRE), liability and capitalization would be treated equally, even

though they represent two very di↵erent readability challenges. Therefore, we decided to use

FRE over Gunning Fog, following prominent research done in the literature on the readability

of the annual report [57] and for the domain of accounting [303].

Readability of the documents is calculated using the spaCy Readability library [212].

This library provides the readability scores for Flesch-Kincaid Grade Level, Flesch Reading

Ease, and Dale-Chall. The Grade Level test focuses on the grade level needed in order to

read the text. The purpose of our analysis is to examine how di�cult the financial disclosures

are for adults. Therefore, grade level is not within the scope of our research. Dale-Chall

incorporates the percentage of di�cult words in a sentence, along with the average length of

the sentence [179]. As financial disclosures are not general text, we believe that this measure
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Figure 4.1: Flesch Reading Ease Scoring showing that 60 is the threshold between easy to
read and hard to read.

would be biased, given the complexity of the subject matter.

The FRE scoring (see Figure 4.1) starts at 100 (very easy to read) and decreases as the

text becomes more di�cult; 60 is the threshold that divides easy to read and di�cult to

read [218]. Our focus was on texts which scored below 60, as that indicates that the text is

no longer easy to read [218]. Texts that are below 50 are assessed as “university level”, and

those below 30 are considered only readable by university graduates [218]. Given that some

very well-known and successful entrepreneurs have no university degree (e.g. Bill Gates,

Mark Zuckerberg, Steve Jobs, and Richard Branson [332]), we expanded this interpretation

to indicate that scores below 50 are business entry-level, and scores below 30 are business

professional-level, where professionals have several years of experience.

For both research experiments, we were interested in determining if ChatGPT increases

the readability of financial text, with special attention paid to any ChatGPT-generated text

that meets or exceeds the 60 threshold. For example, if Bank A’s human-authored explana-

tion for revenue scores 45 (using the FRE) and ChatGPT’s score for the same explanation

is 52, then this shows that using ChatGPT has improved readability (provided that Chat-

GPT’s explanation is correct). If, however, ChatGPT’s score is 60 (or above) for the same

text (again assuming the explanation is correct), then that is of particular interest as it has
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moved the text score from being di�cult to read to easy to read, thereby making it accessible

to a much larger group of users.

The equation for the Flesch Reading Ease (FRE) score is as follows:

FRE = 206.835� 1.1015⇥
total words

total sentences
� 84.6⇥

total syllables

total words
(4.2)

4.2.2.7 Statistical Significance Tests

As our data was non-parametric, we used Wilcoxon Signed Rank (WSR) to evaluate if the

change in Cosine Similarity and Readability were statistically significant. In addition to the

non-parametric requirement, WSR should be used when the “same subjects are evaluated

under two di↵erent conditions” [280]. For our research, the same prompts and banks are

being used between models (or conditions), meaning that WSR is the appropriate statisti-

cal measure. WSR was used to test statistical significance for both Cosine Similarity and

Readability. For each, the null hypothesis was that there was no di↵erence in the medians

of the populations whereas under the alternative hypothesis, there was a di↵erence. WSR

was used to evaluate the following experiments:

1. Cosine Similarity between the human-authored text and the davinci base model, as

well as the human-authored text and the fine-tune trained models. This was done for

both the aggregate and each bank’s model.

2. Flesch Reading Ease Score between the human-authored text and the davinci base

model and the aggregated fine-tune trained models for each bank.

3. Flesch Reading Ease Scores comparing the davinci base model and fine-tune models

for the aggregate and each bank’s models.

As the human-authored text is “ground-truth” in all situations and comes from the published

annual reports, no statistical evaluation of human vs. human text was done.
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4.2.3 Experiments

4.2.3.1 Base Model Testing

Before conducting any fine-tuning, we tested the base model using the 60 sample prompts

discussed in section 4.2.2.4, and passed them to the davinci model using OpenAI’s GPT-3

playground [238]. The resulting texts were then individually captured in plain text files4 to

create the baseline dataset.

4.2.3.2 Fine-Tune Training

The davinci model was fine-tune trained using a total of 439 prompt and completion pairs.

The “ground-truth” text was gathered from the Financial Summary section of each bank’s

annual report, as discussed above in section 3.1.

Fine-tune training was done in stages in order to capture the di↵erent nuances of the

training. To begin, the davinci base model was fine-tuned for each bank separately. This

resulted in 5 davinci models — one for each bank. This was done to test how each bank’s

fine-tuned model a↵ected the text generation for each specific bank. Fine-tuning was also

done for the aggregate.

4.2.4 Results and Discussion

Overall, fine-tune training shows an increase in the Cosine Similarity scores for all models

(i.e., for each individual bank’s model as well as the aggregate model). However, when

comparing the ground-truth text to the ChatGPT-generated text, we find that the Cosine

Similarity is low when compared to the 0.8 threshold (see Section 4.2.2.3 for information on

the threshold). Table 4.2 provides the high-level results.

There is an increase in the mean of the Cosine Similarity results from 0.269 (base model)

to 0.504 (fine-tuned model) when using the aggregate model. This supports that aggregate

fine-tune training containing prompt and completion pairs across banks, rather than just

for one specific bank, can be used for fine-tune training. However, the larger gains are seen

when the fine-tune training is done on a “per bank” basis, as the Cosine mean increases

from 0.293 (base model) to 0.587 (fine-tune trained) overall when all banks are totalled. On

4UTF-8 encoding was used for each text file.
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Table 4.2: Cosine Similarity Results

Min Max Mean Std Dev
Agg-Base 0.070 0.543 0.269 0.159
Agg-FT 0.134 0.921 0.504 0.230

JPM-Base 0.088 0.515 0.231 0.138
JPM-FT 0.030 0.918 0.518 0.323
BNY-Base 0.135 0.409 0.298 0.100
BNY-FT 0.362 0.790 0.602 0.138
Citi-Base 0.0074 0.589 0.318 0.158
Citi-FT 0.268 0.856 0.581 0.211

BOA-Base 0.108 0.460 0.341 0.112
BOA-FT 0.194 0.989 0.613 0.206
WF-Base 0.109 0.434 0.277 0.108
WF-FT 0.207 0.927 0.620 0.237

Per-Bank Total-Base 0.074 0.589 0.293 0.132
Per-Bank Total-FT 0.030 0.989 0.587 0.238

Note: “FT” denotes the fine-tuned models.

a “per-bank” basis, all of the means increased with fine-tuning, shown in Table 4.2. The

largest increase was found for BNY. Bold font has been used to point out the means for the

aggregated models, the total of the “per-bank” models, and BNY. Therefore, we conclude

that, for our dataset, the better approach is to fine-tune train on a “per-bank” basis, rather

than using an aggregate model.

When comparing the Cosine Similarity Scores to the benchmark of 0.8 (discussed in

Section 4.2.2.3), we find that while none of the base model texts meet the threshold, seven

of the fine-tune trained scores exceed 0.8. Of those seven, three are for WF, two are for

JPM, and the aggregate and Citi both have one. This suggests that Wells Fargo’s texts are

easier for the GPT-3 davinci model to use for training than that of other banks. This may

be connected to the fine-tune training that brought WF’s sentiment much more inline with

the human-authored sentiment, as compared to the base model, which is discussed in more

detail below.

Although we followed previous work in identifying 0.8 as our threshold (discussed in

Section 4.2.2.3), we did a side-by-side comparison for several texts that were over 0.60.

Figures 4.2a and 4.2b shows one of these comparisons. In this case of the Citi side-by-sides,

the Cosine Similarity of the Citi text was 0.65, meaning that it would not have met the
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(a) Citigroup Human-Authored (b) Citigroup GPT-Generated

Figure 4.2: Side-by-Side comparison of text for Citigroup 2010

This figure shows a side-by-side comparison of the human-authored text and GPT-generated
text in response to the prompt “Discuss Citigroup’s net income applicable to common share-
holders and notable items for 2010”

.

threshold. However, in examining the text, we can see that there are a number of items

that GPT got right (highlighted in gray), namely net income, the net loss (although GPT

phrased it as “net income”, a negative net income is a net loss), net revenue was close (GPT

discussed net revenue, whereas Citigroup discusses net interest revenue), and finally, the

Smith Barney transaction (which was formerly called Morgan Stanley Smith Barney [220]).

This demonstrates that 0.8 may be too constrictive, and that going forward, we may want

to consider a slightly more relaxed benchmark.

In evaluating the statistical significance with WSR, there is a statistically significant

di↵erence (all have p-values less than 0.05) when comparing the medians of the Cosine

Similarity of human-authored and GPT-3 base with human-authored and GPT fine-Tuned,

for both the aggregate model and on a “per-bank” basis. The results can be found in

Table 4.3.

In all cases we reject the null hypothesis (no di↵erence in the medians of the populations

due to treatments) and accept the alternative hypothesis (that there is a di↵erence in the

medians of the populations) due to treatments. If the null hypothesis were not rejected, it

would mean that any di↵erences in the populations would be due to chance, rather than

the treatments (human vs. base and human vs. fine-tune). Therefore, as the results are

statistically significant, we can conclude that there are consistent, systematic di↵erences

between the two treatments, resulting in a change in the medians.
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P-Value Z-
statistic

Agg 0.0371 2.0846
JPM 0.0137 2.4658
BNY 0.0020 3.0973
Citi 0.0137 2.4658
BOA 0.0020 3.0973
WF 0.0020 3.0973

Table 4.3: Wilcoxon Signed Rank test for Cosine

Table 4.4 provides the results from the Wilcoxon Signed Rank tests for Readability. “FT”

denotes the fine-tuned models. Bold font indicates where there is a statistically significant

change between conditions. Results show that human vs. base GPT and base GPT vs.

fine-tuned GPT are statistically significant.

Comparisons P-Value Z-statistic
Human Vs. Base GPT < 0.01 3.6007

Human Vs. JPM-FT 0.5703 -0.5676
Human Vs. BNY-FT 0.6250 -0.4888
Human Vs. CITI-FT 0.8457 0.1946
Human Vs. BOA-FT 0.2500 0.3834
Human Vs. WF-FT 0.7695 -0.293

Base GPT Vs. GPT-FT < 0.01 -3.7165

Table 4.4: Wilcoxon Signed Rank test for Readability

In reviewing the results, in some cases ChatGPT is increasing the Readability, and in

others, decreasing it. If clear and accessible communication is a company goal, then if AI

(ChatGPT in this case) decreases the Readability scores, that raises two important questions:

(1) is there still an advantage to using AI to generate text; and (2) is the AI-generated text

capturing the correct message.

To answer the first question, this will depend on the company’s approach to communi-

cation. Many researchers have raised concerns regarding financial communication to share-

holders and the use of obfuscation (e.g. [70, 105, 191]), particularly when the company

faces tough times. While the SEC has a “plain English” requirement, which they define as
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“[using] words economically and at a level the audience can understand” [286], there is ob-

viously latitude that companies can take with this rule, while still abiding by it. Therefore,

it will be up to each company’s core values as to how they approach Readability.

The second question is more straightforward, but requires domain expertise to assess

whether the AI (ChatGPT in our research) is capturing the correct message. In looking

back to our Citigroup example in Figures 4.2a and 4.2b, there is a di↵erence in meaning

and intention between net interest revenue versus net revenue, while there is only a word

choice di↵erence between net loss and net income showing a loss. Although side-by-side

comparisons can be tedious and expensive, they do add value to the training process so we

can understand why our results are being positively and negatively impacted.

Results show that while the Cosine Similarity increases after fine-tune training, the Read-

ability scores decrease, which is concerning. This is also supported by the negative Z-statistic

in Table 4.4. This suggests that in fine-tune training, we are increasing complexity, which

decreases Readability and accessibility of the text. This will need to be further probed as

part of future work.

Finally, sentiment was evaluated using FinBERT to determine how the base model and

fine-tune training a↵ect the tone of the financial discussions. Table 4.5 shows the results of

the sentiment percentage scores for negative, neutral, and positive, for the di↵erent texts

(human-authored, base davinci, and fine-tuned (FT))

Table 4.5: Sentiment Breakdown And Variance

Neg % Neut % Pos %
Human 5.88 1.58 2.54
Base 2.04 4.57 3.39
FT 4.11 2.44 3.46
Total 1 1 1

Variance: Human to Base 3.84 -3.00 -0.84
Variance: Human to GPT-FT 1.77 -0.86 -0.92

With the exception of two fine-tunes (BNY and BOA), the overall sentiment variance

between human and base is bigger than human and fine-tuned. From a sentiment and

corporate messaging perspective, this shows the importance of fine-tune training, as it enables

the model to better capture the true sentiment of the ground-truth (human-authored) text.
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Figure 4.3: Sentiment Shifts Between Models For Wells Fargo

Sentiment shifts between models for Wells Fargo. On the far left, the ground-truth (human-
authored) sentiment is shown. The middle pie chart shows the sentiment of the davinci base
model, with the sentiment of the fine-tuned WF model on the far right.

Of the six models (aggregate, and five “per-bank”), Wells Fargo had the largest variance

between human and base versus human and fine-tuned. Figure 4.3 shows the progression

from the ground-truth (human-authored) to the fine-tuned model.

As can be seen in Figure 4.3, the negative sentiment experiences the biggest swings. In

the ground-truth, it is 59%, which decreases to a mere 20% with the ChatGPT-generated

text using the davinci base model. But, after fine-tune training, this is corrected and it

increases to 42%, which is much closer to the original 59% than the base model’s 20%.

Given the importance of sentiment to corporate communications, the sentiment aspect of

any AI text generation task should be considered, as sub-optimal messaging released to the

public can have important implications for any company.

Finally, we add our research to the body of literature that demonstrate that fine-tune

training does not always guarantee a good outcome. We find that GPT-3 behaves in erratic

and unexpected ways. As can be seen in Figure 4.4, after an experimental fine-tune training

run, GPT-3 returned a paragraph full of questions, rather than responding to the prompt

“Discuss the change in leadership between 2006 and 2007 for JPMorgan Chase”. We were

unable to replicate this type of response to help us determine why GPT-3 would have returned

a paragraph of questions. However, in examining the paragraph, it appears that this response

may be based on a textbook chapter entitled “Chapter 10: JPMORGAN CHASE & Co.

INTERNAL CONTROLS AND LEGAL RISKS”. Therefore, we theorize that our prompt is

close to or identical to that used for this textbook.

Another interesting quirk that we encountered was GPT-3 generating text in Thai in
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Figure 4.4: GPT-3’s output returning a
paragraph of questions.

Figure 4.5: GPT-3’s output in Thai.

response to an English prompt (See Figure 4.5). We can tell by the English words “(Non-

GAAP)” in the Thai sentence that the text is related to the financial domain. However,

we do not know if GPT-3 answered the prompt correctly or not, as we do not read Thai.

Again, we were not able to replicate this issue on subsequent training runs, and can o↵er no

plausible explanation for this output.

4.2.5 Conclusion and Future Work

Crafting and curating the 10-K report is a very time consuming job, and is very text-heavy.

It remains unclear, though, as to whether AI-generated text can (or should) be used without

human review [107], given the potential consequences and market e↵ects if incorrect financial

text is publicly released. However, our research has shown that with a little fine-tune training,

GPT-3 can be extremely useful to help draft such a laborious document.

In this research, we have provided an in-depth and thoughtful analysis of GPT-3’s abilities

to generate financial text for five major US banks. We focused on text gathered from

the Financial Summary section of the bank’s annual reports in order to benchmark GPT’s

performance using the base davinci model as well as fine-tuned trained models. We find

that while Cosine Similarity is stronger and the sentiment of the text is better emulated in

the fine-tune model text, Readability decreases. These results show an interesting trade-

o↵, where accessibility appears to su↵er for gains in similarity and sentiment. This has

important implications for research going forward, as more analysis is needed to determine

to what degree of trade-o↵ is acceptable in order to maximize the fidelity and e↵ectiveness

of AI-generated text. This research could also help provide additional characteristics to help

detect fraudulent generated text in real-time.
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As part of future work, we would like to expand our sample set to include banks from

Canada and Europe. We believe that this would provide insight into how the characteristics

of Similarity, Sentiment, and Readability all work together in fine-tune training models for

financial text. We also plan to further probe how AI-generated text increases complexity to

decrease Readability and accessibility.

4.2.6 Limitations and Ethical Considerations

There are some important limitations and impacts that should be kept in mind for this

research. First, while we used data gathered over 15 years, the number of banks that the

text was retrieved from was small (n = 5). Therefore, GPT-3’s ability to generate text may

be improved if a di↵erent set of banks was used. Also, OpenAI has not provided details

on the full extent of what GPT-3 was trained on. Therefore, it may be that banks in our

sample set were either included or excluded from GPT-3’s initial training. This could have

a material e↵ect on GPT-3’s fine-tuning, as some banks may have a better “starting point”

than others, depending on if they were included in davinci’s training or not.

4.3 Project 4: Using ChatGPT to Generate Financial Disclosure Notes

4.3.1 Introduction

The release of ChatGPT has raised both interest and concern over its human-like text gener-

ation. Given its utility and range of generation abilities, this type of tool would be very useful

in the creation of long regulatory documents such as the annual report for public companies,

which is, on average, 186 pages [128]. While ChatGPT is widely trained and has shown its

abilities to emulate styles and provide realistic answers to requests (with some error), this

tool is still in its infancy. As such, we anticipate that the e�cacy of this tool will evolve

over time. This progression is of interest to both the scientific and professional communities.

The purpose of this research is to examine and benchmark ChatGPT’s current ability to

generate the notes to the financial statements for public companies. This is important for

several reasons. Textual financial statement data is scarce and the utility of ChatGPT to

augment financial data should be evaluated. Also, ChatGPT’s ability to emulate could be

used to produce fraudulent or incorrect financial statement data, which may be di�cult to
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detect in time-sensitive situations. Therefore, the type of research and evaluation that we

have presented in this paper can help address these concerns.

To conduct this research, we chose two note disclosures from the Annual Report for

ChatGPT to generate for Canada’s five major banks over the period of 2019–2021. We find

that when ChatGPT’s text is compared to that of human authors, the similarity is very low,

with the highest at 0.42 for disclosure 1, and 0.32 for disclosure 2. We also find that not all

texts are easily identifiable as either human-authored or Artificial Intelligence (AI)-authored.

This was unexpected, but also revealed that there is more “boilerplate” text in the disclosure

notes than expected. Finally, results also show that Readability is significantly improved

at a statistical significance level of p < 0.05 for disclosure 1 when using ChatGPT. This

also opens up an interesting avenue of research on how AI tools like ChatGPT can be used

to help improve Readability in order to make complicated and di�cult financial text more

accessible to a wider population. This research was accepted, presented, and published as

part of the Proceedings for Canadian AI 2023.

4.3.2 Background

In Canada, public companies are required to use the International Financial Reporting Stan-

dards (IFRS) when preparing interim and annual financial statements [119]. A critical part

to the financial statements are the note disclosures, often referred to simply as “notes” (refer

to Figure 1.2 for more information). These disclosures provide critical additional informa-

tion about items recognized in the financial statements [50, 167], as well as those that are

not [148].5 Disclosures may be required by GAAP or other regulations, while other disclo-

sures may be provided by management to facilitate user understanding [148]; there is no

“one size fits all” approach to disclosures.6

5An example of an item that is disclosed but not recognized in the financial statements is a contingent asset
(IAS 37) when it is more likely than not that a cash inflow or benefit will be received. If considered virtually
certain, however, then it would be reported as an asset as it “is no longer considered to be contingent” [104].

6Per International Accounting Standard (IAS) 1, “[t]he notes must present information about the basis
of preparation of the financial statements and the specific accounting policies used, disclose any information
required by IFRS that is not presented elsewhere in the financial statements and, provide additional infor-
mation that is not presented elsewhere in the financial statements but is relevant to an understanding of any
of them” [72].



92

4.3.3 Methodology

4.3.3.1 Dataset

The Annual Reports (ARs) were gathered from the System for Electronic Document Analysis

and Retrieval (SEDAR)7 for three years over the period of 2019 – 2021 for Canada’s five

major banks:

• Royal Bank of Canada (RBC)

• Bank of Nova Scotia (BNS)

• Canadian Imperial Bank of Commerce (CIBC)

• TD Bank (TD)

• Bank of Montreal (BMO)

Using the listing of the notes to the financial statements, we selected two financial state-

ment note disclosures that the five banks had in common. We took this approach as many

disclosures are specific to the company’s financial statements and may be di↵erent to those

of another company. The note disclosures that were selected are: (1) Basis of Preparation

and (2) Subordinated Debt. Both are required note disclosures under IFRS, specifically

IAS 1 and IFRS 7 [72, 73]. They are referred to as “disclosure 1” and “disclosure 2”. For

reproducibility purposes, Table 1 provides where each of these note disclosures can be found

in each report. We also note that while disclosures may have a slightly di↵erent name

between companies (e.g. General Information (RBC [274]) versus Basis for Preparation

(CIBC [42])), the intent and information provided in the disclosures are substantially the

same. This naming di↵erence is also clearly outlined in Table 4.6.

The following questions were given to ChatGPT for generation:

For disclosure 1: “Write the <name of the disclosure> note disclosure for <insert

bank name here> for the <insert year> Annual Report.” As discussed above, there is

some variability in the name of this disclosure. For example, the Royal Bank uses “General

Information” while CIBC uses “Basis of Preparation”. To account for this variability in

7SEDAR is the o�cial regulatory filing repository for the Canadian Securities Administrators [44].
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Table 4.6: Disclosure References by Bank and Year

Disclosure Name Bank Year (Page)
1: General Information RBC 2019 (125), 2020 (132), 2021 (138)
1: Basis for Preparation CIBC 2019 (108), 2020 (114), 2021 (122)
1: Statement of Compliance BNS 2019 (148), 2020 (160), 2021 (158)
1: Nature of Operations TD 2019 (132), 2020 (137), 2021 (139)
1: Basis of Presentation BMO 2019 (142), 2020 (150), 2021 (151)
2: Subordinated Debentures RBC 2019 (190), 2020 (200), 2021 (205)
2: Subordinated Indebtedness CIBC 2019 (159), 2020 (162), 2021 (168)
2: Subordinated Debentures BNS 2019 (204), 2020 (213), 2021 (212)
2: Subordinated Notes & Debentures TD 2019 (188), 2020 (192), 2021 (188)
2: Subordinated Debt BMO 2019 (176), 2020 (183), 2021 (616)

naming convention, the proper names (and casings) found in the bank’s AR were used. We

did this to ensure that we queried ChatGPT using the most accurate information for the

question in relation to each bank.

As an example, the question for RBC for 2019 was: “Write the General Information note

disclosure for the Royal Bank of Canada for the 2019 Annual Report”, whereas the question

for CIBC for 2019 was “Write the Basis of Preparation note disclosure for the Canadian

Imperial Bank of Commerce for the 2019 Annual Report.”

For disclosure 2: “Write the note disclosure for <name of the note disclosure> for

<insert bank name here> <insert year here> Annual Report, including a table of the

debentures and any relevant footnotes.” We formulated the question this way as the note

disclosures in the annual report contain a table and footnotes. We tried asking the question

without mentioning the table and the footnotes, and ChatGPT would not include these

elements in its generation without specific direction to do so.

Like disclosure 1, there is some variability in the naming convention such as “Subordi-

nated Notes and Debentures” or “Subordinated Debt”, for example. And so we followed our

approach from disclosure 1 and used the name of the disclosure (and its casing) as it was

presented in the AR. As an example, the question for TD Bank for 2019 was “Write the note

disclosure for Subordinated Notes and Debentures for TD Bank’s 2019 Annual Report, includ-

ing a table of the debentures and any relevant footnotes.”, whereas the question for BMO

for 2019 was “Write the note disclosure for Subordinated debt for the Bank of Montreal’s
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2019 Annual Report, including a table of the debentures and any relevant footnotes.”

While querying ChatGPT for the tables may seem extraneous given that they were

ultimately removed (discussed below), we needed the tables to be generated in order to

capture the footnotes. Also, we wanted to ensure that we used the exact same protocol for

the human-authored text and the AI-generated text by ChatGPT in order to address any

concerns of bias in the question posed to ChatGPT as well as any concern that we were not

comparing truly “like” text.

The text of the note disclosures were then extracted from each report to be used for

evaluation purposes. Tables for disclosure 2 were removed from both the bank’s annual

report text, as well as ChatGPT’s text. Any footnotes, however, were retained, as any text

outside of the tables should be included.

To assess the original and generated texts, two measures of similarity were used (Cosine

and Jaccard); a stylometry analysis was conducted using Burrows’ Delta, and Readability

was evaluated using the Flesch Reading Ease Score (FRE).

4.3.3.2 Cosine Similarity

As Cosine Similarity is the standard for determining similarity in the domain of Informa-

tion Retrieval, we continued to use it in this project. Please see Section 4.2.2.3 above for

information on this metric.

4.3.3.3 Jaccard Similarity

Jaccard similarity is another well-known measure that evaluates the similarity of two sets,

U and V . Like Cosine Similarity between vectors with positive components (i.e., in the first

quadrant), the range of Jaccard similarity is between 0 and 1, where 0 indicates that there

is no overlap, and 1 indicates there is complete overlap. Therefore, if the result is closer to

0, it is said to be dissimilar, whereas results closer to 1 indicate a high similarity between

the sets [16, 333]. The formula for the Jaccard similarity is

Jaccard(U, V ) =
|U \ V |

|U [ V |
(4.3)
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4.3.3.4 Burrows’ Delta

Stylometry is the study of writing style where an author’s stylistic features which “includes

lexical, syntactic, content, structural, and idiosyncratic features” [69]. This is predicated

on the idea that no two authors will be exactly the same in the way that they use vocab-

ulary, write phrases, or use punctuation, for example [178]. The most common task that

stylometry has been applied to is authorship attribution [69, 222]. One of the main methods

in stylometry is Burrows’ Delta, which has been shown to be very e↵ective in authorship

attribution tasks — even across translations where it can distinctively identify the original

author from the translator [275]. Therefore, we follow the literature and use Burrows’ Delta

for our experiments.

To calculate the Delta, a Z-score statistic must first be calculated, shown in Equation 4.4.

Zi =
Ci � µi

�i
(4.4)

where zi is the z-score for feature i, Ci is the observed frequency for feature i, µi is the mean

of the means for feature i, and �i is the standard deviation for feature i [178]. The purpose

of the Z-statistic is to normalize the word frequencies so that the “mean for each word is

0 and the standard deviation is 1” [96]. This is an important step because as per Zipf’s

law [354, 355, 254], “The rth most frequent word has a frequency f(r) that scales according

to [Equation 4.5] for ↵ ⇡ 1”[251].8

f(r) /
1

r↵
(4.5)

where r is the frequency rank of the word, f(r) is the frequency of the word in the corpus,

and ↵ ⇡ 1 [251].

Therefore, the influence of the top-scoring words is reduced by first normalizing using the z-

score. Otherwise, “the distance would barely be influenced by anything but a few top-scoring

words”[96].

The Delta is then calculated, as seen in Equation 4.6.

8In a given corpus, the most frequent word appears approximately 2x as often as the second most frequent,
3x as often as the third most frequent word etc., as this will depend on the actual observed frequency of the
words in the corpus. Therefore, Zipf’s law “states frequencies proportionally” [251].
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�c =
X

i

��Zc(i) � Zt(i)

��
n

(4.6)

where c is the disputed document, i is the test document, Zc(i) is the Z-score of word fre-

quencies i in the disputed document, Zt(i) is the Z-score of the word frequencies of the test

document, and n is the most frequent words in the corpus to be used as features [178]. We

restrict n to the 30 most frequent words to be used as features, as we have determined,

through experimentation, that this is the least number of words that can be used to achieve

good results using Burrows’ Delta.

We note that previous research has raised the concern that the word frequency Z-scores

of Burrows’ Delta are calculated using Manhattan distance (i.e., “the sum of the absolute

di↵erences between the two vectors” [33]), it uses mean and standard deviation for nor-

malization, which would only make sense with a Gaussian distribution [14]. To address this

“mismatch” between distance and normalization, two fixes were suggested — to use a Lapla-

cian distribution (i.e., a symmetrical distribution which has a higher peak than a Gaussian

distribution [226]) when normalizing (which was termed Linear delta), or use Euclidean dis-

tance (i.e., “square root of the sum of the squared di↵erences between the two vectors” [33])

—rather than Manhattan — when normalizing (which was termed Quadratic delta) [14, 96].

However, related research found that a normal distribution (i.e. Gaussian) represented the

data much better for their English language corpus [96]. Given that our datasets are in

English, we continue to use the Delta as laid out by Burrows.

4.3.3.5 Flesch Reading Ease Score

For this research, we continue to use the FRE to assess Readability outlined in Section

4.2.2.6.

4.3.4 Experiments

Disclosures were grouped into disclosure 1 and disclosure 2 (as per Table 4.6), and any

indication of the text author (company) was removed from the documents. For ease of passing

the documents to the algorithm, documents were named as “disc1 text1”, “disc1 text2”,

. . . (for disclosure 1) and “disc2 text1”, “disc2 text2”, . . . (for disclosure 2). For each
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Table 4.7: Results for Cosine Similarity.

Bank, Year Human Vs. GPT Human YoY ChatGPT YoY Bank, Year Human Vs. GPT Human YoY ChatGPT YoY
Disclosure 1 Disclosure 2
RBC, 2019 0.23 N/A N/A RBC, 2019 0.30 N/A N/A
RBC, 2020 0.23 0.97 0.88 RBC, 2020 0.31 0.95 0.97
RBC, 2021 0.19 0.96 0.91 RBC, 2021 0.31 0.92 0.97
CIBC, 2019 0.31 N/A N/A CIBC, 2019 0.29 N/A N/A
CIBC, 2020 0.28 0.87 0.93 CIBC, 2020 0.28 0.94 0.99
CIBC, 2021 0.27 0.94 0.96 CIBC, 2021 0.29 0.94 0.99
BNS, 2019 0.42 N/A N/A BNS, 2019 0.29 N/A N/A
BNS, 2020 0.42 0.95 0.99 BNS, 2020 0.32 0.79 0.99
BNS, 2021 0.42 0.95 0.99 BNS, 2021 0.30 0.99 0.97
TD, 2019 0.40 N/A N/A TD, 2019 0.30 N/A N/A
TD, 2020 0.35 0.95 0.99 TD, 2020 0.32 0.79 0.99
TD, 2021 0.35 0.99 0.99 TD 2021 0.26 0.95 0.99
BMO, 2019 0.39 N/A N/A BMO, 2019 0.25 N/A N/A
BMO, 2020 0.40 0.98 0.99 BMO, 2020 0.25 0.94 0.99
BMO, 2021 0.40 0.99 0.99 BMO, 2021 0.26 0.95 0.99

Mean 0.34 0.96 0.96 Mean 0.29 0.90 0.98
Median 0.35 0.96 0.99 Median 0.29 0.94 0.99
Std Dev 0.08 0.03 0.04 Std Dev 0.02 0.10 0.01

disclosure, there were a total of 30 texts — 15 that were human-authored and 15 that were

generated by ChatGPT. Eight texts from each were randomly selected as the training set

and labelled as either “human” or “GPT”. The remaining 14 documents were then labelled

as “disputed” and made available for testing. Burrows’ Delta was used to identify the likely

author of the disputed documents. We randomly selected four test documents from the

disputed label (documents 22, 11, 1, and 30) for each disclosure and calculated the Delta for

each.

4.3.5 Results and Discussion

4.3.5.1 Cosine Similarity and Jaccard Similarity

The results of the Cosine Similarity and Jaccard Similarity are found in Table 4.7 and

Table 4.8, respectively. As expected, the similarity between the human-authored text and

the ChatGPT generated text are very low using both measures.

The results indicate that the similarity never reaches 0.50 for either disclosure under

both measures. The highest similarity is 0.42 and 0.32 for disclosures 1 and 2, respectively,

using Cosine Similarity. The results for Jaccard are even lower, with the highest Similarity

at 0.20 for disclosure 1 and 0.15 for disclosure 2. This supports that ChatGPT is not yet

able to capture the bank’s voice when writing these disclosures, even for a straightforward
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disclosure such as The Basis of Preparation. We do note, though, that similarity scores for

disclosure 1 are higher than those for disclosure 2, indicating that ChatGPT’s performance

is better for disclosure 1 than 2.

Another interesting finding from these results is that, like ChatGPT, the human-authored

text also takes a very “boilerplate approach” for both disclosures as indicated by the high

degree of similarity year-over-year (YoY). This raises an important question — how many

times does a text have to be used before it is considered boilerplate? Current definitions

suggests that text need only be used a few times before it is considered “boilerplate” as

the Merriam-Webster dictionary defines boilerplate as “standardized text” [209] and the

Cambridge Dictionary as “text that can be copied and used in legal documents or in computer

programs, with only very small changes” [77]. We note that there is no indication from either

as to the number of times that text can be reused before it is considered to be “boilerplate”.9

Previous research has indicated that business documents tend to reuse text [283]. Given

that ARs are very long, the analysis that is done in our work here opens up a new avenue

of research in examining important questions like “Are investors more or less likely to miss

key information if disclosures take a boilerplate approach?” or, “Is there a better way to

communicate the changes from year-to-year of a (mostly) boilerplate report to investors?”

As well, interest in this area has been growing over the past five years, with research

looking at boilerplate detection itself, but also targeted removal of boilerplate from either

documents or web corpora [279, 181, 27]. Given what we have shown in our results, removal

of boilerplate could have unintended consequences, resulting in the removal of large swaths

of text from regulatory documents or corpora.

4.3.5.2 Burrows’ Delta

The results of Burrows’ Delta are found in Table 4.9. In this table, the lowest score between

human, GPT, and the disputed category indicates the likely author, shown in bold font. If

the lowest score points to the disputed category, it means that the Delta is having trouble

distinguishing between human and GPT.

Documents were blinded when given to the Burrows’ Delta calculation. For reference,

9We note that in two of the three jurisdictions researched in this thesis — Canada, the United States,
and Europe — that the AR is a legal document in the US and the European Union [325, 95] but not in
Canada (though it is customary to do so) [315].
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Table 4.8: Results for Jaccard Similarity

Bank, Year Human Vs. GPT Human YoY ChatGPT YoY Bank, Year Human Vs. GPT Human YoY ChatGPT YoY
Disclosure 1 Disclosure 2
RBC, 2019 0.16 N/A N/A RBC, 2019 0.14 N/A N/A
RBC, 2020 0.15 0.95 0.74 RBC, 2020 0.13 0.89 0.95
RBC, 2021 0.15 0.92 0.81 RBC, 2021 0.14 0.84 0.94
CIBC, 2019 0.15 N/A N/A CIBC, 2019 0.13 N/A N/A
CIBC, 2020 0.14 0.67 0.84 CIBC, 2020 0.13 0.84 0.97
CIBC, 2021 0.13 0.76 0.91 CIBC, 2021 0.12 0.85 0.97
BNS, 2019 0.20 N/A N/A BNS, 2019 0.13 N/A N/A
BNS, 2020 0.20 0.86 0.98 BNS, 2020 0.13 0.90 0.94
BNS, 2021 0.20 0.88 0.98 BNS, 2021 0.14 0.96 0.95
TD, 2019 0.19 N/A N/A TD, 2019 0.14 N/A N/A
TD, 2020 0.17 0.86 0.97 TD, 2020 0.13 0.59 0.96
TD, 2021 0.17 0.92 0.99 TD 2021 0.15 0.39 0.96
BMO, 2019 0.17 N/A N/A BMO, 2019 0.11 N/A N/A
BMO, 2020 0.18 0.86 0.98 BMO, 2020 0.11 0.87 0.96
BMO, 2021 0.18 0.97 0.98 BMO, 2021 0.11 0.87 0.96

Mean 0.17 0.86 0.92 Mean 0.13 0.80 0.95
Median 0.17 0.87 0.98 Median 0.13 0.86 0.96
Std Dev 0.02 0.09 0.09 Std Dev 0.01 0.17 0.01

Table 4.9: The Results of Burrows’ Delta

Disclosure Test Document Human GPT Disputed
Disclosure 1 22 3.65 2.90 3.11
Disclosure 1 11 2.42 2.97 2.36
Disclosure 1 1 2.33 3.55 3.04
Disclosure 1 30 3.88 2.82 3.14

Disclosure 2 22 1.59 0.19 1.43
Disclosure 2 11 1.79 2.11 1.33
Disclosure 2 1 1.24 2.36 1.54
Disclosure 2 30 2.32 1.35 2.10

documents 1–15 are human-authored and documents 16–30 are AI-generated (ChatGPT).

Therefore, when we reviewed the four test cases (8 documents total for each disclosure)

Burrows’ Delta was able to correctly identify 6 documents — for documents 22, 1, and

30 for both disclosure 1 and disclosure 2. The results did identify an interesting test case,

however, for test document 11. This document is more similar to the stylometry found in the

disputed documents, which is a mix of both human and AI authored texts. We found this

very interesting and using our master key list of all documents and authors, we determined

that the text for document 11 for both disclosure 1 and disclosure 2 were authored by TD

Bank. So, we extended our testing to evaluate all of TD’s texts. Using the same blinded
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protocol, we calculated Burrows’ Delta for documents 11 (included in the original test set),

as well as documents 10 and 12 for both disclosures. The results were the same — these

documents were more similar to the disputed category. We did notice that the Cosine results

show an incredibly high similarity YoY for these disclosures for TD Bank (range of 0.94 to

0.99), suggesting a “boilerplate” approach, which is also found in the AI-generated disclosures

of ChatGPT. This may be why the Delta cannot fully distinguish TD’s disclosures as either

human or GPT.

4.3.5.3 Flesch Reading Ease

The results from the FRE evaluation can be found in Table 4.10. As discussed in the

methodology section, we are interested in texts that are below 60 as those texts are considered

di�cult to read. Overall, we find that the ChatGPT texts are slightly easier to read as those

texts have a mean of 25.22 and 45.88 for disclosures 1 and 2 respectively, whereas the

human-authored texts have a mean of 24.29 and 42.08. This has important implications for

the readability of the annual report. While ChatGPT’s text is currently lacking in similarity

for both disclosures, the increase in the Readability is a good outcome. Keeping in mind

that readability below 30 is considered to be university grad/professional-level, the majority

of the human-authored texts fall in that category, primarily for disclosure 1. ChatGPT’s

text is more accessible and measured at university level/business entry-level, and get very

close to the main threshold of 60 for disclosure 2, which is the very beginning of the “di�cult

to read” category.

We also compared the statistical significance of the standard deviations using the F-test.

The di↵erence of standard deviations between the human-authored and ChatGPT-generated

texts for disclosure 1 is statistically significant with a p-value of 0.02 and an F-statistic of

3.66, at a significance level of 0.05. The di↵erence for Disclosure 2 was not statistically

significant, with a p-value of 0.4991 and an F-statistic of 1.446.

4.3.5.4 Side-By-Side Comparison of Text

While Similarity, Stylometry, and Readability can provide a lot of information, it is also

important to do a side-by-side comparison of the texts to see what ChatGPT emulates well

and what it does not. It is also key to see what textual components are left out or added in
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Table 4.10: Results for Flesch Reading Ease

Doc - Human Disclosure 1 Disclosure 2 Doc - GPT Disclosure 1 Disclosure 2
text1 23.53 47.81 text16 32.70 41.14
text2 26.52 51.81 text17 33.63 41.60
text3 22.87 52.17 text18 33.63 40.05
text4 19.01 43.98 text19 19.84 41.21
text5 22.25 43.70 text20 20.60 41.21
text6 25.95 46.37 text21 21.54 41.21
text7 39.65 34.56 text22 21.78 40.93
text8 39.95 32.31 text23 21.78 43.01
text9 39.95 31.89 text24 21.78 43.01
text10 15.50 29.33 text25 25.53 48.43
text11 14.00 42.28 text26 25.53 48.43
text12 14.00 35.38 text27 25.53 48.43
text13 21.02 46.84 text28 24.84 56.50
text14 21.58 45.46 text29 24.84 56.60
text15 21.58 47.41 text30 24.84 56.50

Mean 24.49 42.08 Mean 25.22 45.88
Median 22.25 43.89 Median 24.84 43.01
Std Dev 8.79 7.46 Std Dev 4.60 6.21
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by ChatGPT.

For disclosure 1 — Basis of Presentation — the Bank of Montreal’s 2019 note disclosure

is provided alongside ChatGPT’s generated text in Figure 1, where (a) presents the note

disclosure as written by BMO and (b) provides ChatGPT’s generated note disclosure for

BMO. Boxes have been added to draw attention to missing information as well as additional

information that is not normally provided as part of the disclosure. It is clear that ChatGPT

“understood” the query, as it has begun the note disclosure with “Basis of Presentation”.

It did not provide all of the required information as this note disclosure is usually several

pages long and discusses the accounting policies used in much more detail. As such, we

truncated the bank’s original text to include only the general information when analyzing the

similarity, stylometry, and readability in an e↵ort to compare “like” text based on ChatGPT’s

limitations.

ChatGPT does capture a number of relevant information points such as bank name, what

products and services the bank o↵ers, and that the statements have been prepared under

IFRS. It does miss some important information such as the bank’s charter, the fact that

it is a public company, the bank’s head o�ce address, that is traded on the Toronto Stock

Exchange (TSX) and New York Stock Exchange (NYSE), and that the consolidated financial

statements were authorized for issue by the Board (along with the date of authorization).

(See blue boxes in figure (a)).

We also noticed that ChatGPT included text that does not appear in any of the five banks’

“Basis” note disclosures — a boilerplate advisory that the disclosure is not a substitute for

reading the bank’s Annual Report in its entirety (even though the note disclosure is in the

AR), and a “For more information” notice that includes the bank’s website. We found this

very interesting as ChatGPT has added this in. Given that the number of Canadian ARs

is far less ubiquitous than American ARs, we consulted the United States’ largest bank

JPMorgan Chase & Co and reviewed its “Basis of Presentation” note disclosure [160]. This

extra information was not present in JPMorgan’s note disclosure for 2017–2021 either. This

raises an interesting question as to why ChatGPT is providing the boilerplate advisory (when

the note is part of the AR), and why it is including the website, when this information is

not normally provided as part of this disclosure.

ChatGPT’s performance for disclosure 2 was a good attempt, but it only provided

“dummy” information, and generated the same dummy information for every bank, when
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(a)

(b)

Figure 4.6: Comparison of Note Disclosure 1. (a) BMO’s Basis of Presentation note dis-
closure. The Text highlighted shows the information that ChatGPT did not capture in its
generation. (b) ChatGPT’s Basis of Presentation note disclosure for BMO. The text high-
lighted in gray shows the information that ChatGPT included in its generation which is not
normally provided as part of this disclosure.
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queried. Although the table was stripped out for the analysis, it was necessary to get Chat-

GPT to generate the footnotes. ChatGPT also included an advisory that the debenture

information was only a summary and that for a complete understanding, the trust inden-

tures and other related documents should be referred to. While Canadian banks do provide

supplementary documents on their trust indentures that users can consult, the note disclo-

sure is required to provide all of the relevant information on the debentures. In CIBC’s

footnotes (Figure 2, (a)), the relevant high level information is provided in the footnotes and

there is no reference to debenture documents filed with regulators included in its footnotes

(or for any of the other four banks’ disclosures). Again, we also checked JPMorgan Chase

& Co’s subordinated debt disclosure, and there is no mention of referring to supplementary

debenture regulatory filings [160]. Therefore, we conclude that ChatGPT has added this

advisory on its own.

4.3.6 Conclusion, Future Work, and Limitations

This research has provided a benchmark for ChatGPT’s current abilities to write financial

statement note disclosures. This benchmark is important as it identifies where the gap is

between the generated text and the desired/needed text. It also identifies areas where, for

use in the financial world, ChatGPT needs to be further trained. Our research highlights

that note disclosures are currently challenging for ChatGPT. We also draw attention to

the fact that while ChatGPT is not able to fully provide the necessary output just yet, its

text is much more readable (and therefore accessible) than that of its human counterparts,

particularly for disclosure 1. These results create exciting opportunities for further research.

A big question that we would like to address in future research is how LLMs (Large

Language Models, like ChatGPT) can be used to help improve the readability of financial

statement note disclosures. The original intent and purpose of the stock market was to

make it open to everyone — professional and lay-person alike. As financial reporting and

market regulations have evolved, the original intent is becoming more di�cult to achieve,

as the communications from company to shareholder (or potential shareholder) have be-

come exceedingly long with very complicated text. The potential ability of LLMs to distill

the message to one that is more universally accessible is an area of research that is worth

exploring.
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The high similarity results for both human and ChatGPT’s texts on a YoY basis demon-

strate that both use a “boilerplate” approach for the note disclosures. Contemporary re-

search is interested in the detection and removal of boilerplate in web corpora. An unintended

consequence of premature boilerplate removal, however, could render financial reports unin-

telligible, as key parts of the reports could be removed. Also, given the scarcity of financial

statement text as well as the opportunities for fraudulent or incorrect text to be gener-

ated, more work is needed on how LLMs can augment financial reporting text, and how

fraudulent/incorrect text can be detected quickly.

There are several important limitations of this research: we only evaluated the text from

Canada’s five major banks (RBC, CIBC, BNS, TD, and BMO). It may be that ChatGPT’s

performance is better in generating the disclosures of other Canadian banks. Also, we only

selected two note disclosures. Although these are required (and fairly standardized) note

disclosures, it may be that ChatGPT’s performance is better when generating other note

disclosures. Finally, ChatGPT was trained on the common crawl web corpora which consists

of 12 years of common crawl data [30]. That means that for each of the 5 banks, there are

only 12 annual reports that ChatGPT has seen. This could have a material e↵ect on the

outcome of its generation.

4.4 Project 5: ChatGPT for Financial Literacy

4.4.1 Introduction

As discussed in previous projects, ChatGPT’s access is widely available (with some excep-

tions)10. ChatGPT is a “sibling” of InstructGPT which was intended to have users provide

“instruction in a prompt and [InstructGPT would] provide a detailed response” [232]. Chat-

GPT caters to those who want to use its technology through removing coding barriers by

providing an easy-to-use web interface, with the option to also use the application program-

ming interface (API). This expands the potential user pool as it facilitates users typing

in their question or the task that they would like ChatGPT to do into a “question box”,

and ChatGPT will respond accordingly. An important aspect, however, of this approach to

user-interface and user-experience (commonly known at UI-UX) opens up the possibility of

10A notable exception is China. Access to ChatGPT is unavailable due to a geo-lock (i.e., preventing
access due to geographic location, in this case China) imposed by the Chinese government.
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ChatGPT being used in ways that were not part of the original conception, whereby it is

being used to learn new concepts, expand one’s education, and also provide financial advice.

The objective of this project is to evaluate ChatGPT’s e�cacy at communicating financial

concepts to di↵erent audiences, ranging from an unknown audience, to a non-financial au-

dience, to financial financial experts. This evaluation is particularly important to a general

audience who may be looking to by-pass financial experts as well as to students who are

learning fundamental financial principles.

This paper was authored in collaboration with Ms. Samantha Taylor, Dr. Shannon Lin,

and Dr. Vlado Kešelj. We received some very positive reviews from the Journal of Emerging

Technology in Accounting and it is currently in Revise and Resubmit status.11

4.4.2 Methodology

4.4.2.1 User Definitions

To communicate e↵ectively, accountants first need to determine the level of financial un-

derstanding the audience has, based on either interacting with or by making reasonable

assumptions about the audience. An accounting instructor teaching a fourth-year advanced

accounting class could reasonably expect that students in the class have a solid foundational

understanding of accounting and finance. A tax accountant, on the other hand, completing

a new client’s taxes could reasonably assume that the client is not overly familiar with tax

concepts and may need extra explanations and guidance. When doubt exists, the typical

approach is to make communication understandable to a general audience. There is no

universal definition of the di↵erent types of financial and non-financial users. The Cam-

bridge Dictionary defines the term “user” as “someone who uses a product, machine, or

service” [78]. Even when applied to a financial situation, it is a very wide definition, en-

compassing anyone who uses (or interacts with) financial information. The Handbook of

International Education Pronouncements simply refers to “users” and does not elaborate on

what defines users [154]. A review of the publicly available case studies published by the

Chartered Professional Accountants of Canada (CPA) also does not define users. In fact,

CPA candidates writing responses to cases are expected to identify the users and infer, from

11All authors have given permission for this paper to be included in the thesis. Confirmation can be
provided upon request.
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the case facts, the level of financial understanding, to tailor their responses appropriately.

For example, if the user in a case is determined to be the audit partner, a CPA candidate will

not have to explain Generally Accepted Accounting Principles (GAAP). But if the user is a

client who does not currently use any accounting framework, the candidate is then expected

to provide a brief explanation of GAAP so the client understands the importance of using

an accounting framework and how that will impact their accounting. Further investigation

in the area reveals that there is some identification of who financial users could be, but

no formal parameterized definition. Section 407 of the Sarbanes–Oxley Act addresses who

can be identified as an “audit committee financial expert” [326, 138]. Originally, only those

with “accounting experience” could serve in this role. However, in the final ruling, the US.

Securities and Exchange Commission (SEC) determined that “people actively engaged in

industries such as investment banking and venture capital investment... [and] professional

financial analysts” could also be designated as financial experts, given their experience with

financial statements. Hoitash et al. [138] examined di↵erent types of experts: Accounting

Financial Experts (AFE), Supervisory Financial Experts (SFE), and User Financial Experts

(UFE). They define this last category as “Individuals with experience performing extensive

financial statement analysis or evaluation (e.g., financial analysts, investment bankers)”, in

the context of expertise for service on the audit committee. To investigate the broad range

of users, and to evaluate how well ChatGPT “understands” di↵erent user needs, we have

selected six di↵erent users:

• Financially unsophisticated user: a user who lacks basic knowledge of accounting and

finance.

• Non-financial user: a user who has a basic knowledge of accounting and finance.

• Financial user: a user who has a good grasp of accounting and finance, either through

training, experience, or combination of the two.

• Financially sophisticated user: a user who is an accounting and financial professional

which is achieved through extensive training and a designation, or who has extensive

experience in a corporate position involving financial leadership.

• No audience orientation identified: This type of “user” is when ChatGPT is not pro-

vided any information on the user(s). In this type of situation, humans would tailor
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their communication to be more broad, more general, and typically high-level, under-

standing that if more information was revealed on the knowledge and understanding

of the user(s) in the course of communicating with the user(s), the communication

approach would change as new information became available or was revealed.

• General audience: a collective group of users where there is a wide range of knowledge

and experience with accounting and finance, ranging from a financially unsophisticated

user to a financially sophisticated user.

4.4.2.2 Prompts

ChatGPT was prompted to explain basic financial reporting, audit, and finance questions. As

both of ChatGPT’s LLMs can learn from a user’s previous conversations12, two separate user

accounts were used (one for GPT-3.5 and one for GPT-4) to ensure there was no “lookback

contamination”.13 The dataset comprised ChatGPT’s answers (using both LLMs) to seven

di↵erent prompts for each selected financial term. Each prompt uses a standard format. If

the term is being explained to a user group, it follows the format of: “Explain <insert term

here> to a <insert user here>”. If the term is being explained on its own and not in relation

to a user group, the prompt follows the format of “Explain <insert term here>”. This format

was consistently used for both GPTs to ensure the veracity as well as the comparability of

the data. To ensure coverage between accounting and finance we chose five terms each from

financial reporting, auditing, and finance:

Financial Reporting

• Net Income

• Net Revenue

• Non-Interest Income

• Provision for Loan Losses

• Subordinated Debt
12If the conversations are held in the same window, and up to 4, 096 tokens [15] which equates to approx-

imately 3, 000 words [234, 90] for GPT-3.5, and 8, 000 tokens for GPT-4 at the time of this research.
13Some of our prompts and the resulting answers were less than 3, 000 words between the prompt and

completion.
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Audit and Assurance

• Generally Accepted Auditing Standards (GAAS)

• Material Misstatement

• Professional Judgment

• Professional Skepticism

• Reasonable Assurance

General Financial

• Investment

• Capital

• Assets

• Liabilities

• Financial Statements

These terms were selected because they are deemed fundamental terms that one would come

across in financial statements, financial communications, as well as financial education.

4.4.2.3 Dataset

Responses generated by ChatGPT were saved in individual plain text files using UTF-8

encoding. Summary statistics for the dataset are in Table 4.11. To ensure the consistency

of the text’s presentation to the algorithms, spaces between paragraphs were removed so

that all the text was saved in one large paragraph. Numbered lists were kept (with spaces

removed between numbered items). Bullet point lists were also kept in the same fashion

as the numbered lists, but bullets were removed. Unlike numbered lists, bullet points did

not have ending punctuation. Therefore, to ensure that the sentences were grammatically

correct, periods were added at the end of every bullet point list item. This also served to

delineate bullet points. The text itself, however, was not altered in any way.
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Table 4.11: Financial Literary Dataset Summary Statistics

GPT-3.5 Number of Documents Min Words Max Words Mean Words Std Dev Words
Financially Sophisticated 15 160 272 214.4 37.35
Financially Unsophisticated 15 94 256 172.1 48.45
Financial User 15 174 309 224.7 39.98
General Audience 15 121 310 180.8 60.30
No Audience In Mind 15 115 239 180.6 37.85
Non-Financial User 15 132 223 184.6 31.46
Define Term 15 160 270 197.5 33.73

GPT-4 Number of Documents Min Words Max Words Mean Words Std Dev Words
Financially Sophisticated 10 153 331 260.8 53.62
Financially Unsophisticated 13 143 278 219.5 48.66
Financial User 11 127 316 257 56.51
General Audience 12 129 251 158.1 40.05
No Audience In Mind 13 133 265 202.7 44.61
Non-Financial User 13 139 279 212.1 47.90
Define Term 13 131 314 212.8 57.14

While data collection was straightforward using GPT-3.5, it proved di�cult using GPT-

4 due to user demand for GPT-4. At the time of the research, GPT-4 was limited to 25

messages every three hours. We also struggled with GPT-4 returning incomplete answers.

In some cases, we were able to coax GPT-4 to finish the answer by providing feedback that

the response was unhelpful as it was unfinished. In most cases, GPT-4 would generate

another incomplete response. Markovski recommended specifying the desired length in the

prompt (e.g., “A list of ten science fiction books”) [344]. While this can work well for a list

setting, it does not work well for explaining financial terms; if a maximum length is specified,

while GPT-4 might provide a complete textual response, it could still return an incomplete

explanation, having left out pertinent information to meet the length requirement. As well,

GPT-4 is limited (at the time of this research) to 8,000 tokens (pieces of words) [344, 233],

which equates to ⇠32,000 characters in total, between prompt and response. It is important

to also note that characters include alpha numeric characters (letters and numbers) as well

as spaces between words and punctuation. Therefore, to specify the maximum length, a user

would need to determine the length of the prompt and then subtract that amount from the

overall 32,000-character length, which is impractical. As such, we did not specify a response

length in our research.
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4.4.3 Experiments and Hypotheses

We used Cosine Similarity — a commonly used metric in information retrieval — to measure

the similarity of the text . This metric uses the frequency of words to calculate the similarity

of text [66, 293]. The text of each GPT answer was first tokenized using the word tokenizer

in the Natural Language ToolKit (NLTK) [190] in Python and saved in list format. Each

list was then added to a di↵erent set. The sets were vectorized and the Cosine Similarity

was then calculated. This formula is given in Equation 1. Cosine Similarity is not sensitive

to the text length, meaning that this measure of similarity is very useful in the context of

our research because we are not specifying response text length up front [145, 333].

To determine the similarity of explanations given by ChatGPT for di↵erent users, a

similarity threshold was established. Following the work of Qurashi et al [257] and Singh et

al. [291], we used use an alpha of 0.8, where 0  ↵  1 [219]. In the context of this financial

literacy research, the threshold was used to determine group matches, discussed below.

Following the user definitions described in Section 4.4.2.1, we separated the users into

three main groups.

• Group 1: financially unsophisticated and non-financial users;

• Group 2: financially sophisticated and financial users; and

• Group 3: no audience orientation, general audience, and the definition of a financial

term.

If the text meets the similarity threshold within the groups, but not with other groups,

then we can conclude that ChatGPT is properly tailoring responses to the di↵erent users.

A “match” denotes that two groups’ users have exceed the similarity threshold of 0.8 for

the answer to a given prompt. For example, if the text for explaining Net Income to a

financially sophisticated user and a financial user is 0.8763, then this would be considered

a match that meets the 0.8 threshold. Conversely, if the text for explaining Net Income to

a financially sophisticated user and a financially unsophisticated user is 0.4361, this would

not be considered a match because the calculated similarity is below the required threshold

of 0.8.
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Hypothesis 1. Similarity of Financially Unsophisticated and Non-Financial User will meet

or exceed the similarity threshold of 0.8, as defined above.

Hypothesis 2. Similarity of Financially Sophisticated and Non-Financial User will meet

or exceed the similarity threshold of 0.8, as defined above.

Hypothesis 3. Similarity of No Audience Orientation, General Audience, and Term Defi-

nition will meet or exceed the similarity threshold of 0.8, as defined above.

The Flesch Reading Ease Score (FRE) was also used to evaluate the readability of the text

for the di↵erent users. Using the spaCy Readability package in Python [212], we calculated

the FRE for each answer provided by ChatGPT. The FRE has been a standard measure to

evaluate readability for decades and has been used frequently in research in the accounting

domain (e.g., [303, 243, 57]). Most end-users who will be using documents and terminology

from the accounting and finance domain will be adults, and to be consistent with previous

research, we opted to use the FRE measure.

Following Taylor and Keselj [312], we use an expanded interpretation of the general

education level because a university degree does not dictate success in the financial domain.

Taylor and Keselj [312] pointed to Bill Gates, Mark Zuckerberg, Steve Jobs, and Richard

Branson [177] as extremely successful and commonly understood to be financially savvy, but

who do not have university degrees. As such, “university level” is also equated with “early

business professional” and “graduate level” is equated with “seasoned business professional”.

Hypothesis 1. Readability of Financially Unsophisticated and Non-Financial User will be

> 60, based on the discussion found in Section 4.2.2.6.

Hypothesis 2. Readability of Financially Sophisticated and Non-Financial User will be

< 50, based on the disucssion found in Section 4.2.2.6.

Hypothesis 3. Readability of No Audience Orientation, General Audience, and Term Def-

inition will > 50, based on the discussion found in Section 4.2.2.6.

4.4.4 Results and Discussion

4.4.4.1 GPT-3.5

The Cosine Similarity shows that GPT-3.5 does not di↵erentiate between users well, and

that the 0.8 similarity threshold is rarely met. Results have been provided in Appendix E.
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Group 3 (general, no audience, define term) had the most matches: Net Revenue, Net Interest

Income, Material Misstatement, Reasonable Assurance, Capital, and Financial Statements.

Seven of the eight matches were between no audience in mind and define term. The other

was between general audience and define term. Group 1 (financially unsophisticated, non-

financial user) had matches for Subordinated Debt and Material Misstatement. Group 2

(financially sophisticated, financial user) only had two matches for GAAS and Capital. The

remaining matches raised concerns:

• Net Revenue — general audience matched with non-financial user

• Net Interest Income — financially sophisticated matched with no audience and “define

term”.

• Provision for Loan Losses — financial user matched with “define term”

• GAAS — financial user matched with no audience in mind.

• Reasonable Assurance — financially sophisticated user matched with no audience and

define term.

• Capital — general audience matched with non-financial user.

• Financial Statements — financial user matched with general audience.

These are problematic because they match across groups — conflating the needs of the users

in the di↵erent groups. These results suggest a lack of understanding as to how financially

sophisticated users and financial users are di↵erent from a broader audience for certain

financial terms. It also shows an assumption that simply requesting a definition of the term

suggests prior knowledge of accounting and finance. Human authors, however, would take

the opposite approach, understanding that without any information on the questioner, it is

best to assume they have no prior experience in this domain and make the explanation more

general.

The FRE results (Appendix E) show that all but two of the explanations are considered

di�cult to read, with the majority (58%) in the very di�cult or extremely di�cult category

(i.e. below 30 and below 10, respectively). Given that five of seven users are either weak in

their knowledge of accounting and finance, have none (financially unsophisticated and non-

financial user) or are part of the general audience (no audience in mind, general audience,

or define term), these readability results support that GPT-3.5 is not ready to be e↵ectively

teaching foundational knowledge.

We also detected that some of the answers GPT-3.5 gave were misleading or incorrect in
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reviewing transcripts. For an accounting and finance professional, the errors are funny, but

not material to their understanding and comprehension of the subject matter. For a less

knowledgeable user — whether it be the average investor or a student learning accounting

— these errors are extremely problematic and, in some cases, lead to a significant misun-

derstanding and misapplication of the term. Net Income, for example, is one of the most

fundamental terms in accounting. GPT-3.5 indicated that:

Net Income is a financial term that represents the amount of money a person or

a business earns after all expenses have been paid. It is the di↵erence between

the total amount of money earned from selling goods or services and the total

amount of money spent to produce those goods or services.

This shows that GPT-3.5 has conflated earnings and cash, which, in a financial context,

are not the same thing. GPT-3.5 used this analogy in all its explanations, with the one

exception of “no audience orientation in mind”. GPT-3.5 also indicated that Net Income

was “subject to corporate income tax.” When we asked for clarification, GPT-3.5 indicated

that Net Income should be calculated first and then taxes applied, which is incorrect; rather,

taxes are considered in the calculation of Net Income.

We also find that GPT-3.5 is biased towards information from the United States. While

it understood that Canada, for example, has Generally Accepted Accounting Principles

(GAAP) comprising Accounting Standards for Private Entities (ASPE) and International

Financial Reporting Standards (IFRS), and the U.S. has US GAAP and IFRS, it could

not make the same “intelligent leap” for the Generally Accepted Audit Standards (GAAS).

GPT-3.5 was quite insistent that only the U.S. has GAAS and other countries had audit

standards, but that they were not GAAS. Using the “chain-of-thought” method [55], we

prompted GPT-3.5 on associations with GAAP between countries, finally arriving at the

fact that Canada does have GAAS comprising the Canadian Audit Standards (CAS).

Given that bookkeeping software has not replaced more jobs in accounting and finance

than it already has is due largely to the need to exercise professional judgment in these fields.

Some of the Accounting Standards, for example, have areas of flexibility in the rule where

professional judgment is needed. We asked GPT-3.5 whether it could exercise professional

judgment and it said that it could not. We then tested the extent that GPT-3.5 could provide

insight and come close to exercising professional judgment. One of the criteria in ASPE 3065
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(Leases) addresses the Present Value of the Minimum Lease Payment (PVMLP) where the

determination of “substantially all” is “usually 90 percent or more”. As Leases is a common

topic taught at the university level and covered in a publicly accessible CPA Canada Core 1

Self-Assessment Entrance Exam Solution, we prompted GPT-3.5: “If I calculate the present

value of the minimum lease payment to be 89%, is this criterion met?” GPT-3.5 returned

the following:

If the present value, at the beginning of the lease term, of the minimum lease

payments, excluding any portion thereof relating to executory costs, is equal to

89% of the fair value of the leased property, then this criterion would not be met.

The criterion requires that the present value of the minimum lease payments

be equal to“substantially al” of the fair value of the leased property, which is

typically considered to be 90% or more. Therefore, if the present value is 89%, it

falls short of the 90% threshold and the criterion would not be considered met.

It is important to note that a student would likely take GPT-3.5’s answer above as

definitive because they “don’t know what they don’t know” (a phrase often attributed to

Socrates and later, Donald Rumsfeld). Learning to read and interpret Standards takes time,

experience, and guidance. In this case, students tend to latch on to the 90% and use it as a

“bright line” or unambiguous threshold that is either met or not met when, in reality, it is

not, because of the words usually and substantially all.

The above demonstrates GPT-3.5’s inability to emulate professional judgment. A human

accountant would conclude that 89% would still meet the requirements of substantially all

because of its relative proximity to the usual 90% requirement. It is also important to note

that if GPT-3.5 is implemented in education, these types of errors and challenges with regards

to the exercise of professional judgment could materially hinder learning. Furthermore, the

inability for an LLM like GPT-3.5 to exercise professional judgment could also create marking

errors where students are not awarded correct grades because the LLM does not and cannot

account for the student’s correct exercise of professional judgment and the variation of that

judgment between student responses.
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4.4.4.2 GPT-4

Although there is some improvement in the results when compared to GPT-3.5, the results

for Cosine similarity are still strongly indicative that GPT-4 is not di↵erentiating well be-

tween groups (Appendix E). Group 2 (financially sophisticated, financial user) had the most

matches (seven in total), which is an improvement over GPT-3.5 two matches. Matches

were identified for Net Income, Net Interest Income, GASS, Material Misstatement, Profes-

sional Judgment, Professional Skepticism, and Reasonable Assurance. Group 3 (general, no

audience, define term) had six matches, all of which were between no audience and define

term for Net Income, Provision for Loan Losses, Subordinated Debt, Material Misstatement,

Professional Skepticism, and Reasonable Assurance. Group 1 (financial unsophisticated and

non-financial user) only had two matches for GAAS and Reasonable Assurance. Similar to

GPT-3.5, there were concerns in the remaining matches:

• Net Revenue — financially sophisticated matched with define term

• Provision for Loan Losses — financially sophisticated matched with no audience and define

term; financial user matched with no audience and define term

• Subordinated Debt — financial user matched with no audience and define term

• Material Misstatement — both financially sophisticated and financial user matched with

no audience and define term

Again, these mismatches are considered problematic as they match across groups rather than

within groups.

Readability was also tested using the FRE Score. We observe a marked improvement

in readability of the available responses. Fifty-eight percent of GPT-3.5’s responses were

in the very di�cult to read or extremely di�cult to read categories (below 30 and below

10). GPT-4’s responses, however, show a 10% improvement, as only 48% of the available

responses are in the very di�cult or extremely di�cult to read categories (Appendix E).

In reviewing the transcripts, we noticed that while GPT-3.5’s error of taxes after the

calculation of net income had been resolved in GPT-4, the problem of referring to earnings

as money persisted, as did the U.S. bias problem. We also tested GPT-4’s ability to exercise

professional judgment using the same scenario of the PVMLP that we used for GPT-3.5.

While it did a better job of explaining the standard, it still interpreted the 90% as a bright-

line threshold: “Since your calculated present value of the minimum lease payments is 89%,
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it is close to, but does not meet, the 90% threshold.” It did, however, recommend that

the user use professional judgment by indicating “You may need to use your professional

judgment to determine if this is considered “substantially all” of the fair value of the leased

property based on the specific facts and circumstances of the situation.”

An often-asked question on the internet is whether a Louis Vuitton bag is an asset or

investment (e.g., [231, 314]). The well-accepted financial interpretations here are important

to ground the GPTs answers. Per IFRS, an asset is defined as “a resource controlled by the

entity as a result of past events and from which future economic benefits are expected to flow

to the entity” [71]. As well, the traditional definition of an investment is to generate profit:

invest money to make money. Based on these established definitions, purses, on average,

are not assets or investments. Therefore, the more applicable categorization of a purse is

consumption. While it is possible to sell items for more than original cost, that is not the

expected outcome.

We prompted both GPTs on whether a Louis Vuitton bag was an investment. GPT-3.5

indicated that it is not really an investment, nor a “sound investment strategy”, whereas

GPT-4 indicated that yes, it is an investment in a non-traditional sense. The transcripts

show there is a di↵erentiation in the semantic interpretation of the question relating to the

definitions of investment. GPT-3.5 is much more “traditional” than GPT-4 which appears to

recognize the evolution of language and that investment has also taken on a colloquial under-

standing in the sense that taking certain actions now can influence one’s ability/likelihood

to earn more on a personal level in the future. For example, “investing” in an education –

here the expectation is that with a better education, one will earn more, thereby providing

future “dividends.”

The wording of a question is very important as it can inadvertently influence the outcome

of the answer. Both GPT-3.5 and GPT-4 are very agreeable in their answers, even if the LLM

begins with agreeing but then does not actually hold a clear position in its answer which we

saw with the Louis Vuitton bag question. Rather than asking the question in a positive way

if education was an investment, we took a more negative approach by asking “Would you

agree that investing in an education is not really an investment? Please discuss.” Initially

GPT-3.5 responded saying that it can be seen as an investment and even went on to discuss

if it would be a worthwhile investment, whereas GPT-4 looked at both sides of the argument

as to whether education was an investment which depends on a person’s perspectives and
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experiences.

Finally, we questioned both ChatGPT (using GPT-3.5 and GPT-4) on its respective abil-

ities to audit firms or provide accounting services. While both LLMs (eventually) indicated

“no”, GPT-3.5 first addressed the complexities and training required to provide both audit

and accounting services, whereas GPT-4’s response largely pointed to getting professional

advice.

4.4.5 Conclusion and Future Work

While these large language models are robust and can perform impressive tasks, our research

demonstrates that this is not always the case for the accounting and finance domain; being

partly right is not su�cient for those who are looking to acquire or strengthen their financial

knowledge. Indeed, we have a long way to go until the “technology is perfected” [23]. Net

Income is one of the most fundamental concepts in accounting, and our conversation with

both GPTs identifies concerns in the way that it explains and contextualizes this principle.

We also show that both GPT-3.5 and GPT-4 are incapable, by their own admissions and

by demonstration, of exercising professional judgment or professional skepticism. Using the

example of the PVMLP, we demonstrated that GPT-3.5 was not able to correctly interpret

the standard and apply it to a situational question, concluding that 89% was significantly

below the threshold of 90%. While GPT-4 fared better in its answer as it indicated to the

user that they should exercise their own professional judgment, the fundamental purpose of

our question was designed help a learner understand how to use professional judgment in

this type of scenario — which GPT-4 could not do, nor reasonably explain, nor provide any

real guidance to the user. This demonstrates that GPT-3.5 or GPT-4 cannot be relied on to

explain and contextualize accounting scenarios, nor to mark assignments/exam questions.

Finally, there are several ethical issues that warrant consideration regarding the use of

AI in the accounting domain. Given the “abilities” of LLMs like GPT-3.5 and GPT-4, the

implementation of this technology is very attractive, particularly since financial documents

such as the Annual Report to shareholders tends to be very long, 186 pages on average[128].

In fact, having the ability to generate this text using AI seems to be a “perfect” fit. However,

as demonstrated, the current version is unfit for this task as it has made significant errors in

the explanation of one of accounting’s most fundamental principles – Net Income. Regardless
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of whether the end-user is financially savvy or not, there are significant implications as text

from annual reports is often directly quoted in lawsuits [270]).

Education had some of the earliest adopters of GPT-3.5 either through student use [319]

or by instructors incorporating it into the classroom [186, 228]. While students and instruc-

tors may find this a useful (and fun!) resource, it is only a good resource if it provides the

correct answer every time [316]. If AI is not returning the right answer consistently, how do

students know? GPTs can serve as a useful tool to someone who knows the correct answer

and can distinguish it from the incorrect ones, but not for someone who wishes to learn the

correct answer. Returning to our example of the blunder with Net Income, students new to

accounting may take ChatGPT’s answer at face value — that net income is first calculated

and then taxes are applied, and that net income is the money you have when all is said and

done. Socrates’ “You don’t know what you don’t know” is a highly applicable adage in this

type of situation.

ChatGPT’s hyped and reported “feats” on news, social media, and in academic research

(e.g., [175]) have lent it a high of degree of credibility that may not (yet) be warranted,

and ours is not the only research to find serious problems with this type of AI. Alkaissi

and McFarlane raised the concern of AI “hallucinations”, which occur when AI generates

something that seems real but is not based on real-world input [8]. While hallucination is

uncommon, it does occur. Alkaissi and McFarlane tested GPT-3.5 by asking it to write

short essays on common topics and found that “ChatGPT provided confident responses

that seemed faithful and non-sensical when viewed in light of the common knowledge in

these areas” [8]. Frieder et al. found that GPT-3.5’s mathematical abilities were far below

expectation and concluded that students would be better o↵ cheating o↵ peers than using

GPT-3.5 [106].

ChatGPT’s performance is highly attributable to the training data used. GPT-3.5 was

trained on the common crawl data [30] which includes “petabytes of data collected over

12 years of web crawling [and] contains raw web page data, metadata extracts and text

extracts” [62]. That means that the common crawl contains everything — including “unde-

sirable content” [196] — but also content that is incorrect, false, or misleading.

Returning to the level of trust that has been a↵orded GPT, there is an expectation that

this type of AI tool would be trained on carefully vetted data, which is not the case. In fact,

in this context, ChatGPT is just fancier version of the internet. Rather than Googling for
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the answer and then scrolling to find a website that “looks right”, the AI tool is giving us an

answer that may or may not be reliable, which OpenAI fully admits and warns users about

on its blog, as well as on its user interface [237]. Incorrect responses are understandable and

expected as LLMs evolve and mature, these errors do not create problems for financially

sophisticated users; they do, however, create significant issues and concerns for financially

unsophisticated users. This group does not have the same ability as financially sophisticated

users to di↵erentiate between accurate and inaccurate responses.

We end our discussion by highlighting some limitations. When our research was con-

ducted, both GPT-3.5 and GPT-4 were trained until September 20, 2021 [236, 237]. There-

fore, resources added after that date to the web corporas (datasets) or other undisclosed

datasets that OpenAI used to train these models, were excluded. Additionally, unless Ope-

nAI developers decide to train the models further on user-identified errors or gaps, the GPT

models will not improve their responses to those questions across the platform. Finally, a

severe limitation is that GPT-3.5 is easily fooled. We easily taught GPT-3.5 a non-existent

financial metric: EBITDACR — Earnings before interest, tax, depreciation, amortization,

and cryptocurrency expenses. We created this metric based on a popular Wall Street meme

– Earnings before interest, tax, depreciation, amortization, and coronavirus riots [75]. When

we asked GPT-3.5 if it was sure that EDITDACR was earnings before interest, tax, deprecia-

tion, amortization, and cryptocurrency expenses and not coronavirus riots, it concluded that

crypto expenses was correct, even though no such metric exists. GPT-4 was more resistant

to the new metric, but when we provided more information (all fabricated), it was more than

happy to explain what EBITDACR was, which is concerning.

4.5 Project 6: Using Raw Accounting Data To Augment Financial Text Using

ChatGPT

4.5.1 Introduction

Augmentation for FS and reports is a two-step process as discussed in section 1.1 where

both the quantitative data and the qualitative data are interlinked and must be augmented

together. Therefore, it is important to augment text and Notes to accompany the tabular

data. The project that we present in this project takes selected synthetic tabular data from

Project 2 (see Section 3.3) and generates text for it. As we have demonstrated in the previous
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projects in this chapter, and as other researchers and users have demonstrated, ChatGPT is

very capable of generating human-like text. However, just because ChatGPT can generate

text does not mean that the text that it generates is appropriate, correct, or usable for its

specific purpose. The challenge here, however, is that for financial text, the specific purpose

depends on who is reading the text and what they are using it for, as the audience for the

Notes and the financial reports is very broad. This research project also has the added

challenge that, for the synthetic tabular data, there is no ground truth text. Historically,

creating ground truth has involved humans to provide text or labels. This practice was very

labour intensive, and in the era of human-like AI text generation, this approach may no

longer as practical as it once was.

Therefore, we give ChatGPT some of the tabular data generated in Project 2 (Section 3.3)

and using in-context training, ask it to generate text for two financial metrics to be used in a

financial report. A challenge in doing this is that popular and time-tested evaluation metrics

such as Rouge [187], Bleu [241] and Bleurt [287] require ground-truth text for training and

comparison, which we do not have. Therefore, we created a program in Python to confirm

the quantitative numbers in the text against the tabular data to check ChatGPT’s use of the

numbers. We, then, used semantic similarity to evaluate the text against quasi-ground truth

from previous years’ financial reports. This type of task is important for rigorous evaluation

of AI-generation (ChatGPT specifically here) but also to determine the level of trust that

we can place on AI at this time for financial text.

4.5.2 Related Work

The most common metrics used in Natural Language Processing for evaluating text are

Recall-Oriented Understudy for Gisting Evaluation (ROUGE) and bilingual evaluation un-

derstudy (BLEU), both which need ground truth text as comparators. The purpose of

ROUGE is to evaluate text summaries against a ground-truth (or collection of ground-

truth) documents. There are multiple ROUGE metrics such as ROUGE-N, ROUGE-L, and

ROUGE-W. Equation 4.7 shows how ROUGE-N uses ngram recall to evaluate a candidate

text against ground-truth [187].

ROUGE-N =

P
S2{ReferenceSummaries}

P
gramn2S Countmatch(gramn)P

S2{ReferenceSummaries}
P

gramn2S Count(gramn)
(4.7)
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where n is the n-gram length, gramn is the maximum number of n-grams co-occurring in the

candidate summary and the set of reference summaries denoted by Countmatch(gramn) [187]14

BLEU is a related measure in that it uses precision, rather than recall [187]. BLEU uses

both a sentence brevety penalty (BP) calculated in Equation 4.8. The full mathematical

expression for BLEU is found in Equation 4.9.

BP =

(
1 if c > r

e(1�
r
c ) if c  r

(4.8)

“where c is the length of the candidate translation and r is the e↵ective corpus reference

length” [241].

BLUE = BP · exp(
NX

n=1

wn log pn) (4.9)

where BP is the brevity penalty, outlined above in Equation 4.8, N is the maximum n-

gram size when calculating the precision score, wn are weights that have been assigned to

each n-gram precision score, and logpn is the logarithm of the modified precision score for

each n-gram size. Together, the brevity penalty (BP) is combined with the precision score

exp(
PN

n=1 wn log pn) to compute the overall BLEU score [241].

4.5.3 Methodology

4.5.3.1 Dataset

We used two datasets for this project: the synthetic tabular data that was generated in

Project 2 (see Section 3.3) for the basis of the textual augmentation as well as the textual

data from Project 3 (Section 4.2) to serve as the quasi-ground truth. We use the term quasi-

ground truth as the textual passages in the dataset were not written specifically for the

synthetic data, but rather for the data for which the reports were written. The passages are

similar to what we asked ChatGPT to generate and is therefore ground-truth, but not specific

to the synthetic data. As the quasi-ground truth text from Project 3 was limited to 5 major

US banks — JPMorgan Chase & Co (JPM), Bank of New York Mellon (BNY), Citigroup

14As “the denominator of the equation is the total sum of the number of n-grams occurring” for the
reference text, this measure is recall-related measure [187].
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(Citi), Bank of America (BoA), and Wells Fargo (WF) — we parse out the synthetic data

from Project 2 for those specific banks for the project that we present here.

4.5.3.2 Semantic Similarity Using Word Embeddings

In previous projects, we used Cosine Similarity and Jaccard Similarity to evaluate the equiv-

alencies of texts. In those tasks, we were investigating how close the generated text was

to ground truth text to determine how ChatGPT behaved in generating the text. In this

project, the text that ChatGPT generated did not need to “match” any ground truth text.

Therefore, we determined that semantic similarity would be most appropriate as the syn-

thetic text should have either the same meaning or the opposite meaning (depending on the

situation), rather than have the same words.

Sentences are considered to be semantically similar if they have the same meaning and

elicit (essentially) the same response [345]. If the sentences do not have the same meaning

and do not elicit (essentially) the same response, then they are considered to be semantically

dissimilar, as seen in Figure 4.8.

Figure 4.8: Illustration of semantic similarity and semantic dissimilarity [345].

To capture the meaning of the text, we used FinBERT — an open-source NLP model

specifically created for finance [174]. Embeddings are vector representations of the text

(either words or phrases). Here, we used sentence embeddings which provided us with

a vector representation of the sentence [174]. This is useful when you need a fixed-size

representation of a variable-length text [188]. We used cosine similarity to measure the cosine

of the angle between the two vectors, sentence 1 and sentence 2. The cosine similarity ranges
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from �1 to 1. 1 means that the vectors are identical. 0 means the vectors are orthogonal

or uncorrelated, and �1 means completely dissimilar. We also considered the Distributional

Hypothesis — words that occur in the same contexts share semantic meaning. The more

overlap in contexts, the more similar the words are considered [276].

4.5.3.3 Readability

Readability is also an important aspect of financial text, whether human-written or AI-

generated. Therefore, we used the Flesch Reading Ease Score, discussed in Section 4.2.2.6,

to evaluate the readability of the generated synthetic text.

4.5.4 Experiments

The original dataset for Project 3 consisted of 439 prompt and completion pairs, as per

Table 4.1. We selected 20% of the pairs (88 pairs) to be used as the quasi-ground truth, the

breakdown of which is found in table 4.12. This file was provided to ChatGPT and used as

part of in-context training for style and information on how each bank sets up its responses.

Bank # of Pairs
JPMorgan Chase 23
Bank of New York 21

Citibank 19
Bank of America 9

Wells Fargo 16
Total 88

Table 4.12: Fine-Tuning Prompt and Completion Pairs

4.5.5 Results and Discussion

As can be seen in Figure 4.10, even though ChatGPT was given an in-context training

file, it defaulted to the exact same pair of messages for each bank. Using the similarity

threshold of 0.8 [257, 291] that we have used in other experiments, we find that only two

of the responses exceed that threshold. We also find that, when comparing to the ground-

truth, ChatGPT’s responses are much “fancier” than the bank’s human-authored text for
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this measure, an example of which is Figure 4.9. Ignoring the values for the moment, the text

itself is semantically similar in that it discusses the measure (net interest income) and the

time frame (2017). None of the training text or the ground-truth text mention maximizing

shareholder value or prudent interest income management.

Net interest revenue totaled $3.3 billion in
2017 compared with $3.1 billion in 2016, an
increase of 5%.

In 31-Dec-17, our net interest income stood
at $30.39 billion, demonstrating our com-
mitment to maximizing shareholder value
through prudent interest income manage-
ment.

Figure 4.9: On the left is the ground-truth human-authored text from Bank of New York
Mellon and on the right is the text generated by ChatGPT for the same time period using
the synthetic data created in Project 2.

Another important aspect of the text generation, however, is that ChatGPT has defaulted

to a pair of responses and applied those for every bank as seen in Figure 4.10.

Figure 4.10: ChatGPT’s generated text for Q1

In the instructions, ChatGPT was told to use the in-context training file as reference,

which it acknowledged. Yet, it does not look like it has actually done that, as its generation

is the same for every bank, even though the in-context training instances it was given are

di↵erent. Using the same example of Net Interest Revenue in the training document, JP-

Morgan Chase wrote “We generated earnings of $11.9 billion on revenue of $38.3 billion —

a record year for our business” whereas Wells Fargo wrote “Our revenue increased 6% from

the previous year.” So, even though the question of discussing the Net Interest Revenue is
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Bank Q1 Semantic Similarity Bank Q2 Semantic Similarity
GPT-3.5 GPT-4
BNY 1 0.74 BNY 1 0.76
BNY 2 0.69 BNY 2 0.73
BoA 1 0.77 BoA 1 0.62
BoA 2 0.79 BoA 2 0.56
Citi 1 0.63 Citi 1 0.74
Citi 2 0.78 Citi 2 0.69
JPM 1 0.82 JPM 1 0.76
JPM 2 0.82 JPM 2 0.78
WF 1 0.77 WF 1 0.75
WF 2 0.66 WF 2 0.78
Mean 0.74 Mean 0.72

Median 0.77 Median 0.74
Std Dev 0.07 Std Dev 0.07

Table 4.13: Results for Semantic Similarity Using GPT-3.5 and GPT-4

still the same between banks, there are many examples that ChatGPT was given showing a

wide range of responses. Therefore, vacillating between two responses, regardless of bank,

shows a lack of understanding in how to complete the task. The semantic similarity results

are found in Table 4.13.

The readability results were very interesting. We have shown in previous projects that

ChatGPT’s text is usually more readable, and therefore more accessible to a wider audience.

That is not the case here. ChatGPT’s use of elevated and verbose language (“fanciness”)

is causing it to have lower scores than the human-authored text. Referring back to Figure

4.10, Bank of New York Mellon’s text is very straightforward in that it indicates the total

for 2017 and then provides a comparison to 2016, making BNY’s text readable and strong.

ChatGPT’s text, however, discusses “demonstrating commitment to maximizing shareholder

value” and “prudent interest income management”. ChatGPT’s use of grandiose language

clutters up the text, making it harder to understand and changes the messaging moving the

focus from the results to BNY’s suggested dedication to maximizing shareholder wealth by

taking well-advised and sensible steps to managing interest income. This change in messaging

is also reflected in a drop of the positivity and negativity, and an increase of the neutrality

of the sentiment (using FinBERT) between the two text passages, shown in Table 4.14.

Adding in the extra (and potentially superfluous) words makes it harder to read and harder
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for the audience to understand. To borrow a salient example from a colleague15 “the fowl

ambled over the throroughfare” is a very fancy way of trying to say “the chicken crossed

the road” which also creates problems for readers unfamiliar with a more arcane style of

writing: fowl is not as commonly used anymore and can mean chicken but can also be used

as a collective term for birds; ambled is a very slow and relaxed way of walking and does

not necessarily mean in a direct fashion; and thoroughfare is not a commonly used word

anymore and can mean either road or main road. Using elevated language can be helpful in

the right context, provided the perceived or interpreted meaning is the same as the intended

meaning. Here, using elevated language only serves to obscure the message; the same can

be said for ChatGPT’s generated text for BNY, seen in Figure 4.9.

Author Positivity Negativity Neurality
Human 0.909 0.072 0.018

ChatGPT 0.802 0.008 0.190

Table 4.14: Change in Sentiment Scores

As will be discussed in Project 7 (Section 5.1), companies (banks included!) invest a lot

into branding, and part of branding is the way that a company communicates to public. Word

(lexical) choice can have a significant e↵ect on branding [133, 252, 127], as can tone [252, 127].

Therefore, more work is needed to evaluate and determine the extent to which ChatGPT is

able to emulate a company’s style in keeping with its brand and communications approach.

4.5.6 Conclusion, Future Work, and Limitations

In this project, we took the SMOTED tabular data (synthetic only) generated in Project 2

and passed it to ChatGPT for generation. FS have limited corporate use as well as research

use without the contextualizing information that is either provided in the Notes or in the

financial report text. Therefore, the main goal of Projects 2 and 6 were to provide synthetic

FS along with contextualizing synthetic text. Although we demonstrated that this end-

to-end approach is very useful, we also showed that ChatGPT is not yet ready to take

on this type of task. Even though we provided it with in-context training, it was not

able to distinguish the di↵erent styles of the banks su�ciently to replicate each bank’s

15Many thanks to Dr. Kala Hirtle for this excellent example.
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own style, and used its own grandiose style instead which impeded readability, which can

a↵ect understandability and accessibility — two aspects of communication that the financial

domain already struggles with. The fact that ChatGPT is not helping these two apsects, but

rather hindering them, means that more work is needed before ChatGPT should be brought

in to help on this task.

The main challenge with this Project was that there is no universally accepted approach

to evaluating text without ground-truth. As ChatGPT and other LLMs became more main-

stream, we must work towards establishing ways to evaluate text where there is no ground-

truth. To address this challenge, we used Semantic Similarity and evaluated the ChatGPT

text to quasi-ground truth — financial text taken from each bank’s human written reports

for the real data. The intuition behind this was that the text does not have to have the same

words, but it must have the same or opposite meaning, depending on the situation. Even

though the semantic similarity never reached the threshold of 0.8, the majority of the scores

were in the range of 0.7 to 0.79, showing that it was approaching the threshold. For future

work, we would like to expand this project to include notes to the financial statements, as

well as other jurisdictions such as Canada and Europe.

The main limitation we had in this Project was the size and focus of the sample (5 US

banks). It may be that ChatGPT would have performed better if a larger sample was used,

or samples from other jurisdictions were used. The size of the in-context training sample

could also have been a limitation, which we plan to evaluate and improve on in future work.



Chapter 5

Foreshadowing the Need for Company Author Attribution

5.1 Project 7: Company Authorship Attribution and Verification

5.1.1 Introduction

The study of authorship has been an active area of research for many decades and has

created a robust body of knowledge. This field is very broad and comprises work done

on attribution, verification, and profiling, among others. Attribution and verification are

two highly related areas; attribution seeks to identify an unknown text’s most likely author1,

whereas verification seeks to verify that the stated author is the most likely author. Profiling

identifies demographics such as gender, age, location, and native language [277, 273, 76], for

example, which can then be used to better understand the author or use these demographics

in attribution or verification tasks. Initial work done on attribution, verification, and profile

focused on one author. In recent years, however, there has been an increase in interest in

identifying authors in collaborative works, particularly with the rise of collaborative writing

platforms such as Wikipedia and Google Docs, for example. In all cases, whether doing

tasks with single or multi-authored documents, the true author labels are available to the

researcher, and are only hidden or labelled as “unknown” for the purposes of the experiment.

However, many corporate documents, like the AR, do not list the author. Rather such

corporate documents are seen as being authored by a “figurehead” author, meaning that

the company is the “author” (in name only), and the real authors of the report are never

identified. As a very brief review, the AR is a vehicle by which public companies update

investors, stakeholder, and regulatory bodies, on their performance during the past year

and layout plans for the future. The AR has many contributing authors such as the Chief

Executive O�cer, the Chairperson of the Board, and firm management [162]. While author

1While the AR contains the company’s name, there are many sections in the AR that do not contain the
company’s name. Therefore, whether the task is attribution or verification will depend on the text passage
under consideration.
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profile demographics (e.g. gender, age, location, and native language) can be helpful in

author attribution tasks [76], the only demographic information that we have access to

is where the specific author of a section is identified — the Chairperson’s letter 2. This

also assumes that the author (the Chairperson in our example) was the true author of the

letter, rather than having an aide draft the letter, and then the Chairperson amending the

draft. Yet, in most cases, the letter is drafted on their behalf, and then amended by the

Chairperson [86]. Also, a company’s writing “team” can change from one year to the next,

as “up to 20 people” [86] can be involved, or the company could use an external firm to write

the report on their behalf [86]. This introduces the potential for inconsistency in authors,

particularly if the author(s) are unknown.

Unlike other types of documents and works (e.g., peer reviewed or non-peer reviewed

research, fiction or non-fiction work, or traditional or social media articles), corporate doc-

uments tend to reuse a lot of text and information from one year to the next. The amount

of text reuse can be seen as either a feature, a genre-specific peculiarity, or both. While

companies will use a writing team — either internal or external — they usually do not start

the document from a “scratch”; instead, they take last year’s report (or a previous year’s

report) and then make amendments to it [86]. Figure 5.1 shows a sample page derived from

comparing RBC’s 2012 and 2013 Annual Reports. The black text shows text that remains

unchanged between the 2012 and 2013 reports. The blue text shows, through track changes,

which text was changed for the 2013 report, using the 2012 as its “starting point”. We did

this comparison using the Python library Aspose.Words [20]. Companies invest significant

amounts of resources into branding 3 and are highly aware of the importance of “[a]ll the

elements of corporate brand, from tone and personality, functional and emotional benefits,

core message and end goal, to its reputation [213]. A company’s AR is one of the manifes-

tations of the brand, and each company (banks are no di↵erent) will go to great lengths to

distinguish itself from that of competitors.

There are several caveats that need to be kept in mind when reviewing the related work

and experiments below. First, we recognize that, unlike our company situation discussed

above, co-authors of research or literary works are specifically named, thereby a↵ording the

2The Chairperson’s Letter is an integral part of the AR and is usually one of the first documents presented
in the AR, for example.

3In reviewing the income statements from the 15 banks in the data, money spent on advertising ranged
from $173 million to $3.9 billion. Branding is highly enmeshed with marketing.
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Figure 5.1: A comparison of RBC’s 2012 and 2013 annual reports using the Python library
Aspose.Words. The blue text shows, through track changes, what text has changed between
2012 and 2013. The black text shows the text that has not changed between the two years.
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opportunity to review the work of those co-authors where they were the sole authors. Second,

due to the regulatory nature of the AR, the format and presentation will be very similar

between companies. Third, to reduce the burden of writing the reports, which, as previously

identified in Section 4.3.1, is very long (on average ⇡ 186 pages in length in Canada and

the US [128]), companies tend to re-use a lot of text year-over-year; this is not a practice

that authors in other situations (like the ones outlined above) would normally follow. And

fourth, regulatory documents tend to have boilerplate advisories for readers. The MD&A, for

example, begins with such an advisory warning readers that actual results may be di↵erent

than the expected or anticipated results discussed as part of the MD&A. The beginning of

the Bank of New York Mellon’s boilerplate advisory at the start of its MD&A is as follows:

The Company’s actual results of future operations may di↵er from those es-
timated or anticipated in certain forward-looking statements contained herein
for reasons which are discussed below and under the heading “Forward Looking
Statements...” [21]

We note here that there is a philosophical and functional question of what the di↵erence

is between a writer and an author, given the fact that a company’s writing team (internal

or external) is not necessarily creating the material, but rather reporting on and discussing

what has already occurred in financial life of the company, as well as discussing ancillary,

promotional, or forward-looking issues. While this question is interesting, it is out of the

scope of the thesis and will not be addressed. We do, however, recognize the dichotomy, and

for the purposes of this thesis, will continue to use the term “author” to refer to any writer

involved in the creation of the AR. 4

While a tremendous amount of work has been done using the AR as its base document

such as sentiment analysis (e.g., [125]), evaluating market reactions to the tone in the annual

report (e.g., [348]), or predicting stock market returns (e.g., [124]), for example, to the best

of our knowledge, no work has yet been done on authorship attribution, verification, or

profiling of the AR, which represents a major gap in the research. The research that we

present in this chapter contributes to filling that gap.

4We also recognize the argument made by other researchers indicating that level of contribution as well
as active and timely contribution are needed to qualify as a co-author [139]. As this is outside of the scope
of our research, we will be focusing on the text itself and how it can be identified as Company A versus
Company B, for example, rather than making any attempts to quantify co-author contribution to determine
if their contribution qualifies them for co-authorship.
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As well, the implications of the lack of known authors for the AR is profound in that it

presents a very unique research problem — one that is a cross between single author and

multi-author attribution where only the “figurehead author” is known. In this context, we,

therefore, have to approach this research as a single author attribution knowing that, in

reality, it is a multi-author attribution that comprises both writing and non-writing authors

(all of which we will likely never know), a strong tendency to reuse significant portions of

text year-over-year, and where the text must take a collaborative approach so that it reads

with “one voice” (even though it has been authored by many). This combination makes it

a very interesting and important research problem.

5.1.2 Problem Statement

For this work, we explore three common approaches to authorship attribution: topic mod-

elling (using Latent Dirichlet Allocation [25]), stylometry (using Burrows’ Delta [38]), and

distance (using Common N-gram distance [164]), to determine which is the most e↵ective

approach for the AR. As well, we circle back to the work that we presented for financial

statement generation and use ChatGPT (using GPT-4) to generate text for the synthetic

statements produced as part of the research in Chapter 3.

5.1.3 Methodology

5.1.3.1 Data Collection and Processing

ARs from Canada, the US, and Europe were used to conduct this research. For the purposes

of this research, we refer to Europe in a “continental” sense. Therefore, the United Kingdom

is included as part of “continental” Europe, as it has been both in 5 and out 6 of the European

Union over the time period of the dataset. Five large and well-known banks were selected

from each jurisdiction, presented in Table 5.1 and reports were downloaded directly from

the bank’s website. The number of annual reports gathered for each bank depended on

availability. Some banks only provide, for example, the last 10 or 20 years, whereas Wells

Fargo makes reports available back to 1969 on its website. Table 5.1 indicates the date

ranges of the reports included for each bank.

5Britain joined the European Union January 1, 1973
6Britain’s departure from the European Union (BREXIT) took e↵ect January 31, 2020.
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Canada (# of Reports) US (# of Reports) Europe (# of Reports)
RBC (23) JPM (20) Barclay’s (33)
CIBC (13) BNY (15) Deutsche Bank (16)
BNS (21) WF (28) Sberbank (10)
BMO (23) Citi (14) Erste Bank (15)
NBC (8) USB (22) Rabo Bank (12)

Table 5.1: Bank Listing

As some of the older reports are scans of original paper copies and not PDFs created

directly from the source document, optical character recognition (OCR) was needed. To

convert the PDFs to text, we used PDF2GO’s OCR engine, which upon visual inspection,

worked fairly well as the OCR engine returned clean text and removed the pictures and

graphics. We did notice that the tables sometimes converted strangely, particularly if the

document used a two-column format but the table spanned both columns. As our focus

was on the text itself, rather than the contents of the tables, we determined that the poor

conversion of the tables would not present an issue in the context of our research. We did

try several well-known tools such as PyTesseract, OCRmyPDF (which uses the Tesseract

engine), and Camelot, but the conversion from PDF to text did not work well, particularly

if there was handwriting or other markings (such as a “Received” stamp) on the pages.7

The text documents for each bank were then compiled into separate comma separated value

(CSV) reference corpora.

ARs gathered were either original English or were translations of the original language

into English. Minimal text cleaning was performed as we wanted to preserve the text that

each bank (or the translator for the bank) created. This means that any ambiguity of mean-

ing, incorrect word usage in the translations, di↵erences of spelling between jurisdictions

(such as Canadian/British spelling versus American spelling or any Cyrillic text) were kept.

As well, text cleaning and formatting can be a lengthy process. With the large-scale avail-

ability of LLMs, where LLMs could be used for fraudulent purposes, time for lengthy text

cleaning may not be available. Therefore, we took a “minimalist” approach to text cleaning.

While Figure 5.1 is helpful in supporting that there is a considerable amount of text re-use

in the ARs, it also raised the concern that the inclusion of textual features (features) such

7Other well-known tools for PDF to text conversion are PyPDF and PDFMiner, neither of which have
OCR capabilities.
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as names, phrases, addresses, and phone numbers could artificially inflate the algorithms’

performance. Therefore, we ran two sets of experiments for each algorithm: named and

unnamed. Named refers to the original text “as is” with no removal of any features. Unnamed

refers to the text once the features have been removed. A full listing of all of the features

removed for each bank can be found in Appendix I.

5.1.4 Experiments

Three experiments, using Latent Dirichlet Allocation (LDA), Burrows’ Delta, and Common

n-Gram distance (CNG), were used to classify the most likely author for a corpus of ARs. As

mentioned in Section 5.1.1, the true authors of the “disputed” ARs are not known. Therefore,

for the purposes of this research, we attributed these ARs to the “figurehead author” (i.e.,

company). Classification accuracy was used to evaluate the e�cacy of each algorithm as it

is the predominant metric used in the literature.

Our main corpus contained 15 banks from three jurisdictions. However, due to the size of

the reports, Burrows’ Delta (discussed in Section 5.1.4.2) created a bottleneck as it takes a

considerable amount of time to run, particularly for the European texts, which are extremely

long (512 pages on average8). The time complexity is O(t⇥ (l+ 2n)) where l is the average

lengths of the texts, t is the number of texts, and n is the number of common words used

in the analysis. The number of common words was fixed to 500, meaning that n becomes a

constant. l and n both create a linear increase as these inputs grow meaning that the time

requirement will scale proportionally with the value of l and n. Due to the large size of the

corpus, we broke it into three: one for each jurisdiction (Canada, Europe, and US).

5.1.4.1 Experiment 1 - Latent Dirichlet Allocation

For this experiment, we used 30 documents from our corpus and generated the top 12

topics for each document, with each topic being represented by 12 words along with its

distribution. The distributions for each document were then added to a document-by-topic

(DBT) matrix [9] and cosine similarity was used for evaluation purposes. Figure 5.2 provides

a partial sample of the DBT matrix. Overall, the matrix itself is sparsely populated as some

8This was calculated by taking the average of all of the pages of the European reports.
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topics, such as equity was only generated for Deutsche Bank. Other topics, such as asset,

risk, and financial were generated for the vast majority of banks.

As previously discussed, minimal text cleaning was done to preserve the text in as close

to its published format as possible. Using the spaCy Python library with Gensim, each doc-

ument was then tokenized, stop words were removed, and bigrams were created for each text.

Lemmatization was then done, using the part-of-speech (pos) tags for noun, adjective, verb,

and adverb, to create a bag-of-words. Given the size of each text, we disabled the parser

and named entity recognition features in the spaCy library, as these are computationally

expensive and, if kept on, will cause memory to run out. Using a DBT matrix implementa-

tion, the space complexity is O(D⇥K), where D is the number of documents and K is the

number of topics.

Coherence scores were generated using the Topic coherence pipeline [258] for topics rang-

ing from 5 to 12 to determine the optimal number of topics per document. The coherence

score is heavily related to the Normalized Pointwise Mutual Information (NPMI) in Equation

5.1:

NPMI(w0, w⇤) =
log P (w0,w⇤)+"

P (w0)(w⇤)

�log(P (w0, w⇤) + ")
(5.1)

where w is used to represent words, P (w0, w⇤) is the joint probability of observing both w0

and w⇤, Pw0 and Pw⇤ are the marginal probabilities of observing w0 and w⇤, and ✏ is a small

constant used to prevent a log of zero (undefined) in the case where w0 and w⇤ do not occur

together.

A key parameter for this model is the coherence measure. Topics learned from a document

or a corpus should, theoretically, “provide su�cient information to determine the subject

area and interpretation of a topic, and distinguish one topic from another” [223]. The co-

herence score measures semantic coherence of the topic words to determine the extent to

which high scoring words learned from the document or corpus “belong” together [288, 223].

Theoretically, the stronger the coherence score (based on the scoring system for each coher-

ence algorithm), the more the topics belong together thereby providing that “distinguishing”

element from one topic to the next. For example, suppose that we have the following two

topics, each containing high scoring words:
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• Topic 1: car, wheels, roof, headlights, windshield

• Topic 2: house, cat, storm, school, baseball

In evaluating topic 1, the words are all related as these are elements that every car has.

Topic 2, however, has some related words such as house and cat, and school and baseball,

but the association is not as strong between those words as it is for topic 1. Therefore, topic

1 would score much more strongly than topic 2, indicating that topic 1 is a better topic.

There are a number of di↵erent coherence measures available. UCI, “umass”, and “Cv”

are the measures used most often in the literature:

• UCI measures coherence based on pointwise mutual information [223] which “repre-

sents the relation between words and documents” [79]. A major drawback with UCI,

however, is its bias towards infrequently used words in the document or corpus, as it

assigns very high scores to these rarely used words [68]. Given that financial reports

often have infrequently used words (such as “Concentration Risk” and “Going Con-

cern”), using this measure would likely introduce bias into the coherence score through

the heavier weighting given to rare words.

• umass measures coherence based on word pair co-occurrence [271]. Often, ✏ is added to

this measure to ensure that log(0) (undefined) is avoided [87]. A requirement to use the

umass measure is a training corpus which is used to calculate the co-occurrence [123].

As we did not have a training corpus, we elected not to use this measure.

• cv measures coherence using normalized pointwise mutual information. Word vectors

are then aggregated into a topic vector which is then used as a reference against which

the cosine similarities of each topic will be compared, in order to calculate the coherence

score[89]. Although this measure is not as fast as umass, it has shown to have better

topic coherence results [269], leading us to select this coherence measure.

Coherence scores were calculated for 5 to 12 topics for each bank. The optimal number of

topics was identified by the highest coherence score for each bank. The coherence scores for

each bank (known and unknown) can be found in Appendix H. We performed two experi-

ments — one that includes the bank’s name and any prominent information such as address,
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Figure 5.2: Partial sample of the DBT matrix, showing that it is densely populated for some
features, and sparsely populated for other features.

city, self-named programs etc. and one that does not include the bank’s name. We have

termed these “Named” and “Unnamed”. Appendix J provides the topic scores for each topic

for each bank.

5.1.4.2 Experiment 2 - Burrows’ Delta

To evaluate stylometry, we used the Burrows Delta (Delta) statistic [38], following the

work of Laramée [178]. This measure is used to identify the author (or likely author) of an

unidentified text and equally weights features to arrive at the result [178]. The entire corpus

(Canada, Europe, and the US) was used for this experiment. Due to the size of the docu-

ments and the running time required, each jurisdiction was evaluated separately. Training

documents were allocated to the “known” group and testing documents were allocated to the

“disputed” group. The “disputed” group contains documents whose authorship is in ques-

tion. Test cases were run individually as Burrows’ Delta is very computationally expensive

in the memory needed and the time that it takes to run all of the calculations. The space

complexity of Burrows’ Delta is O(n), meaning that the amount of memory required grows

linearly with the size of the input.

Burrows’ Delta is calculated as follows:
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�c =
X

i

��Zc(i) � Zt(i)

��
n

(5.2)

where Zc(i) is the Z-score for feature i in the unidentified candidate document c, Zt(i) is the

Z-score for i in the test case document, and n is the most frequent words in the corpus which

are then used as features [178].

5.1.4.3 Experiment 3 - Common N-gram Distance

The final experiment was conducted using Common N-gram Distance (CNG) implemented

in Python. This algorithm works by finding “a relatively small set of frequent n-grams.” [164].

The distance is then calculated between the profile and the unknown (or “testing”) document

to determine similarity (or dissimilarity) [39], thereby identifying the most likely author for

a given text [157].

CNG is calculated as follows [164]:

dx(P1, P2) =
X

x

 
fP1(x)� fP2(x)

fP1(x)+fP2(x)
2

!2

(5.3)

“where fPi(x) is the normalized frequency of an n-gram x in the profile Pi, i = 1, 2, where

fPi(x) = 0 whenever x does not appear in the profile P” [157].

5.1.5 Results and Discussion

5.1.5.1 Experiment 1: Latent Dirichlet Allocation

The cosine similarity was extremely high for all four experiments, ranging from 0.98 to

almost 1, which indicates that the reports are highly similar. This is not surprising given the

regulatory nature of these reports. While companies do have a certain amount of latitude and

discretion about what information they provide regulators and investors, securities exchanges

have stringent rules for what must be discussed in the financial reports. The implications

of these rules mean that companies within the same industry — banks in this case — tend

to discuss the same types of topics in that their key financial measures, risks, customers,

and opportunities for growth, for example, are largely the same, if not exactly the same.
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This “sameness” can make it di�cult for machine learning to distinguish between companies

(banks) on the topic level as there is little room for individuality in topics; that individuality

would be much more apparent and present in the stylometry of the text as well as the

branding behind the text — something that a set of topics cannot capture.

Even though the cosine similarity of the topics was high, we further evaluated the clas-

sification on two levels. First, we examined the classification at the jurisdiction level (i.e.,

Canada, Europe, and the US). As each jurisdiction’s regulations and laws are di↵erent, it

is important that the algorithm be able to identify the origin of the AR. Second, we exam-

ined the classification at the individual bank level (which we termed the “company” level)

to determine if the algorithm could correctly identify the correct company as the author.

Our reasoning behind this multi-level approach was to determine that if the algorithm was

e↵ective at correctly classifying the jurisdiction, was it also e↵ective at correctly classifying

the company as the figurehead author.

At the jurisdiction level, we found that using topics alone worked well in that the algo-

rithm could correctly determine, with a high degree of accuracy, if the report was written by

authors in Canada, Europe, or the US. Results for the classification accuracy by jurisdiction

is presented in two tables — one with the top features removed (Table 5.2) and one with

the bottom features removed (Table 5.3). See Section I.2 for information on topics removed.

Interestingly, removing the names and identifying information (see Appendix I), improved

the jurisdiction-level classification results in both cases (top and bottom features removed).

This suggests that the presence of textual features such as name, address, and company

programs, for example, may serve as a distracton for algorithm, which is an interesting find.

Although the classification results at the jurisdiction-level were high, the algorithm strug-

gled at the company level seen in Tables 5.4 and 5.5. At the company level, some classifi-

cation results benefit from having no identifying features, whereas others do not. Results

also depend on if the top or bottom features have been removed. Looking at Scotiabank, for

example, the classification was higher using un-named when the top features are removed,

but low for un-named when the bottom features are removed — 71% vs. 43%. As discussed

in Section 5.1.1, the regulatory nature of the AR influences the format and presentation

of the reports. This also a↵ects what topics companies must address in the AR in that

companies are required to speak to items such as liquidity and capital resources as well as
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Canada Europe US
Named

Y 32 42 41
N 9 1 8

Total 41 43 49
Accuracy 78% 98% 84%

Un-named
Y 36 36 43
N 2 2 0

Total 38 38 43
Accuracy 95% 95% 100%

Table 5.2: Classification accuracy by jurisdiction for “named” and “un-named” with top
features removed

Canada Europe US
Named

Y 38 43 49
N 3 0 0

Total 41 43 49
Accuracy 93% 100% 100%

Un-named
Y 37 41 52
N 1 1 0

Total 38 42 52
Accuracy 97% 98% 100%

Table 5.3: Classification accuracy by jurisdiction for “named” and “un-named” with bottom
features removed
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Canada Europe US
Named

BMO 6/6 Barclays 4/5 BNY 1/10
Accuracy: 100% 80% 100%

CIBC 1/8 DB 0/6 Citi 6/10
Accuracy: 13% 0% 60%

NBC 6/8 Erste 6/10 JPM 6/7
Accuracy: 75% 60% 86%

RBC 5/7 Rabo 7/9 USB 4/5
Accuracy: 71% 78% 80%

Scotia 8/12 Sberbank 13/13 WF 4/5
Accuracy: 67% 100% 80%
Un-named

BMO 5/8 Barclays 8/8 BNY 7/12
Accuracy: 63% 100% 58%

CIBC 2/9 DB 6/12 Citi 4/5
Accuracy: 22% 50% 80%

NBC 5/7 Erste 4/4 JPM 10/10
Accuracy: 71% 100% 100%

RBC 0/7 Rabo 8/8 USB 11/11
Accuracy: 0% 100% 100%

Scotia 5/7 Sberbank 5/6 WF 5/5
Accuracy: 71% 83% 100%

Table 5.4: Classification accuracy by company for “named” and “un-named” with top fea-
tures removed
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BMO 3/6 Barclays 5/15 BNY 10/10
Accuracy: 50% 33% 100%

CIBC 6/8 DB 0/6 Citi 9/10
Accuracy: 75% 0% 90%

NBC 5/8 Erste 6/10 JPM 5/7
Accuracy: 63% 60% 71%

RBC 7/7 Rabo 9/9 USB 2/5
Accuracy: 100% 100% 40%

Scotia 8/12 Sberbank 13/13 WF 8/17
Accuracy: 67% 100% 47%
Un-named

BMO 5/8 Barclays 10/15 BNY 5/7
Accuracy: 63% 67% 71%

CIBC 8/9 DB 5/5 Citi 6/9
Accuracy: 89% 100% 67%

NBC 4/7 Erste 7/7 JPM 15/15
Accuracy: 57% 100% 100%

RBC 2/7 Rabo 7/7 USB 1/8
Accuracy: 29% 100% 13%

Scotia 3/7 Sberbank 8/8 WF 13/13
Accuracy: 43% 100% 100%

Table 5.5: Classification accuracy by company for “named” and “un-named” with bottom
features removed
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Canada Europe US
Named 85% 91% 86%

Unnamed 95% 91% 87.5%

Table 5.6: Classification accuracy by jurisdiction for “named” and “un-named”.

a company’s expected future results [49]. Therefore, companies are required to discuss a re-

quired set of topics, and address similar types of topics in the information provided beyond

the “required”. The implications of these requirements and practices support why removing

the top features increased the classification as it was these features that were common to

each company which only served to create distractions for the algorithm in its classification

task. Yet, other banks like Sberbank were not as a↵ected by either the named vs. un-named,

or the top vs. bottom features. The lowest result that Sberbank had was 83%, which was

the misclassification of one record; the rest of Sberbank’s results had 100% classification.

The almost contradictory nature of these results is something that we plan to investigate in

future work.

5.1.5.2 Experiment 2: Burrows’ Delta

The Burrows’ Delta algorithm performed well at the jurisdictional level and returned fairly

high results, ranging from 85% to 91% accuracy. Results for both named and unnamed can

be seen in Table 5.6. Similar to our findings for LDA, results improved for both Canada and

the US when the name and identifying features were removed (See Appendix I for full list of

terms removed for each bank). Canada’s classification accuracy increased 10% and the US’

increased 1.5%.

In reviewing the granular results, we observed that Burrows’ Delta did not uniformly

struggle across all banks, but rather with specific banks. In Canada, in the named reports,

Scotiabank proved the most di�cult for Burrows’ Delta to determine the likely author.

Burrows’ Delta correctly identified seven of the 11 Scotiabank reports, but identified the

“disputed” category as the most likely author for the other four. This struggle continued

once the identifying features were removed.
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5.1.5.3 Experiment 3: CNG Distance

Results from all three jurisdictions show that word n-grams provide stronger results than

character n-grams. Results for each jurisdiction are provided in Tables 5.7 to 5.12 when n

is the number of word n-grams or character n-grams, and ` is the profile length.

Starting with Canada, the best combination, using word n-grams, is (n, `) = (3, 200), for

both named and unnamed, which returns 100% accuracy. The best results (95% accuracy)

for character n-grams are for (10, 60) named and (12, 500) unnamed. For Europe, word bi-

grams perform best, and return 100% accuracy for (2, 60) named and (2, 100) unnamed. The

best combinations for character n-grams are (8, 500) and (11, 500) each with an accuracy

of 100% and 97.7%, respectively. Unlike Canada and Europe, however, the best results

for the US using named word n-grams is 81.4% accuracy. Interestingly, unnamed word n-

grams achieve the best results with 100% accuracy at (2, 100). This indicates that removing

the name and address, along with common identifiers such as acronyms and the CEO’s

name, improves performance. This suggests that names and addresses may add noise to the

text, making it harder to find common n-grams, particularly if these common identifiers are

sparsely used, or not uniformly used. Named character n-grams also return less accuracy

than either Canada and Europe. The best combination is (10, 100) with an accuracy of 84%,

which is far below the other jurisdictions (Canada at 95% and Europe at 100%). However,

we again saw performance improve with the removal of names, as accuracy increased to

98% for (14, 500). It is also important to note that for some companies, the removal of

the common identifiers changed the top most common n-grams in the profile. Banks tend

to name programs available to customers after themselves to increase brand awareness and

recognition. In our corpus, for example, some of Citigroup’s programs include Citigold, Citi

Quick Link, and Citi Simplicity. Therefore, removal of these types of common identifiers

forces the algorithm to find other common n-grams instead.

Given that the annual reports are tightly structured, particularly in the United States,

it was interesting to find di↵erences in the results for the algorithm between jurisdictions.

Canada and Europe, while slightly di↵erent in their actual results, exhibited the same be-

haviour with word n-grams performing best, followed by a small drop in performance when

the name and other identifying features were removed from the text. However, we did not

see that in the results for the US; in fact, it was the opposite as performance improved for
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both word and character n-grams when the name was removed.

N-gram size
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Canada - Named - Word n-grams
30 0.50 0.88 0.93 0.93 0.95 0.98 0.98 0.98 0.88 0.73 0.70 0.65 0.68 0.60 0.60
60 0.50 0.88 0.95 0.88 1.00 1.00 1.00 0.98 0.88 0.85 0.88 0.75 0.77 0.80 0.88
100 0.43 0.90 0.95 0.95 1.00 1.00 1.00 1.00 0.95 0.95 0.98 0.95 0.98 0.98 0.98
200 0.45 0.90 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.98 0.98 0.95 0.95 0.95 0.93

Canada Unnamed - Word n-grams
30 0.53 0.85 0.90 0.88 0.90 0.98 1.00 0.98 0.75 0.65 0.63 0.68 0.58 0.53 0.73
60 0.43 0.80 0.90 0.88 1.00 1.00 1.00 0.95 0.78 0.83 0.85 0.75 0.78 0.78 0.78
100 0.43 0.88 0.90 0.90 1.00 1.00 1.00 1.00 0.95 0.95 0.98 0.95 0.98 0.95 0.98
200 0.45 0.88 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.98 1.00 0.95 0.95 0.95 0.93

Table 5.7: Canada — word n-grams

Although we could not run the full set of annual reports all together as one large ju-

risdiction, we did perform post-hoc tests, taking two banks from each jurisdiction and ran

them all together in order to test inter-jurisdictional performance on a smaller scale. We

randomly selected two banks from each jurisdiction to form our corpus: NBC, Scotia, Er-

ste, Sberbank, Citi, and USB. For the post-hoc experiments, we focused on jurisdictional

classification only, as the size of the corpus was restricted to just 6 companies. This was

done to address the issue with Burrows’ Delta being computationally expensive in both time

and space complexity. We also focused on “named” only, and continued to use classification

accuracy as the classification metric. Our results indicated that with the smaller corpus, the

classification accuracy of LDA dropped to 70% for Canada, 83% for Europe, and 60% (the

N-gram size
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Europe Named - Word n-grams
30 0.34 0.96 0.98 0.96 0.91 0.80 0.77 0.84 0.80 0.77 0.50 0.53 0.50 0.36 0.36
60 0.46 1.00 0.98 1.00 0.89 0.89 0.98 0.98 0.93 0.71 0.66 0.77 0.55 0.48 0.48
100 0.50 1.00 1.00 0.96 1.00 1.00 1.00 0.96 0.93 0.91 0.71 0.71 0.68 0.57 0.57
200 0.50 1.00 1.00 1.00 1.00 0.98 1.00 0.98 0.93 0.96 0.86 0.80 0.75 0.89 0.86

Europe Unnamed - Word n-grams
30 0.27 0.96 0.96 0.96 0.89 0.82 0.82 0.89 0.82 0.61 0.71 0.71 0.50 0.41 0.41
60 0.39 0.98 0.96 1.00 0.86 0.96 0.98 0.96 0.91 0.73 0.66 0.61 0.59 0.43 0.43
100 0.50 1.00 1.00 1.00 0.98 0.98 0.98 0.96 0.91 0.89 0.73 0.64 0.61 0.80 0.80
200 0.50 1.00 1.00 0.98 1.00 1.00 1.00 1.00 0.93 0.96 0.86 0.84 0.73 0.71 0.75

Table 5.8: Europe — word n-grams
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N-gram size
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

US Named - Word n-grams
30 0.51 0.77 0.79 0.81 0.72 0.72 0.77 0.79 0.77 0.74 0.63 0.65 0.67 0.54 0.40
60 0.72 0.79 0.81 0.81 0.81 0.81 0.79 0.79 0.79 0.79 0.79 0.79 0.72 0.65 0.51
100 0.74 0.81 0.81 0.81 0.81 0.81 0.81 0.79 0.81 0.79 0.74 0.74 0.70 0.72 0.65
200 0.77 0.81 0.79 0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.74 0.74 0.74 0.79 0.74

US Unnamed - Word n-grams
30 0.66 0.96 0.94 0.92 0.86 0.88 0.94 0.98 0.96 0.94 0.84 0.80 0.72 0.66 0.66
60 0.80 0.96 0.98 0.98 0.96 1.00 0.96 0.98 0.98 0.98 0.90 0.90 0.84 0.82 0.76
100 0.84 1.00 0.96 0.96 1.00 1.00 1.00 1.00 0.98 1.00 0.92 0.92 0.88 0.84 0.72
200 0.94 1.00 0.94 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.92 0.92 0.92 0.92 0.86

Table 5.9: US — word n-grams

biggest drop amongst the three jurisdictions) for the US. Burrows’ Delta struggled signifi-

cantly for Canada and Europe, dropping to 50% for both Canada and Europe (from 85% and

91%, respectively), yet increasing the US from 86% to 100%. Finally, the CNG algorithm

was still able to achieve 100% classification for each jurisdiction. As part of future work, we

plan to extend the post-hoc tests by experimenting with di↵erent combinations of companies

across jurisdictions. We also plan to revisit the implementation of Burrows’ Delta to see if

the algorithm can be further optimized in order to reduce the time and space complexities.

N-gram size
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Canada Named - character n-grams
30 0.10 0.10 0.10 0.43 0.5 0.58 0.55 0.63 0.78 0.70 0.95 0.93 0.80 0.83 0.85
60 0.10 0.10 0.35 0.43 0.45 0.60 0.63 0.63 0.80 0.95 0.88 0.88 0.88 0.88 0.88
100 0.10 0.10 0.33 0.43 0.48 0.65 0.65 0.73 0.95 0.88 0.88 0.88 0.88 0.88 0.88
200 0.10 0.10 0.28 0.38 0.45 0.48 0.65 0.90 0.88 0.88 0.88 0.88 0.93 0.85 0.90
500 0.10 0.10 0.10 0.33 0.48 0.63 0.80 0.88 0.88 0.90 0.93 0.93 0.95 0.95 0.95

Canada Unnamed - character n-grams
30 0.10 0.10 0.10 0.48 0.50 0.63 0.50 0.53 0.63 0.58 0.83 0.68 0.88 0.75 0.83
60 0.10 0.10 0.25 0.48 0.63 0.55 0.60 0.70 0.73 0.65 0.73 0.88 0.88 0.83 0.83
100 0.10 0.10 0.25 0.43 0.43 0.63 0.75 0.50 0.83 0.88 0.88 0.88 0.88 0.85 0.88
200 0.10 0.10 0.18 0.38 0.45 0.55 0.68 0.90 0.88 0.88 0.88 0.88 0.88 0.85 0.90
500 0.10 0.10 0.10 0.30 0.48 0.63 0.73 0.88 0.88 0.93 0.93 0.95 0.93 0.93 0.93

Table 5.10: Canada — character n-grams
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N-gram size
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Europe Named - character n-grams
30 0.11 0.11 0.11 0.16 0.43 0.93 0.93 0.98 0.84 0.84 0.84 0.77 0.84 0.82 0.77
60 0.11 0.11 0.14 0.27 0.68 0.93 0.96 0.89 0.89 0.84 0.84 0.96 0.93 0.93 0.96
100 0.11 0.11 0.11 0.27 0.50 0.93 0.91 0.93 0.93 0.96 0.98 1.00 0.98 0.96 0.96
200 0.11 0.11 0.11 0.23 0.55 0.75 0.93 0.96 0.96 1.00 1.00 1.00 0.98 0.96 0.96
500 0.11 0.11 0.11 0.30 0.50 0.2 0.96 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Europe Unnamed - character n-grams
30 0.11 0.11 0.11 0.14 0.30 0.43 0.82 0.91 0.82 0.84 0.84 0.82 0.91 0.89 0.89
60 0.11 0.11 0.14 0.18 0.46 0.73 0.86 0.89 0.91 0.84 0.84 0.96 0.93 0.93 0.93
100 0.11 0.11 0.11 0.18 0.32 0.82 0.84 0.93 0.93 0.91 0.96 0.96 0.96 0.96 0.96
200 0.11 0.11 0.11 0.14 0.50 0.66 0.91 0.91 0.96 0.96 0.96 0.96 0.93 0.93 0.93
500 0.11 0.11 0.11 0.21 0.48 0.50 0.89 0.96 0.92 0.96 0.98 0.98 0.96 0.96 0.96

Table 5.11: Europe — character n-grams

N-gram size
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

US Named - character n-grams
30 0.32 0.34 0.40 0.74 0.64 0.72 0.74 0.72 0.78 0.82 0.82 0.82 0.80 0.76 0.74
60 0.22 0.36 0.54 0.72 0.76 0.80 0.74 0.82 0.82 0.82 0.82 0.78 0.78 0.80 0.80
100 0.22 0.34 0.56 0.72 0.78 0.78 0.80 0.80 0.82 0.84 0.80 0.78 0.78 0.80 0.80
200 0.22 0.36 0.52 0.76 0.78 0.80 0.78 0.82 0.80 0.80 0.80 0.80 0.80 0.80 0.80
500 0.22 0.36 0.42 0.68 0.80 0.82 0.80 0.80 0.78 0.80 0.84 0.80 0.84 0.84 0.84

US Unnamed - character n-grams
30 0.30 0.22 0.32 0.64 0.66 0.84 0.92 0.84 0.94 0.86 0.92 0.94 0.94 0.88 0.86
60 0.22 0.34 0.50 0.72 0.90 0.94 0.84 0.94 0.92 0.96 0.96 0.92 0.92 0.94 0.96
100 0.22 0.34 0.52 0.60 0.96 0.92 0.94 0.92 0.96 0.94 0.94 0.94 0.92 0.94 0.92
200 0.22 0.36 0.50 0.72 0.88 0.88 0.94 0.94 0.96 0.96 0.96 0.96 0.94 0.94 0.94
500 0.22 0.34 0.36 0.62 0.88 0.88 0.96 0.94 0.94 0.94 0.96 0.94 0.96 0.98 0.98

Table 5.12: US — character n-grams



Chapter 6

Conclusion and Future Work

For decades, there has been a growing body of research in financial machine learning (FML)

related to securities; predicting stock prices and algorithmic trading, for example, are very

popular topics. Yet, computational financial research (CFR) on financial statement data and

textual financial data remains thin, particularly at the company level, leaving significant gaps

in the literature. As well, with the rapid advancement of AI in 2023, the FML gaps have

only widened as the use of LLMs to predict the stock market have further increased interest

in securities research. The research in this thesis contributes to filling the FML gaps in CFR

for financial statement data and textual financial data.

6.1 Achieved Objectives

1. Predicting distress of financial intermediaries using CNN models

Our first project examined how CNNs can be used to predict the distress of financial inter-

mediaries using a small dataset. As discussed in Chapter 3, it is not always possible to have a

large amount of company-level data, and using an aggregated dataset of multiple companies

is not always appropriate. Therefore, in a world of ubiquitous financial data, we faced an

interesting problem — the scarcity of financial statement data at the company-level. There-

fore, to augment company-level data, we drew inspiration from computer vision, which uses

data transformations such as flipping and rotating to augment image datasets, and applied

a shift of ±10% to our data to augment it. The dataset was originally 63 records, which

was augmented to 126 records (using one shift of either plus or minus 10%) or 189 records

(using both shifts of plus and minus 10%). Using four convolutional layers, we were able to

achieve an accuracy of 88.24% for predicting the distress of financial intermediaries, which,

when compared to similar research done by contemporary peers, was a promising result,

particularly considering that our dataset was considerably smaller than those used by other

researchers.
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When working with deep learning, having more data is always a preferable situation, as

training requires a considerable amount of data. However, this research shows two important

aspects in relation to that need : firstly, what is conventionally thought of a “big data” is

not necessarily needed for deep learning. We were able to reasonably use a deep learning

CNN model and achieve good results with using a fairly small dataset. And secondly, it

is not always possible to have big data for training at the company-level. This means that

in order to employ deep learning models, researchers and practitioners must find ways to

appropriately augment the data. This need became the catalyst for the second project.

2. Augmentation strategies using DL

Although the rudimentary shifts of ±10% returned good results, we wanted to explore es-

tablished ML approaches to data augmentation such GANs, VAEs, and SMOTE that could

automate the augmentation process. Financial statements are the backbone of any com-

pany’s financial health, and since there is a major gap in the FML literature with respect

to using financial statements in CFR, we focused on finding the best method to augment

company financial statements. As discussed in Chapter 3, however, we are unable to pass

a dataset of financial statements to an ML model due to the dependency between state-

ments. Simply passing the data to a GAN, for example, returns (essentially) junk data as

these models do not capture the necessary balancing figures in the creation of the synthetic

data. We demonstrated that only specific features could be used as a basis of augmentation

and that the financial statements, if needed, would need to be “re-assembled” after aug-

mentation. While feature-based learning and augmentation are already accepted practices,

augmentation of financial statements using “automatic” frameworks has never been done

(to the best of our knowledge), meaning that we first had to test passing the full dataset to

the models and establish why this approach should not be used. We evaluated several well-

known algorithms that can be used to create synthetic data, finding that SMOTE worked

the best, but not under every condition. If the dataset was too small or there were too few

samples in the minority class(es), then the SMOTE algorithm cannot be used. To address

this issue, we introduced Peer Augmentation, which used the data of peers to sca↵old the

creation of su�cient initial data where peer sca↵olding can be used as a stand-alone method

or in an ensemble with SMOTE.
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3. Fine-Tuning GPT-3

This project was the first of five projects that examined the use of ChatGPT for financial text.

GPT-3’s davinci model — the most capable fine-tunable model that Open AI had at the time

of the research — was fine-tuned using prompt and completion pairs of financial text for five

large well-known banks in the US to investigate how fine-tune training would a↵ect cosine

similarity, sentiment, and reading ease of the ChatGPT generated text, comparing it to the

human-written text. We found that fine tune-training positively a↵ected the cosine similarity

with a statistical significance of p < 0.05. We also found statistically significant increases in

readability when comparing human to the base davinci model, but more importantly when

comparing the base davinci model to the fine-tune trained davinci model.

The most important find of this research, however, was discovering that without fine-

tune training, the sentiment that the base davinci model generated was not in-line with the

sentiment of the human-written text. Given the e↵ects that textual stylistic choices have

on branding, changing the sentiment of the messaging could have unintended consequences.

After the model had been fine-tune trained, however, we showed that the sentiment, while

not perfectly aligned, was much closer aligned, showing the importance of fine-tune training.

4. Using ChatGPT to Generate Note Disclosure4

While FS can “stand on their own” to a certain degree without the Notes, one can only glean

very superficial information by looking at the FS themselves. The Notes are there to provide

important context on the values in the FS to help the reader understand. Therefore, this

project evaluated how well ChatGPT could generate two common Notes — basis of prepa-

ration and subordinated debt. We found that at the time of the research, that generating

Notes was a very challenging task for ChatGPT to complete, as it was not able to provide the

necessary output at the time, as important information was left out or more concerningly,

ChatGPT was adding in information that is not usually contained in the Notes. We did,

however, find that readability increased for ChatGPT’s text, making it much more accessible

to readers of the annual report and the FS.

5. ChatGPT For Financial Literacy

This project helped evaluate the extent to which ChatGPT can help students and individuals

improve their financial literacy. Given that everyone is a↵ected by finance — by payroll,

taxes, and retirement benefits, for example — having basic financial knowledge is important.

For students who aspire to become accountants, financial analysts, work in securities, or
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become business leaders, it is important that they get good foundational and upper-level

training that is both factually and technically correct, and training that will extend their

knowledge and understanding. For humans, this can be accomplished through education

and experience. As AI moves forward, training and experience are more in flux than ever.

Massive Open Online Courses, better known as MOOCs, have made training more accessible,

and “work from home” strategies have allowed people to enter (or continue in) the workforce

from home locations. ChatGPT has already been used and evaluated in the classroom — to

both acclaim and disappointment in its abilities. Therefore, we wanted to evaluate how well

ChatGPT understands its users and if (and how) it can adapt its generation.

The experiments that we ran for this project were done in early 2023 using GPT-3.5 and

GPT-4. Overall, we found that ChatGPT does not “understand”1 the needs of its users well

in that it cannot adapt its text well for its audience. This can impede (human) user under-

standing, leading to incorrect learning and understanding. Based on the available literature,

we believe that we are the first to bring forward this issue. This lack of “understanding”

and tailoring needs to be more fully investigated and better understood to determine if the

base corpora used to train the models is the root cause, that there is not su�cient human

reinforcement learning being used, or that (human) users need to better craft their prompts

to get better answers from ChatGPT.

6. Generating Financial Text using Synthetic Data

In this project, we used ChatGPT to create synthetic textual data for the synthetic tabular

data created in Project 2. A key aspect of this task, however, was the lack of ground-truth

text for comparison. To the best of our knowledge, we are the first to consider this task for

text. To evaluate the AI-generated text, we used an ensemble method consisting of checking

the accuracy of the figures in text against the tabular input, and then used “pseudo ground-

truth” which uses the text of a human-written document that is similar to the textual task

we are asking ChatGPT to complete. Therefore, we used semantic similarity as our metric

as the text does not have to use the same or similar words as the pseudo ground-truth

text, but it does have to have the same meaning. We found that while only two of the

ChatGPT generated text passages exceeded the 0.8 threshold, the remainder were very close

1We use quotation marks here to denote the idea of “understanding” fully comprehending that AI does
not have the same type of understanding as humans do. It seems, however, that at this time, the domain of
AI does not yet have a comparable term for AI-understanding versus that of humans. Therefore, we use the
best approximate, which is “understanding”.
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as the majority (12 of the remaining 18) were in the range of 0.7 to 0.79. A very interesting

find, however, was that readability decreased. This was extremely surprising given that in

the previous experiments, readability usually increased when using ChatGPT. We attribute

this drop in the readability to ChatGPT’s attempt at being “fancy”, citing the example of

ChatGPT using phrases such as “prudent interest income management” when none of the

examples that were given to ChatGPT as part of its in-context training used such phrasing.

7. Company Author Attribution

After evaluating current and proposed methods for tabular augmentation for financial state-

ments, we then assessed authorship attribution for ChatGPT. The purpose of this research

was to establish a baseline so that when we provided ChatGPT with financial inputs from

the synthetic financial statements created in Chapter 3, we could determine how accurate

ChatGPT’s generated segments of textual financial reports were.2

In some respects, determining if ChatGPT authored the segments or a human wrote

them is an artificial problem as research that flagged financial fake news3 has not gained

widespread attention. Given the date of the research (2018, with lawsuits from the SEC

dating back to 2014 and 2017) [172] we can conclude that LLMs were not involved (GPT-1

was released in 2018). However, since the release of ChatGPT in 2022, this tool has made

tremendous leaps forward, meaning that it is only a matter of time until ChatGPT (“un-

knowingly” and “unwittingly”) used to create financial fake news, which will in-turn, harm

the market. Therefore, having a documented and well-established baseline of authorship is

needed.

In our experiments for this project, we used a myriad of tools to evaluate the text gener-

ated by ChatGPT against its human counterparts, as well as comparing ChatGPT against

itself on a year-over-year (YoY) basis. Due to the limitations of ChatGPT’s generative ca-

pabilities (the research was done largely in the fist half of 2023), we focused on short text

including selections of results from the management discussion and analysis section of the

AR as well as note disclosures. Like the previous chapter, one of the main goals for this

research was to establish and document baselines for similarity between human-authored and

2We focused on segments as it is not yet possible to provide ChatGPT with a set of financial statements
and other supporting data and have it generate a full annual report. We anticipate, however, that with the
continued evolution of AI, that this will soon (in several years’ time) become a possibility. But, for now,
ChatGPT is limited to 3̃,000 words.

3Part of the dataset used for this research was from an SEC investigation.
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ChatGPT-authored work, authorship attribution, readability, and sentiment. Our findings

show that ChatGPT cannot yet emulate the style and voice of the human-authored bank

text and without fine-tune training cannot generate text that has a comparable sentiment.

Using the Flesch Reading Ease Score (FRE), we did find that the ChatGPT-generated text

was more readable than the human-authored text. This is encouraging, as readability is an

area of communications struggle for the financial domain.

An unanticipated, but extremely helpful, byproduct of this research was discovering the

amount of text re-use in both the human-authored text and the ChatGPT-authored text.

While it is intuitive that humans would use a “control-find” strategy to update the reports

from year-to-year, this research reinforces this supposition. Furthermore, when considering

the interest in detecting and removing boilerplate text from web corpora, this could create

significant problems for financial text given that there, to the best of our knowledge, no

understanding of what constitutes boilerplate in the financial domain, and how many times

text can be reused before it is considered boilerplate. Therefore, our research has uncovered

an important area of future research.

6.2 Future Work

As this thesis spanned seven projects, we have developed a number of items for future work.

We will discuss each in descending order of importance.

Publicly Accessible Datasets - In the computational financial domain, researchers do not

often share datasets. This impedes progress of the literature and also makes results between

researchers di�cult to compare, as often researchers are using custom datasets that are not

publicly available or shared (even when their research paper indicates that data will be made

available upon request). We would like to create a publicly available computational financial

dataset repository with data statements so that researchers can then access the data and also

know important aspects such as what is in the dataset, how it was constructed, and what

decisions were made for inclusion and exclusion. We believe that this would be a significant

contribution to research.

Readability - In some of the Projects, readability was enhanced when using ChatGPT, but

not in others. Given that communication is a significant challenge for the financial domain,

we would like to do more research as to what a↵ects ChatGPT’s use of words and style that
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results in text that is more or less readable. This will also help to better understand what

ChatGPT’s own style is, which will we foreshadowed in the last project will be important.

Expand ChatGPT testing - as ChatGPT evolves, it it acquiring more capabilities. It will

be important to not only continue to benchmark its abilities, but also expand the range of

testing to include things like analyst reports, earnings reports, and financial press releases,

in order to more fully capture the various communication tasks in the financial domain.

Gemini - Google’s Gemini was just released (February 8, 2024). It o↵ers a “ChatGPT-like”

type of interface, and feels very reminiscent of ChatGPT. However, in some initial testing

that we have done, its output (for the prompts that we have passed to it) is vastly di↵erent,

even when benchmarking against ChatGPT’s very early performance. While we (as users)

are not back to the beginning in terms of learning how to use an LLM, the fact that we

cannot use the same prompt and get a certain level of expected output means that we have

to learn how to fine-tune our prompts and expectations for Gemini. This opens up a very

exciting avenue of research; it will be interesting to see if users self-select into camps similar

to those of PC and Mac users.

6.3 Coda

A large focus of this thesis has been evaluating the evolving quality of ChatGPT’s textual

generation, but also its recent capabilities for tabular generation. We focused on ChatGPT

because of its ubiquity and ease of access to the general public. In just over a year since its

public release in November 2023, it has been quickly adopted and become a main stream

business partner technology to help improve productivity, streamline tasks, and act a knowl-

edge source. Even with this breakthrough, or “inflection moment” [130], there is still much to

learn. We end with a quote about AI from Fei-Fei Li — renowned and world class computer

scientist [64]:

“We should recognize human intelligence is very, very complex. It’s emotional,

it’s compassionate, it’s intentional, it has its own blind spots, it’s social. When

we develop tomorrow’s AI, we should be inspired by this level of nuance.”
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[39] Matthew Butler and Vlado Kešelj. Financial forecasting using character n-gram analy-
sis and readability scores of annual reports. In Advances in Artificial Intelligence: 22nd
Canadian Conference on Artificial Intelligence, Canadian AI 2009 Kelowna, Canada,
May 25-27, 2009 Proceedings 22, pages 39–51. Springer, 2009.

[40] Yuezhou Cai and Wenjiang Wu. Synthetic financial evaluation by a method of combin-
ing dea with ahp. International Transactions in Operational Research, 8(5):603–609,
2001.

[41] Handenur Caliskan, Omer Faruk Yayla, and Yakup Genc. A comparative analysis of
synthetic data generation with vae and ctgan models on financial credit loan o↵er data.
In 2023 8th International Conference on Computer Science and Engineering (UBMK),
pages 212–217. IEEE, 2023.

[42] Canadian Imperial Bank of Commerce. Investor Relations. https://www.cibc.com/
en/about-cibc/investor-relations.html, n.d. Last Accessed: 2023-11-2.

[43] Canadian Securities Administrators. Access Rules & Policies. https://www.securities-
administrators.ca/resources/access-rules-policies/, n.d. Last Accessed: 2023-08-26.

[44] Canadian Securities Administrators. SEDAR Homepage. https://www.sedar.com/
homepage_en.htm, n.d.

[45] Antonio Victor Canales Saavedra. How is sofr di↵erent from libor?, 2021.

[46] Sean Cao, Wei Jiang, Baozhong Yang, and Alan L Zhang. How to talk when a machine
is listening?: Corporate disclosure in the age of ai. Technical report, National Bureau
of Economic Research, 2020.

[47] CFI Team. Equity ratio, n.d.

[48] CFI Team. Over-the-Counter(OTC). https://corporatefinanceinstitute.com/
resources/career-map/sell-side/capital-markets/over-the-counter-otc/,
n.d. Last Accessed: 2024-05-12.

https://www.cibc.com/en/about-cibc/investor-relations.html
https://www.cibc.com/en/about-cibc/investor-relations.html
https://www.sedar.com/homepage_en.htm
https://www.sedar.com/homepage_en.htm
https://corporatefinanceinstitute.com/resources/career-map/sell-side/capital-markets/over-the-counter-otc/
https://corporatefinanceinstitute.com/resources/career-map/sell-side/capital-markets/over-the-counter-otc/


161

[49] CFI Team. What is MD&A. https://corporatefinanceinstitute.com/
resources/valuation/mda-management-discussion-analysis/, n.d. Last Ac-
cessed: 2024-05-12.

[50] Chartered Professional Accountants of Canada. Understanding Re-
ports on Financial Statements. https://www.cpacanada.ca/-/
media/site/operational/rg-research-guidance-and-support/docs/
01878-rg-understanding-reports-on-financial-statements-jan-2020.pdf?
la=en&hash=BE02C8C0BDC4B7FB908004C113D9538AE266FBB9, 2020. Last Accessed:
2023-16-1.

[51] ChatGPT. Generating synthetic data from tabular csv. https://www.openai.com/,
2024. Personal communication via OpenAI’s ChatGPT.

[52] Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall, and W Philip Kegelmeyer.
Smote: synthetic minority over-sampling technique. Journal of artificial intelligence
research, 16:321–357, 2002.

[53] Haipeng Chen, Sushil Jajodia, Jing Liu, Noseong Park, Vadim Sokolov, and VS Sub-
rahmanian. Faketables: Using gans to generate functional dependency preserving
tables with bounded real data. In IJCAI, pages 2074–2080, 2019.

[54] Richard J Chen, Ming Y Lu, Ti↵any Y Chen, Drew FK Williamson, and Faisal Mah-
mood. Synthetic data in machine learning for medicine and healthcare. Nature Biomed-
ical Engineering, 5(6):493–497, 2021.

[55] Jonathan H Choi, Kristin E Hickman, Amy B Monahan, and Daniel Schwarcz. Chatgpt
goes to law school. J. Legal Educ., 71:387, 2021.

[56] Vikram S Chundawat, Ayush K Tarun, Murari Mandal, Mukund Lahoti, and Pratik
Narang. A universal metric for robust evaluation of synthetic tabular data. IEEE
Transactions on Artificial Intelligence, 2022.

[57] Mark Clatworthy and Michael John Jones. The e↵ect of thematic structure on the
variability of annual report readability. Accounting, Auditing & Accountability Journal,
14(3):311–326, 2001.

[58] Mark A Clatworthy and Michael John Jones. Di↵erential patterns of textual charac-
teristics and company performance in the chairman’s statement. Accounting, Auditing
& Accountability Journal, 19(4):493–511, 2006.
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Appendix A

Financial Statement Overview

Financial statements also have specific recording uses, which are also important to consider:

1. The Income Statement (IS) is a period specific (ex. monthly, quarterly, or yearly)

record of profitability. It details revenues and expenses so that users, both internally

and externally, can see and understand the context of the changes. The naming con-

vention of the income statement therefore reflects the period; the IS for the end of the

year would be titled “Income Statement for the year ending December 31st, 2022” (if

December 31st was the company’s year end). Once the year is over, all of the balances

are transferred to retained earnings, and the next year’s income statement will start

“fresh”.

2. The Balance Sheet (BS) is a cumulative statement that reflects all of the changes to a

company’s financial position since inception. In that sense, the BS “lives forever”. The

naming convention of the BS also reflects the ongoing nature of the BS and is stated

to be an “as at” date, rather than for the period ending. The BS for the end of the

year would be titled “Balance Sheet as at December 31st, 2022” (if the balance sheet

was being prepared as of that date).

3. The Statement of Cash Flows (SCF) details the inflows and outflows of cash for the

company for a specific period. The naming convention therefore reflects that and uses

the same type of naming as the IS. This statement is very important to understand how

the company has used its cash and how much cash it has. A common misunderstanding

is that Net Income represents the amount of cash that the company has earned; however

cash and income are two di↵erent things. Revenue can be recognized as you have done

the work and sent out an invoice, but until that invoice get paid, all you have is accounts

receivable but no cash. Therefore, your IS will show revenue, but your statement of

cash flow (and your balance sheet) will be reflective of the fact that the company is still
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waiting to get paid. The SCF is both a “continually living” statement like the BS, but

is also meant to be period specific. When the period is over, the changes in the SCF

are shown in the SCF which is reconciled to “cash at the beginning of the period”. The

change in cash is added to “cash at the beginning of the period” to calculate “cash

at the end of the period”. This end of period amount then becomes the beginning of

the period amount at the start of the next period. This reconciliation can be seen in

Figure 2.1.

4. Like the BS and the SCF, the Statement of Retained Earnings reflects all of the earnings

(or losses) that a company has accumulated over time since inception. It also reconciles

the amount of retained earnings that will be reflected on the balance sheet, as seen in

Figure 2.1. Like the SCF, it is meant to show the changes in earnings for a specific

period, and therefore has a similar naming convention and approach (i.e. beginning

retained earnings and ending retained earnings). Some sources may indicated that Net

Income comes over to the BS as retained earnings. As long as no dividends have been

declared, then that is true [169].



Appendix B

Big and Small Data

A common approach to contextualizing “big data” in computer science is to use the “5 Vs”:

volume, velocity, variety, value, and veracity [12]. This model has also been extended to 7

Vs to include validity and volatility [323]. Yet another definition also includes exhaustivity,

meaning that all available records have been collected where n = all; fine-grained; relational;

and flexible [171]. The caveat with the last definition is that there may be some instances

where “big data” does not have all of these characteristics due to applicability. An example

is provided for sensor data — the requirement of variety will not be met as this type of data is

limited, but will. however, meet the other “big data” requirements [171]. Conversely, small

data is often characterized by the fact that it has limited amounts of the Vs and additional

characteristics of big data, both discussed above. Small data also tends to be characterized

by the question(s) that arć being examined or trying to be answered [171] — something that

is not usually used to characterize big data.

However, these terms are “relative rather than absolute” [343] and that context is needed

in order to understand the usage of these terms. As well, if exhaustivity means “all” (or

perhaps substantially all, given the context), that also complements Estrin’s formulation

where n = me [92], meaning that the data is centred on one patient. We can extend this

interpretation to be, for example, one company, one domain, or one industry. As there is no

universally accepted definition of big data versus small data, for the purpose of this research,

we define big data as following the 5 Vs of volume, velocity, variety, value, and veracity. We

also include in our definition exhaustivity of scope where n = all. Data that does not meet

those criteria will be characterized as “small”.

Financial data is both big and small data at the same time and depends largely on access

and context to determine its appropriate designation. Every minute of every day, somewhere

financial data is being generated. This may seem impossible and counter–intuitive, but

di↵erent countries, religions, and cultures celebrate di↵erent holidays at di↵erent times of

the year, and weekends are not on the same days depending on the country. In North
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America and Europe, weekends are Saturday-Sunday, whereas weekends in Arab countries

are Thursday-Friday. Also, some shops are open 24-hours a day, around the world.

Therefore, at any given time on any given day, transactions are occurring somewhere —

whether online or in person. This means that financial data meets the all of the requirements

to be considered “big data”. However, no one has access to all of the financial data that is

created. This means that, in reality, we only have access to “small” financial data belonging

to specific contexts but also availability. In the context of this research, financial data is

also ”small” due to inaccessibility of data, we must rely solely on publicly available data.

As well, the computational financial research community does not tend to share data due

to a myriad of reasons, including that they are using proprietary data. Therefore, for our

research, we have had to construct an entirely new dataset which will be discussed in our

methodology section.

Another important point that should be addressed is the common philosophy that in

order to be useful and find meaningful answers, more is better [205, 98]. This philosophy

seems reasonable given that the more data a model has, the better informed it is. However,

this is based on several important assumptions (1) that the lack of accuracy will be overcome

by the size of the data [171], meaning that problematic data will be compensated for by the

(assumed) amount of good data in the dataset [255]; and (2) that the data has a high veracity,

meaning that it was well curated, is accurate, and can be trusted.

When working with any data, big or small, a major task is determining what data should

be used, what features of that data will provide the best insight, and what type(s) of data is

most appropriate to answer the research question(s) or hypotheses [131]. Usually, this task

requires a very good understanding of the research question(s) or hypotheses, the domain, as

well as what is in the data itself [131]. When researchers work with big data, it makes this last

point even more challenging. It also makes it more challenging to identify bias or potential

bias, as it becomes much more understated and elusive the larger dataset. Unstated bias

makes the model more vulnerable and can lead to very prominent unintended biases [131].

Deep learning requires much more data than classical (statistical) machine learning in

order to be e↵ective. Deep learning learns di↵erent things at di↵erent levels. Having a lot of

data, particularly diverse data, gives the neural network a lot of examples to work with and

learn from. This can also help researchers better understand what stimulates neurons [229].

The advantage of deep learning for vision tasks is that it can learn the most important and
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useful features of images [261] - a core component of the computer vision pipeline. Tabular

datasets, however, typically already contain the necessary features [261], as they have been

identified by the dataset author(s), meaning that there is likely no (great) advantage to using

deep learning for tabular data [261].

Even with the heightened awareness, particularly in the fields of medicine and health

informatics, and finance, for example, of the importance of “n = me” or “n of 1”, the state-

of-the-art models are still focusing on deep learning. Research has shown that “big” tabular

data is not needed to use deep learning. Therefore, as part of this work, we research the

minimum viable thresholds for various downstream tasks using financial statement data, how

generating synthetic data can help meet that threshold, and how using synthetic data a↵ects

the results of the downstream tasks, using both deep and statistical machine learning.



Appendix C

US Financial System

The US financial system comprises banks and shadow banks. Banks are regulated by the

O�ce of the Comptroller of the Currency (OCC), and those regulations exist to help ensure

financial stability of the country [224]. Shadow banks, on the other hand, include “bank-like”

entities such as mutual funds, insurance companies, investment banks, and other products

like asset-backed commercial paper [118]. A key characteristic of shadow banks, however, is

that they “do not take deposits which frees them from a large amount of regulatory oversight”

imposed on regular banks [121]. This lack of oversight creates a phenomenon known as

“regulatory arbitrage” [265] where ”financial transactions [are] designed specifically to reduce

costs or capture profit opportunities created by di↵erent regulations or laws” [244]. While

regulatory arbitrage is not within the scope of this thesis, it is important to understand that

regulatory asymmetry exists amongst entities which “‘threatens the [financial] well being of

national economies” [265] — in this case, the US. Shadow banks are not regulated as banks,

but may be regulated by other sectors. For example, insurance companies may be regulated

by the Department of Insurance for the particular state in which they operate.

C.1 Intermediation

Intermediation is the “act of coming between”, as defined by the Merriam Webster dictio-

nary [210]. In a common financial scenario, there are lenders (credit card companies, as

an example) and borrowers (credit card holders), with the bank acting as the intermediary.

Intermediaries facilitate the extension of credit and also deal in securities [93] such as pen-

sion funds and life insurance (which is considered a “security” under the US Securities and

Exchange Commission’s (SEC) rules [284]. Together, banks and shadow banks are known

as “financial intermediaries”. The research presented in this chapter focuses on domestic

US financial intermediaries that were bailed out by the US Treasury Department during the

2008 financial crisis.
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C.2 Going Concern and Concentration Risk

Going concern — the ability for a company to meet its obligations and continue business for

the foreseeable future — is a critical accounting assumption that directly a↵ects the way that

the financial statements are presented. When the company is evaluated (by management

and then separately by the auditors) and is determined to be a going concern, the financial

statements are prepared on what is known as a “going concern” basis. If the company is

determined that it cannot meet or is unlikely to meet this assumption, then the financial

statements are (usually) prepared on a “liquidation basis” as the company will have to

liquidate as it is no longer able to meet its commitments. Under the Public Company

Accounting Oversight Board’s (PCAOB) auditing standard AS 2415, auditors are required

to flag any doubt regarding the going concern assumption in their audit report [26], which

is included in the 10-K/Annual Report.1

Concentration Risk also must be disclosed by the company in their Managemenet Dis-

cussion & Analysis (in the CAR) if it poses a severe danger to the company [16]. There

are many types of Concentration Risk, but for financial intermediaries, this risk manifests

in elements such as the facilitation of credit (given that it is the bank’s main source of in-

come [17]) or in the structure of an investment portfolio where the investment(s) are mainly

held in either the same types of industries or companies [18], for example. To contextualize

the importance of this risk, we o↵er the following example: In its 2004 Annual 10-K, Bear

Stearns stated “At November 30, 2004, the Company’s most significant concentrations are

related to US government and agency inventory positions, including those of the Federal Na-

tional Mortgage Association and the Federal Home Loan Mortgage Corporation” [19]. Just

over 3 years later, Bear Stearns collapsed.

C.3 Financial Distress

The term “financial distress” is vague as it is often used generally to address any pre-

bankruptcy state. While there are many distress stages that a company goes through before

declaring bankruptcy (i.e., it is rare for companies to go bankrupt unexpectedly overnight

with no warning), these phases are less clearly established. In fact, many researchers assume

1We note that the terms 10-K and Annual Report are often used synonymously, even though there are
some di↵erences in content and requirement
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that there is a common understanding of the term “financial distress” and, therefore, do

not define it. Broadly, financial distress is when a company is no longer able to “meet

its financial obligations” [91], but it can also be interpreted as the financial decline of a

company [170, 253], a failed firm [294] or where a firm cannot pay the “interest and principal

on its debt” [117]. Surprisingly, in some research, financial distress is also used synonymously

with bankruptcy [338]. Our research uncovered a terminology challenge which has not been

resolved in the literature. Rather than address the lack of agreement, researchers have opted

to state their own definitions of financial distress. However, it is important to note that

bankruptcy is a legal state; financial distress is not. US Code Title 11 is the bankruptcy

code which lays out the di↵erent types and requirements for bankruptcy. There are six

di↵erent types (more commonly referred to as “Chapters”) of bankruptcy [81]. Corporate

bankruptcies are usually filed under Chapters 7, 11, and 15. Bankruptcy may be initiated

by either the company itself (voluntary bankruptcy) or the company’s creditors (involuntary

bankruptcy).



Appendix D

Tabular Dataset Company Listing

The following table outlines the companies and the number of records (years of financial

statements) collected for each company, using its ticker symbol (symbol on the stock ex-

change). For ease of reading, it has been organized in ascending order based on the number

records collected. Note that the data was collected July 7 and 8th, 2022.

Table D.1: Tabular Dataset — Companies and Records

Company Records Company Records Company Records Company Records Company Records Company Records

FSBC 2 HTH 10 FCCO 20 EBMT 24 FMNB 27 WSFS 32
MNSB 3 FFWM 10 EBTC 20 HBIA 25 IBOC 27 INDB 32
PFHD 3 ISTR 10 FIBK 20 CCNE 25 CZNC 27 THFF 32
BAFN 3 CUBI 11 BOTJ 20 EWBC 25 PNBK 28 FBP 32
FINW 3 INBK 11 FMBM 20 MCBC 25 GABC 28 TFC 32
BRBS 3 MSBI 12 GLBZ 20 CFFI 25 FRAF 28 WABC 32
CFB 4 IBTX 12 MBCN 20 FCBC 25 LKFN 28 WSBC 32
MCBS 5 NBHC 12 CSBB 20 EGBN 25 BANR 28 RF 32
MYFW 6 EMYB 13 SMBK 20 MBWM 25 NWBI 29 PRK 32
MRBK 6 HMST 13 VABK 21 CWBC 25 FFIC 29 CPF 35
BSVN 6 SFST 14 CIZN 21 WFC 26 FFIN 30 PNC 35
BWB 6 MOFG 15 JUVF 21 FHB 26 FBNC 30 TRMK 35
LBC 6 MVBF 17 BMRC 22 CBAN 26 CCBG 30 BK 35
MBIN 7 FFNW 17 BKSC 22 BHB 26 SASR 30 BOH 35
CBFV 7 UBOH 17 CHMG 22 FUSB 26 SFNC 30 CBSH 35
HVBC 7 LMST 18 MUFG 22 HBNC 26 CATY 30 FITB 35
MCB 7 HOMB 18 PNFP 22 CNOB 26 COLB 31 CVBF 35
BWFG 8 CVCY 18 PACW 23 HTBK 26 UMBF 31 ZION 35
HONE 8 CZFS 18 FKYS 23 COFS 27 VLY 31 MTB 35
BFST 8 OPHC 19 OPOF 23 HTLF 27 GBCI 31 SNV 35
CSTR 8 FBIZ 19 SHBI 23 BUSE 27 GSBC 32 ONB 35
BCML 9 MPB 19 LARK 24 ISBA 27 HWC 32 WAFD 36
FBK 9 PFIS 19 EFSC 24 CIVB 27 CTBI 32
EQBK 9 TCFC 19 UBFO 24 LBAI 27 IBCP 32
LOB 10 EFST 19 JPM 24 NKSH 27 NBTB 32
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Appendix E

Financial Literacy Results

E.1 Cosine Similarity Results

The results for Cosine Similarity for GPT-3.5 and GPT-4 are presented in this section. In

the tables, boldface indicates scores that met or exceeded the 0.8 similarity threshold.
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E.2 Readability Results

We also present the Readability results for both GPT-3.5 and GPT-4 from the experiments

conducted using the Flesch Reading Ease Score. Boldface in these results indicate scores

that have met or exceeded 60, which is the dividing threshold between easier to read and

harder to read.
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Table E.1: Cosine Similarity Results for GPT-3.5

Net Income
fin soph fin uns. fin user gen aud no aud non-fin def term

fin soph 1
fin unsoph 0.4727 1
fin user 0.4789 0.4598 1
gen aud 0.4114 0.488 0.425 1
no aud 0.5527 0.3879 0.482 0.4279 1
non-fin 0.4076 0.5213 0.3795 0.5458 0.3825 1
def term 0.5589 0.488 0.5141 0.5023 0.6343 0.4273 1
Net Revenue
fin soph 1
fin unsoph 0.5078 1
fin user 0.7748 0.4358 1
gen aud 0.5188 0.4548 0.4756 1
no aud 0.6584 0.4837 0.6323 0.5806 1
non-fin 0.4302 0.4289 0.4048 0.8049 0.4029 1
define term 0.6411 0.4464 0.5815 0.583 0.8371 0.3628 1
Net Interest Income
fin soph 1
fin unsoph 0.6616 1
fin user 0.777 0.616 1
gen aud 0.491 0.4715 0.5035 1
no aud 0.9114 0.6821 0.7553 0.5141 1
non-fin 0.5864 0.7061 0.5683 0.4717 0.6062 1
define term 0.8809 0.6699 0.7692 0.4693 0.8215 0.618 1
Provision for Loan Loss
fin soph 1
fin unsoph 0.3829 1
fin user 0.6135 0.3645 1
gen aud 0.5547 0.4556 0.7147 1
no aud 0.6535 0.3927 0.7407 0.6808 1
non-fin 0.4336 0.4559 0.5005 0.704 0.6316 1
define term 0.6272 0.4 0.818 0.7308 0.7854 0.549 1
Subordinated Debt
fin soph 1
fin unsoph 0.6581 1
fin user 0.6464 0.5972 1
gen aud 0.4592 0.5051 0.5027 1
no aud 0.7709 0.6703 0.6868 0.5228 1
non-fin 0.6176 0.868 0.6197 0.4459 0.625 1
define term 0.6464 0.6351 0.7547 0.4808 0.6868 0.6197 1
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Table E.2: Cosine Similarity Results for GPT-3.5 (Continued)

Generally Accepted Audit Standards (GAAS)
fin soph fin uns. fin user gen aud no aud non-fin def term

fin soph 1
fin unsoph 0.4943 1
fin user 0.8090 0.4346 1
gen aud 0.5140 0.4799 0.4930 1
no aud 0.7994 0.4570 0.8725 0.5327 1
non-fin 0.4721 0.5840 0.4327 0.4532 0.4656 1
def term 0.4912 0.4866 0.4541 0.5178 0.5096 0.4634 1
Material Misstatement
fin soph 1
fin unsoph 0.4744 1
fin user 0.7380 0.4979 1
gen aud 0.4431 0.4196 0.4742 1
no aud 0.6737 0.4746 0.6547 0.4795 1
non-fin 0.4507 0.9346 0.4696 0.4127 0.4686 1
define term 0.7136 0.4673 0.7991 0.4995 0.8122 0.4623 1
Professional Judgment
fin soph 1
fin unsoph 0.4467 1
fin user 0.4467 0.4653 1
gen aud 0.4550 0.4736 0.3576 1
no aud 0.4315 0.4680 0.3463 0.3746 1
non-fin 0.3715 0.4065 0.3141 0.4689 0.4018 1
define term 0.5075 0.4478 0.4776 0.4274 0.4986 0.4178 1
Professional Skepticism
fin soph 1
fin unsoph 0.4063 1
fin user 0.4479 0.5145 1
gen aud 0.4646 0.4668 0.5346 1
no aud 0.4489 0.4446 0.4939 0.5239 1
non-fin 0.4348 0.4519 0.4556 0.4435 0.4576 1
define term 0.4237 0.3759 0.4546 0.4715 0.4111 0.4511 1
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Table E.4: Cosine Similarity Results for GPT-4

Net Income
fin soph fin uns. fin user gen aud no aud non-fin def term

fin soph 1
fin unsoph 0.3411 1
fin user 0.9264 0.3663 1
gen aud 0.4939 0.4348 0.5188 1
no aud 0.6035 0.3465 0.5626 0.6087 1
non-fin 0.2666 0.3874 0.2869 0.3129 0.2611 1
def term 0.5762 0.3672 0.5462 0.6686 0.9136 0.2831 1
Net Revenue
fin soph 1
fin unsoph 0.3744 1
fin user 0.7565 0.3940 1
gen aud 0.5547 0.5317 0.5898 1
no aud 0.7867 0.3940 0.8066 0.6054 1
non-fin 0.2744 0.5673 0.2813 0.4086 0.2995 1
define term 0.9196 0.3837 0.7332 0.5622 0.8602 0.2888 1
Net Interest Income
fin soph 1
fin unsoph 0.3833 1
fin user 0.9486 0.3761 1
gen aud 0.5132 0.4305 0.4901 1
no aud 0.7147 0.4869 0.6797 0.5643 1
non-fin 0.4085 0.4906 0.4095 0.6751 0.4662 1
define term 0.7744 0.4577 0.7555 0.5687 0.8554 0.4382 1
Provision for Loan Loss
fin soph 1
fin unsoph 0.3584 1
fin user 0.7514 0.4012 1
gen aud 0.4468 0.6860 0.4739 1
no aud 0.8088 0.3935 0.8298 0.4935 1
non-fin 0.3610 0.7393 0.4026 0.6712 0.3850 1
define term 0.8088 0.4154 0.8703 0.5237 0.9140 0.4278 1
Subordinated Debt
fin soph 1
fin unsoph 0.3813 1
fin user 0.6619 0.4130 1
gen aud 0.4310 0.5022 0.4341 1
no aud 0.6768 0.3779 0.8521 0.4091 1
non-fin 0.3629 0.5566 0.4071 0.4489 0.3822 1
define term 0.6600 0.3852 0.8536 0.4082 0.9654 0.4070 1
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Table E.5: Cosine Similarity Results for GPT-4 (Continued)

Generally Accepted Audit Standards (GAAS)
fin soph fin uns. fin user gen aud no aud non-fin def term

fin soph 1
fin unsoph 0.4792 1
fin user 0.9241 0.4837 1
gen aud 0.3816 0.4244 0.3977 1
no aud 0.5545 0.3918 0.5600 0.3212 1
non-fin 0.4242 0.8373 0.4152 0.4119 0.3664 1
def term 0.7619 0.5319 0.7900 0.4146 0.5251 0.4560 1
Material Misstatement
fin soph 1
fin unsoph 0.3226 1
fin user 0.9641 0.2866 1
gen aud 0.4883 0.4112 0.4619 1
no aud 0.9321 0.3260 0.9247 0.4872 1
non-fin 0.3292 0.7410 0.2999 0.4024 0.3395 1
define term 0.9131 0.3212 0.8990 0.4904 0.9613 0.3349 1
Professional Judgment
fin soph 1
fin unsoph 0.4895 1
fin user 0.8196 0.4930 1
gen aud 0.3616 0.4177 0.3766 1
no aud 0.5075 0.4760 0.4973 0.4119 1
non-fin 0.4162 0.4640 0.4059 0.4513 0.4510 1
define term 0.4926 0.4491 0.4956 0.4129 0.7889 0.4621 1
Professional Skepticism
fin soph 1
fin unsoph 0.4564 1
fin user 0.9393 0.4625 1
gen aud 0.4239 0.4500 0.4413 1
no aud 0.5610 0.4352 0.5853 0.4186 1
non-fin 0.4287 0.7166 0.4298 0.4065 0.5703 1
define term 0.5795 0.4538 0.5914 0.4268 0.9388 0.5962 1
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Appendix F

Selection of Peers

Before developing the approach of using peers to help with the generation of synthetic

data, we experimented with two well-known clustering algorithms — k-means and k-nearest

neighbour. K-means is an unsupervised clustering method that we thought could be helpful

to find peers. Given the size of the data (3, 207 records in our dataset), an unsupervised

method would be ideal, as it could identify peers faster than a supervised or doing it by

hand. Initially, k-means randomly chooses centroids. However, after the first pass, centroids

are then chosen using the data “based on a probability to the squared distance away from a

given point’s nearest existing centroid” [206], using a row-wise approach [282]. This makes

sense given that records in a dataset are usually organized by rows. However, when looking

for peers for our task, row-wise does not find a bank’s true competitive peers based on size,

but rather the distribution of each record, which can skew the peer results.

We also tried k-nearest neighbour with the labelled data (labelled following Section

3.3.2.2) to see if it would improve the peer identification results. There are three popular

choices for calculating the distance between the data point and the training set: Minkowski,

Euclidean, and Manhattan. The distance metric (parameter p) has a direct e↵ect on the

“neighbourhood” [34]. As Euclidean is the most common, we selected that as our distance

metric. Although k-nearest neighbour worked better than k-means, it still did work well for

finding peers based on size.

201



Appendix G

ChatGPT Transcripts for Synthetic Generation

Below are the transcripts for the synthetic data generation for the entire dataset, for JP-

Morgan Chase & Co (JPM) and Bayfirst Financial Corp (BAFN).

Figure G.1: Prompt given to ChatGPT to generate synthetic data for the entire dataset.
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Figure G.2: Response 1 for ChatGPT
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Figure G.3: Response 2 for ChatGPT



Appendix H

Coherence Scores

205



206

T
ab

le
H
.1
:
C
oh

er
en
ce

S
co
re
s
-
K
n
ow

n

N
A
M
E
D

#
of

T
op

ic
s

B
ar
cl
ay
s

B
M
O

B
N
Y

C
IB

C
C
it
i

D
B

E
rs
te

JP
M

N
B
C

R
ab

o
R
B
C

S
b
er
b
an

k
S
co
ti
a

U
S
B

W
F

5
0.
27
84

0.
29
54

0.
32
30

0.
30
88

0.
31
01

0.
30
27

0.
35
57

0.
34
17

0.
34
03

0.
35
66

0.
28
25

0.
23
39

0.
30
63

0.
31
53

0.
33
32

6
0.
28
77
4

0.
30
34
3

0.
31
33
3

0.
31
86
6

0.
31
2

0.
31
03
1

0.
35
91
8

0.
34
54
7

0.
33
87
7

0.
35
37
3

0.
28
91
3

0.
23
25

0.
30
46
8

0.
31
15

0.
33
67
8

7
0.
29
08
8

0.
29
86
2

0.
32
45
4

0.
30
74
5

0.
30
55
1

0.
31
68
7

0.
35
63
7

0.
34
80
4

0.
34
40
2

0.
34
18
3

0.
29
40
2

0.
23
95
4

0.
30
36
9

0.
30
77
3

0.
33
84
5

8
0.
28
89

0.
30
04
1

0.
32
58
2

0.
32
20
1

0.
30
76
1

0.
30
79
6

0.
35
43
3

0.
33
95
8

0.
34
72
1

0.
35
79
1

0.
29
29
8

0.
23
61
3

0.
31
02
3

0.
31
20
4

0.
33
69
7

9
0.
29
12
5

0.
29
30
3

0.
32
38
6

0.
30
82
8

0.
31
32
5

0.
30
78
9

0.
35
44
4

0.
34
16
3

0.
33
71
7

0.
34
89
1

0.
29
25

0.
23
28
5

0.
30
19
4

0.
30
56

0.
34
11
8

10
0.
28
97
9

0.
29
18
7

0.
32
84
9

0.
31
75
4

0.
31
73
6

0.
31
14
2

0.
34
42
5

0.
33
91
1

0.
33
21
4

0.
34
64
6

0.
28
34

0.
23
03
8

0.
30
34
4

0.
30
56

0.
34
62
7

11
0.
30
11
1

0.
30
08
6

0.
31
72
3

0.
31
13
8

0.
31
58
3

0.
30
93
4

0.
34
8

0.
34
68
3

0.
33
89
8

0.
35
07
4

0.
29
28
9

0.
22
98
6

0.
30
51
8

0.
30
64
7

0.
33
59
5

12
0.
29
74
6

0.
29
60
1

0.
32
62
6

0.
31
52
2

0.
30
18
1

0.
30
73
4

0.
35
58
9

0.
34
16
6

0.
33
86
6

0.
33
90
9

0.
28
97
1

0.
22
94
6

0.
30
35
7

0.
30
98
9

0.
33
47
1

13
0.
28
96
9

0.
29
92
3

0.
31
88
3

0.
31
83
7

0.
31
67

0.
31
01

0.
35
89
9

0.
33
82
4

0.
33
78

0.
35
24
2

0.
28
72
3

0.
23
25
3

0.
29
76
3

0.
30
21
7

0.
34
34
7

14
0.
29
47
6

0.
29
51
2

0.
32
20
5

0.
31
56

0.
30
80
1

0.
30
88
8

0.
34
64
7

0.
33
23
7

0.
32
55

0.
35
36
5

0.
28
91

0.
23
20
6

0.
30
17
4

0.
31
02
6

0.
33
63
9

15
0.
29
93
4

0.
29
70
8

0.
32
00
5

0.
31
54
3

0.
31
03
9

0.
30
70
1

0.
35
11
8

0.
33
88
8

0.
32
96
2

0.
34
75
4

0.
29
10
6

0.
23
53
3

0.
29
84
9

0.
30
52
3

0.
34
16

U
N
N
A
M
E
D

#
of

T
op

ic
s

B
ar
cl
ay
s-

n
n

B
M
O
-n
n

B
N
Y
-n
n

C
IB

C
-n
n

C
it
i-
n
n

D
B
-n
n

E
rs
te
-n
n

JP
M
-n
n

N
B
C
-n
n

R
ab

o-
n
n

R
B
C
-n
n

S
b
er
b
an

k-
n
n

S
co
ti
a-

n
n

U
S
B
-n
n

W
F
-n
n

5
0.
29
84
0

0.
29
78
3

0.
31
00
6

0.
32
57
9

0.
32
94
6

0.
32
60
1

0.
36
14
5

0.
34
60
4

0.
33
79
7

0.
36
18
6

0.
28
90
1

0.
22
54
7

0.
30
76
0

0.
30
95
6

0.
32
68
4

6
0.
28
96
4

0.
29
62
1

0.
31
58
4

0.
32
40
4

0.
31
68
2

0.
33
32
6

0.
34
83
7

0.
34
48
1

0.
33
59
9

0.
35
95
6

0.
28
55
1

0.
22
52
6

0.
31
06
2

0.
31
06
6

0.
33
72
2

7
0.
28
89
8

0.
29
36
8

0.
32
13
2

0.
32
22
8

0.
32
45
3

0.
32
58
9

0.
34
89
7

0.
34
51
9

0.
34
35
3

0.
38
05
3

0.
29
44
2

0.
23
57
3

0.
31
09
4

0.
30
19
5

0.
32
83
9

8
0.
30
23
8

0.
30
90
0

0.
31
31
6

0.
32
06
7

0.
32
43
0

0.
32
58
8

0.
34
81
3

0.
34
15
8

0.
33
46
4

0.
36
56
5

0.
29
11
0

0.
22
29
8

0.
30
95
7

0.
30
78
2

0.
32
40
8

9
0.
28
99
0

0.
29
42
6

0.
31
78
5

0.
32
73
4

0.
32
80
3

0.
33
01
0

0.
35
55
0

0.
34
00
2

0.
32
90
5

0.
36
00
2

0.
28
68
2

0.
22
34
3

0.
32
56
7

0.
31
19
1

0.
33
00
7

10
0.
29
88
7

0.
29
28
8

0.
31
70
9

0.
32
58
5

0.
32
29
0

0.
32
61
2

0.
34
94
8

0.
34
68
0

0.
33
90
6

0.
35
22
1

0.
28
91
0

0.
22
66
1

0.
31
26
8

0.
30
63
4

0.
33
38
6

11
0.
29
64
0

0.
30
44
4

0.
32
09
1

0.
32
37
4

0.
32
41
2

0.
31
95
5

0.
35
23
5

0.
33
77
2

0.
32
49
2

0.
36
32
0

0.
28
56
9

0.
22
64
6

0.
31
40
0

0.
31
32
1

0.
33
08
9

12
0.
29
92
7

0.
30
71
6

0.
32
17
9

0.
32
20
6

0.
32
93
6

0.
33
09
7

0.
35
34
8

0.
34
18
3

0.
33
28
3

0.
35
94
0

0.
28
51
0

0.
22
60
4

0.
31
34
3

0.
30
73
8

0.
32
48
4

13
0.
29
23
0

0.
30
49
3

0.
32
04
2

0.
32
04
6

0.
32
76
8

0.
32
54
8

0.
35
04
4

0.
34
39
1

0.
33
62
1

0.
36
00
0

0.
29
05
4

0.
22
68
4

0.
32
29
9

0.
30
18
5

0.
33
01
3

14
0.
29
12
5

0.
30
24
8

0.
31
65
0

0.
32
47
9

0.
31
89
8

0.
32
77
1

0.
35
25
1

0.
33
96
2

0.
33
62
9

0.
36
06
3

0.
28
99
9

0.
22
55
7

0.
31
89
1

0.
30
82
0

0.
33
27
2

15
0.
29
59
3

0.
30
76
8

0.
31
80
6

0.
32
05
6

0.
32
42
5

0.
32
15
2

0.
34
86
4

0.
34
12
4

0.
33
09
3

0.
35
12
4

0.
28
85
5

0.
22
96
9

0.
31
60
0

0.
30
92
2

0.
32
85
5



207

T
ab

le
H
.2
:
C
oh

er
en
ce

S
co
re
s
-
U
n
kn

ow
n

N
A
M
E
D

#
of

T
op

ic
s

B
ar
cl
ay
s

B
M
O

B
N
Y

C
IB

C
C
it
i

D
B

E
rs
te

JP
M

N
B
C

R
ab

o
R
B
C

S
b
er
b
an

k
S
co
ti
a

U
S
B

W
F

5
0.
30
09
6

0.
28
35
9

0.
33
27
9

0.
30
48
6

0.
31
29
1

0.
29
76
3

0.
33
58
4

0.
31
99
7

0.
34
38
6

0.
32
33
5

0.
29
41
9

0.
27
99
6

0.
31
19
7

0.
31
24
7

0.
32
81
7

6
0.
28
32
4

0.
29
13
8

0.
33
09
9

0.
31
49
2

0.
31
41
1

0.
30
87
1

0.
33
87
2

0.
31
65
9

0.
34
59
0

0.
32
23
7

0.
29
72
3

0.
27
36
9

0.
31
56
7

0.
31
42
2

0.
33
35
8

7
0.
29
02
4

0.
28
97
6

0.
33
37
0

0.
30
71
0

0.
31
37
9

0.
30
50
0

0.
34
02
7

0.
31
99
9

0.
33
73
5

0.
32
76
5

0.
29
23
0

0.
27
48
5

0.
30
46
7

0.
31
08
4

0.
32
77
7

8
0.
28
53
6

0.
28
90
5

0.
33
10
1

0.
31
23
2

0.
31
99
7

0.
30
34
3

0.
34
54
9

0.
32
61
4

0.
32
54
3

0.
32
96
1

0.
29
43
9

0.
27
49
5

0.
31
10
2

0.
31
38
2

0.
33
59
1

9
0.
29
29
1

0.
28
79
8

0.
33
06
5

0.
30
76
0

0.
31
79
5

0.
29
87
4

0.
33
28
5

0.
32
09
8

0.
33
84
6

0.
33
79
1

0.
29
76
5

0.
26
42
5

0.
31
48
6

0.
30
90
6

0.
33
28
4

10
0.
29
64
7

0.
29
20
5

0.
33
11
2

0.
31
01
7

0.
31
96
5

0.
30
79
6

0.
35
37
2

0.
32
05
3

0.
33
43
1

0.
31
86
6

0.
29
89
6

0.
27
09
9

0.
31
06
4

0.
31
07
1

0.
32
91
1

11
0.
29
45
9

0.
28
28
2

0.
33
50
7

0.
30
28
9

0.
32
64
7

0.
29
81
1

0.
34
36
7

0.
31
97
8

0.
34
34
7

0.
32
77
4

0.
29
47
3

0.
27
26
3

0.
30
60
8

0.
31
60
5

0.
32
63
1

12
0.
29
15
5

0.
29
63
9

0.
33
18
6

0.
30
87
6

0.
32
09
7

0.
29
65
7

0.
34
38
9

0.
31
54
2

0.
33
90
2

0.
31
39
9

0.
29
67
8

0.
27
40
6

0.
30
94
0

0.
31
26
9

0.
32
98
5

13
0.
29
85
0

0.
28
51
5

0.
33
03
8

0.
31
55
0

0.
30
67
5

0.
30
30
2

0.
34
70
6

0.
31
93
1

0.
33
69
8

0.
31
99
1

0.
29
48
7

0.
28
22
3

0.
31
43
8

0.
31
12
8

0.
32
29
9

14
0.
29
48
3

0.
28
57
1

0.
33
34
5

0.
30
57
4

0.
31
67
1

0.
30
12
3

0.
35
17
7

0.
32
14
7

0.
34
44
5

0.
32
49
1

0.
29
87
0

0.
27
92
4

0.
31
02
4

0.
30
64
0

0.
33
56
1

15
0.
29
93
6

0.
28
68
5

0.
33
29
4

0.
30
88
2

0.
32
03
5

0.
29
95
7

0.
34
17
2

0.
31
76
0

0.
33
96
0

0.
31
83
0

0.
29
90
2

0.
27
68
6

0.
31
02
3

0.
31
10
1

0.
32
88
0

U
N
N
A
M
E
D

#
of

T
op

ic
s

B
ar
cl
ay
s

B
M
O

B
N
Y

C
IB

C
C
it
i

D
B

E
rs
te

JP
M

N
B
C

R
ab

o
R
B
C

S
b
er
b
an

k
S
co
ti
a

U
S
B

W
F

5
0.
30
39
9

0.
29
02
3

0.
32
72
8

0.
32
11
6

0.
32
43
5

0.
33
01
6

0.
34
48
7

0.
31
97
4

0.
34
64
1

0.
33
42
5

0.
29
44
9

0.
27
97
1

0.
31
70
5

0.
31
56
3

0.
32
42
0

6
0.
29
25
2

0.
29
74
7

0.
32
88
4

0.
31
25
0

0.
31
47
2

0.
32
01
4

0.
34
77
8

0.
31
98
2

0.
34
55
4

0.
34
25
6

0.
29
18
6

0.
28
18
6

0.
32
15
3

0.
31
51
2

0.
31
18
5

7
0.
30
32
8

0.
29
76
5

0.
33
51
8

0.
31
53
4

0.
31
40
7

0.
30
81
2

0.
34
87
6

0.
31
63
3

0.
33
18
9

0.
34
67
6

0.
29
93
9

0.
28
28
8

0.
32
61
6

0.
30
90
4

0.
32
59
3

8
0.
29
72
6

0.
28
52
2

0.
32
97
4

0.
31
29
3

0.
31
76
6

0.
31
81
0

0.
33
03
1

0.
31
47
2

0.
33
75
6

0.
32
05
9

0.
29
52
3

0.
29
69
7

0.
31
88
6

0.
31
84
6

0.
32
79
7

9
0.
29
66
1

0.
28
89
9

0.
33
06
7

0.
31
92
5

0.
32
96
5

0.
31
77
2

0.
34
07
9

0.
31
79
3

0.
32
21
5

0.
32
78
0

0.
29
32
5

0.
29
58
7

0.
31
83
5

0.
31
17
4

0.
32
18
6

10
0.
28
99
2

0.
29
26
4

0.
32
79
6

0.
30
93
2

0.
31
58
3

0.
31
53
7

0.
34
21
1

0.
31
81
4

0.
34
10
0

0.
33
12
7

0.
29
86
8

0.
28
74
6

0.
32
50
9

0.
31
79
6

0.
32
59
7

11
0.
29
49
6

0.
29
21
5

0.
33
03
7

0.
30
96
0

0.
31
08
6

0.
31
97
6

0.
33
99
3

0.
31
60
6

0.
34
33
0

0.
32
91
6

0.
29
38
7

0.
27
63
2

0.
31
84
1

0.
31
54
5

0.
31
95
1

12
0.
29
31
9

0.
29
51
8

0.
32
94
1

0.
31
50
2

0.
31
90
0

0.
32
09
7

0.
34
16
7

0.
31
88
9

0.
32
99
5

0.
32
34
3

0.
29
27
7

0.
27
53
9

0.
31
86
7

0.
31
13
5

0.
31
78
8

13
0.
29
80
8

0.
28
90
4

0.
33
24
4

0.
31
74
3

0.
31
75
9

0.
31
62
0

0.
34
35
3

0.
31
89
9

0.
33
42
6

0.
32
26
8

0.
29
45
2

0.
28
11
4

0.
31
88
5

0.
30
77
1

0.
32
99
4

14
0.
29
53
7

0.
29
02
0

0.
33
05
9

0.
31
56
8

0.
31
44
6

0.
31
34
5

0.
34
76
7

0.
32
18
4

0.
33
96
3

0.
32
91
9

0.
29
71
8

0.
27
94
0

0.
31
75
0

0.
31
64
4

0.
32
18
5

15
0.
30
53
4

0.
29
27
1

0.
32
83
9

0.
31
83
6

0.
32
05
9

0.
31
34
5

0.
34
35
7

0.
32
43
5

0.
33
32
0

0.
32
57
0

0.
29
49
4

0.
27
51
8

0.
32
46
6

0.
31
18
3

0.
31
35
9



Appendix I

Features Removed for Project 7 - Experiment 1

I.1 Textual features removed prior to Latent Dirichlet Allocation

Canada

(1) BMO : BMO, BMO Harris Private Banking, BMO Financial Group, Canadian, BMO Life

Assurance, BMO Financial Corp, Commercial Banking Canada, BMO Global Asset Man-

agement, BMO Life Insurance, BMO InvestorLine, BMO Capital Markets, BMO Fianncial

Group, 119 rue Saint-Jacques, Montreal, Quebec, Québec, H2Y 1K6, Phone: 1-800-340-5021,

Canada, U.S. 514-982-7800, Fax: 416-263-9394.

Total words removed: 9,259 (57,482 bytes)

(2) CIBC: CIBC, Canadian, Imperial, Bank, Commerce, Canadian-based, Canada, (800)

465-2422, Commerical, North America, CXNPS, Client Experience, Net Promoter Score

Index, FirstCarribean, Commercial Banking, Wealth Management, 81 Bay Street, Toronto,

Ontario, M5L 1A2.

Total words removed: 9,166 (54,467 bytes)

(3) National Bank : National Bank, Credigy, ABA Bank, Canada, Canadian, The Bank, The

Bank’s, Bank’s, PCAF, United Nations (UN), Principles for Responsible Banking, Specialty

Finance and International, (USSF&I), 800 Rue Saint-Jacques, Street, Montreal, Quebec,

Québec, Square-Victoria-OACI or Bonaventure.

Total words removed: 6,570 (37,941 bytes)

(4) Royal Bank of Canada: Royal Bank of Canada, RBC, Canada, Canadian, (RY on

TSX and NYSE), Global Technology and Operations, Abacus Financial Services Group,

Thomson Financial, Bloomberg, Financial Post, rbc.com, GTO, Global Functions, Dexia

Investor Services, RBC Dexia IS, Carlin Financial Group, Toronto, 200 Bay Street, North

Tower, P.O. Box 75, Ontario, M5J 2Z5.

Total words removed: 18,477 (109,142 bytes)
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(5) Scotiabank: Scotia, Scotiabank, Canada, Bank, Canadian, Scotiabankers, Private In-

vestment Counsel Firms, Structural Cost Transformation, SCT, Smart Automation, Digital

Retail Sales, Toronto, Ontario, 44 King St. West, M5H 1H1, 40 Temperance Street, M5H

0B4, (416) 866-6161.

Total words removed: 13,477 (95,142 bytes)

Europe

(1) Barclays: Barclays, PLC, Syndications, Private Banking, UK, United Kingdom, London,

1 Churchill Place, England, E14 5HP, Phone, Fax, +44 (0) 20 7116 1000, +44 (0) 20 7116

7665, Johnson Smirke Building, 4 Royal Mint Court, EC3 N4H, British.

Total words removed: 34,274 (186,693 bytes)

(2) Deutsche Bank: The Group, Group, DBK GR, Asset & Wealth Management Preserving,

Supervisory Board, Deutsche Bank AG, Group Executive Committee, GEC, Fax, +49 69

910-34 225, German, Wealth, & Wealth, DeAWM, Clients-Corporate Banking & Securities,

CCB&S, Frankfurt, AG 1 Columbus Circle New York, 10019-8735, Taunusanlage 12 60325,

am Main, Tel:, +49 69 910-00.

Total words removed: 28,827 (190,341 bytes)

(3) Erste Group AG: Erste, Am 1 Belvedere, 1100 Vienna, Austria, E-Mail:,

investor.relations@erstegroup.com, internet, www.erstegroup.com/en/investoren, Investor Re-

lations & Accounting Teams, Foundation, European Central Bank, ECB, European.

Total words removed: 2,291 (18,952 bytes)

(4) Rabo Bank: Rabo, Rabobank, Group’s, Group, Global Reporting Initiative, GRI, Com-

munications & Corporate A↵airs, Croeselaan 18 Postbus 17100 3500 HG, Utrecht, Nederland,

Phone, +31 (0) 30 216 0000, E-Mail, AGRI3 Fund, Foundation, Security Threat Elimina-

tion Program, STEP, Council of European Development Bank, CEB, Fair Finance Guide

International, FFGI, Europe, European, Netherlands.

Total words removed: 10,351 (87,283 bytes)

(5) Sberbank: Sberbank, SBER, London, Moscow, Russia, Russian, Sberbank PSC, Shre-

Bank, Bank 2 Eherbank OJSC, Europe, JSC, LLC, DeliveryClub, Local Kitchen, Samokat,

Citimobil, YouDrive, YourMoney LLC, SberDevices, SberHealth, DublGIS, Sberbank-Telecom,

Centre of Speech Technologies, Sberbank-Automated, SberBusiness AP, JPSC Sberbank, 19

Valilova St, 117997, Phone, +7 (495) 974-66-77, Fax, +7 (495) 957-57-31, www.sberbank.com.
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Total words removed: 2,354 (15,953 bytes)

US

(1) Bank of New York Mellon: BNY, Mellon, Bank, New York, U.S., United States, Brook-

field, Place, Manhattan, Seventh Circuit, One Wall Street, CIBC Mellon, Federal Reserve,

Investment Managament, EMEA, Global Collateral Service, N.A., Ancillary Regulatory Re-

quirements, Securities Exchange Act of 1934, Exchange Act, 240 Greenwich Street, 10286,

1735 Market Street 2nd Floor, AIM 193-0261.

Total words removed: 44,451 (214,005 bytes)

(2) Citi Bank: Citi, Holdings, Citigroup, Inc., U.S., Bike®, bike, Mobile Challenge, Mo-

bile®, Kinder Morgan, CitiDirect, ®, United States, UNITED STATES, SECURITIES

AND EXCHANGE COMMISSION, Washington, D.C., New York, 388 Greenwich Street,

10012, U.S.A., 153 East 53rd Street, 16/F, Zone 19, 10022.

Total words removed: 9,428 (75,354 bytes)

(3) JPMorgan Chase & Co: JPMORGAN CHASE & Co., NYSE: JPM, Bank One, Bank

One/JPMorgan Chase & Co, N.A., Chase MyHome, Chase Mobile, Corporate & Investment

Bank, CIB, Chase, Midtown, Manhatten, J.P. Morgan, Morgan, United States, U.S., 270

Park Avenue, New York, 1-800-935-8835, www.jpmorganchase.com, 383 Madison Avenue.

Total words removed: 9,766 (49,091 bytes)

(4) US Bank: U.S, Bancorp, BANCORP, Bank, United States, USA, American, FlexCon-

trol, www.usbank.com, 1-800-872-2657, 800 Nicolette Mall Ste 1500, Minneapolis, MN, Min-

nesota, 55402-7014, Floor Two.

Total words removed: 3,646 (26,556 bytes)

(5) Wlls Fargo & Company: Wells Fargo, & Company, First Security, U.S., United States,

USA, Community Banking, Financial, Norwest Financial, American, San Francisco, Califor-

nia, 420 Montgomery St., Street, 94104.

Total words removed: 11,243 (71,068 bytes)
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I.2 Topic features for Latent Dirichlet Allocation evaluation

Top Topic Features Removed

The number of topics generated for each country were di↵erent, ranging from 21 to 33

between both “named” and “unnamed”. For standardization where dimensions x (known

reports) and y (unknown reports) had to be the same shape, we used the lowest number for

all — 21 topics. Therefore, features were removed (top or bottom) to achieve 21 topics.

Named - Known

Canada: credit, financial, risk, asset, value

Europe: financial, total, credit, risk, value, include, loan, year asset, loss, loan

US: loan, loss, asset, include, credit, value, risk, financial, total

Named - Unknown

Canada: loan, asset, risk, credit, value, loss

Europe: interest, value, total, year, asset, include, risk, financial report, management, loss,

credit, loan US: asset, risk, value, loss, interest, credit, financial, include

Unnamed - Known

Canada: risk, asset

Europe: asset, financial, include, business, year, credit, interest, risk, total, value, market,

loss

US: asset, loss, credit, market, financial, value, include, business, year

Named - Unknown

Canada: include, asset, value, risk

Europe: business, financial, total, include, interest, credit, asset, year, loss, market US: in-

terest, financial, market, total, include, business, asset, credit, loss, year
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Bottom Features Removed

Named - Known

Canada: capital, amount, security, fair, share

Europe: rate, capital, fair, amount, income, eur, service, corporate, employee, sberbank,

client, rabo

US: business, market, management, find, capital, fair, change, citis, derivative

Named - Unknown

Canada: statement, annual, service, capital, share, fair, security Europe: business, share,

capital, rate, fair, net, income, amount, result, annual, service, employee, corporate, sber-

bank

US: management, fund, citis, rate, change, fair, year, mortgage

Unnamed - Known

Canada: share, capital

Europe: share, rate, fair, market, net, eur, amount, company, client, annual, service, corpo-

rate

US: fund, market, result, business, change, rate, report, fair, mortgage

Named - Unknown

Canada: instrument, fair, capital, report

Europe: rate, fair, eur, amount, result, bank, statement, annual, service, corporate

US: citis, fair, income, report, management, company, commercial, percent, mortgage, change,

rate
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