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Abstract

This thesis investigates the enhancement of Multiple-Input Multiple-Output (MIMO)

wireless networks using an X-type topology with one-way data transfer. In this con�g-

uration, two nodes transmit data to two receivers, mimicking the structure of an 'X',

with a single relay initially and then two relays at the intersecting point. Originally

limited to a half-duplex operation due to the constraints of a solitary relay, our re-

search aims to enable full-duplex system functionality by introducing two half-duplex

relays that operate in alternate time slots. Our approach to achieving full-duplex

capability and doubling the system throughput involves implementing advanced sig-

nal processing algorithms. These techniques include opportunistic listening, signal

alignment, and re�ned antenna design algorithms at the system level. A key inno-

vation in our study is the application of virtual MIMO processing at the receivers,

which combines opportunistic listening and relay transmissions into a uni�ed process.

This is achieved by doubling the number of receive antennas only at the receivers.

We apply concepts from physical layer network coding and signal alignment, along-

side specialized precoding methods, adapted for the two-relay setup. The integration

of these advanced transceiver and relay strategies results in a comprehensive solu-

tion for enhancing bandwidth e�ciency and ensuring e�ective data transmission in

contemporary wireless communication networks.
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Chapter 1

Introduction

Digital wireless communication has revolutionized how we connect and share infor-

mation. Within that �eld, Multiple-Input Multiple-Output (MIMO) systems have

attracted increased attention due to their characteristics such as spatial diversity,

increased capacity, and enhanced reliability [1, 2, 3]. These features are especially

important today, as the major increase in wireless data tra�c demands higher trans-

mission rates and more robust systems. One of the early e�orts in MIMO was oriented

towards systems with direct communications between the transmitter and receiver.

The work by Park et al. [1] and Behbahani et al. [2] showed the potential for these

systems. Over time, relaying techniques were introduced to further boost system

performance.

Relaying techniques, as demonstrated by Zhou et al. [3] and Su et al. [4], are used

where direct links are weak or non-existent. However, there are numerous challenges

in relaying strategies, e.g., achieving interference-free transmission while maintaining

the intended spatial diversity [5, 6]. Alhumaidi et al. worked on alternate AF MIMO

relaying systems that o�ered solutions to counter inter-relay interference [7, 8] and

Rong et al. [9] proposed a framework to optimize linear nonregenerative multicarrier

MIMO relay communication systems. These advancements saw signi�cant improve-

ments in both theory and mathematical modeling. Other important contributors to

the �eld of MIMO systems include Brualdi [10], Serre [11], Coleman and Pothen [12],

and Leon et al. [13].

Despite these advances, enormous challenges persist, especially with full-duplex

systems [14, 15]. Work conducted by Chen et al. [16] and Park and Alouini [17] has

helped optimize MIMO relaying, but there is still room for improvement, especially

in terms of routing in full-duplex MIMO wireless networks. Rankov and Wittneben's

work on spectral e�cient protocols [18] and the capacity analysis by Shende et al.

[19] highlight the potential of full-duplex systems.
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The evolution of wireless communication systems has been strongly in�uenced by

advancements in relay networks and MIMO systems. The development of e�cient

beamforming strategies, as investigated by [20], has played a critical role in enhancing

the performance of two-way relay networks. These strategies are essential for realizing

the full potential of MIMO systems in terms of throughput and signal quality.

The degrees of freedom in MIMO systems, especially in complex con�gurations

like the MIMO Y Channel, are another important aspect of modern communication

systems. In [21], the authors explore signal space alignment and its impact on network

coding for optimizing the use of available spectral resources. In [22], the authors inves-

tigate the real-world applications and bene�ts of theoretical advancements in wireless

network coding. XOR-based network coding techniques have revolutionized the way

wireless networks handle data, leading to more e�cient and robust communication

systems. Furthermore, the spectral e�ciency of relay channels in fading environ-

ments, as discussed by the authors in [23], highlights the challenges of maintaining

high-quality communication in all conditions. These studies represent a signi�cant

body of work supporting the theoretical and practical advancements in relay networks

and MIMO systems.

The present thesis aims to address some key research gaps in full-duplex MIMO

wireless networks. Along with establishing a novel routing mechanism optimized for

full-duplex systems, this research incorporates the principles of alternate relaying and

signal alignment to ensure e�cient and interference-free transmissions in X wireless

networks. "X networks" are so-called due to their distinctive topology, which resem-

bles the shape of the letter "X". This unique arrangement o�ers speci�c advantages

for data routing and communication by providing redundancy and fault tolerance.

These features make X networks a good choice for applications where robustness and

e�cient data transmission are essential. The remainder of Chapter 1 includes a re-

view of fundamental principles that are investigated in this work, with more detailed

explanations presented in Chapter 2. Section 1.10 provides a listing of the objectives

and organization of this thesis.
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1.1 Physical Layer Network Coding

In digital communication, the demand for high data rates, improved spectral ef-

�ciency, and reduced latency continues to grow. To address these challenges, re-

searchers have introduced Physical Layer Network Coding (PLNC), which is a tech-

nique that enables simultaneous transmission and reception of information. This

section explores the concept of PLNC, highlighting its signi�cance, bene�ts, and ap-

plications in digital communication.

1.1.1 PLNC Overview and Key Features

1. Overview: Physical Layer Network Coding is a technique that allows network

nodes to simultaneously transmit and receive information in a single wireless

channel, merging the traditionally separate tasks of transmission and reception.

By exploiting the characteristics of wireless channels, PLNC eliminates the need

for traditional store-and-forward relaying protocols, leading to signi�cant im-

provements in throughput and e�ciency.

2. Key Features and Bene�ts: a) Simultaneous Transmission and Reception: PLNC

enables network nodes to transmit their own data simultaneously while receiv-

ing data from other nodes. This simultaneous operation eliminates the need for

separate time slots for transmission and reception, improving spectral e�ciency

and reducing latency. b) Two way Communication: PLNC utilizes full-duplex

communication, allowing nodes to recover signals of interest without interfer-

ence. This capability enhances the overall throughput and e�ciency of the

communication system. c) Enhanced Network Performance: By merging multi-

ple transmission and reception in a single channel, PLNC reduces the number of

transmissions and eliminates the need for multiple relaying, leading to improved

network performance, reduced packet delays, and increased overall capacity.

In the conventional non-NC scheme (Fig. 1.1(a)), terminal A and terminal B each

require one time slot to send a packet to the relay, and the relay needs two time slots

to broadcast both packets. The exchange of two packets between the two terminals

therefore necessitates four time slots.
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(a) (b) (c)

Figure 1.1: (a) Traditional non-NC vs. (b) Traditional NC vs. (c) PNC.

Figure 1.1(b) illustrates that this data exchange can be achieved in three time

slots using network coding. After terminals send their packets independently to the

relay in two time slots, the relay employs the NC technique, combining (exclusive OR

[XOR] in bit level) the received two packets and broadcasting the combined packet

in the third time slot. The terminals receive the same combined packet, but each of

them can decode the packet using their own transmitted one.

Employing physical-layer network coding (PNC) or analog NC (ANC) allows the

process of exchanging data between A and B in just two time slots, as shown in

Fig. 1.1(c). Terminals A and B simultaneously transmit their packets to the relay,

which performs over-the-air addition of the packets. The relay then re-broadcasts the

mixed (or XORed representation of) packet it receives. The terminals recover their

data of interest by XOR-ing the received data with their own data, similar to the NC

technique.

1.1.2 PLNC Techniques

1. XOR-Based Network Coding: One of the techniques employed in PLNC is

XOR-based network coding. In this technique, network nodes combine incoming

signals using the XOR operation. The XORed result is then transmitted over the

channel, allowing other nodes to extract the initially transmitted information

through XOR operations. XOR-based network coding has been extensively

studied and demonstrated to improve network performance.
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2. Other Network Coding Schemes: While XOR-based network coding is com-

monly used, other more advanced network coding schemes have been proposed

in PLNC. These schemes use linear or non-linear operations to perform net-

work coding at the physical layer based on signal processing as opposed to bit

processing in NC. The result is signi�cant improvements in throughput, error

resilience, and complexity reduction.

1.2 Half-Duplex and Full-Duplex Wireless Communication

Two fundamental transmission modes that play a crucial role in wireless communi-

cation are half-duplex and full-duplex. The following sections explore the concepts

of half-duplex and full-duplex, highlighting their di�erences, advantages, and appli-

cations in digital wireless communication.

1.2.1 Half-Duplex Communication

1. Overview: Half-duplex communication refers to a transmission mode in which

information can be sent or received, though not simultaneously. In a half-

duplex system, the communication channel alternates between transmitting and

receiving modes, allowing data to �ow in one direction at a time. In the context

of system operation in this thesis, the term half-duplex system operation is used

to describe a scenario where the sender transmits only in alternate time slots.

During the intervening slots when the sender is not active, it does not engage

in listening and remains silent. In theory, this arrangement allows the sender

to transmit continuously over time, using every other slot for transmission.

2. Key Features and Operation: a) Time-Division Duplex (TDD): Half-duplex

communication uses the Time-Division Duplex (TDD) technique, where the

available frequency band is divided into separate time slots. During one time

slot, the transmitter sends data; during another, the receiver listens and receives

data. This switching between transmit and receive modes allows half-duplex

communication.

3. Advantages and Applications: a) Simplicity: Half-duplex communication sys-

tems are generally more straightforward in design and implementation than
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full-duplex systems. This simplicity leads to cost savings, making half-duplex

communication suitable for applications with limited resources or lower data

rate requirements. b) Walkie-Talkies and Two-Way Radios: Half-duplex com-

munication is commonly used in walkie-talkies and two-way radios, where users

take turns speaking and listening. These devices typically operate in push-to-

talk mode, allowing users to switch between transmit and receive modes.

1.2.2 Full-Duplex Communication

1. Overview: Full-duplex communication enables simultaneous transmission and

reception of data in both directions within the same frequency band. Un-

like half-duplex, full-duplex allows for concurrent bidirectional communication,

opening up possibilities for higher throughput and increased e�ciency. In the

context of our work, full-duplex operation implies that senders are transmitting

data continuously and receivers are receiving data at all times.

2. Key Features and Operation: a) Frequency-Division Duplex (FDD): Full-duplex

communication typically uses the Frequency-Division Duplex (FDD) technique,

where separate frequency bands are allocated for transmitting and receiving.

This allocation enables simultaneous transmission and reception without in-

terference. b) Self-Interference Cancellation: One of the critical challenges in

full-duplex communication is managing self-interference caused by simultane-

ous transmission and reception. Sophisticated signal processing techniques and

hardware designs are used to cancel or minimize self-interference, enabling suc-

cessful full-duplex operation.

3. Advantages and Applications: a) Higher Throughput: Full-duplex commu-

nication o�ers the potential for signi�cantly higher throughput compared to

half-duplex. By enabling simultaneous transmission and reception, full-duplex

systems maximize the utilization of available resources, leading to increased

data rates and improved spectral e�ciency. b) Wireless Local Area Networks

(WLANs): Full-duplex communication has applications in WLANs, enhancing

the overall network capacity, particularly in scenarios with high data tra�c.

Full-duplex WLANs can accommodate bidirectional data �ows, allowing faster
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�le transfers and multimedia streaming. c) Cellular Networks: Full-duplex com-

munication enables increased capacity and improved e�ciency. Cellular net-

works can enhance spectral e�ciency, reduce latency, and improve user experi-

ence by implementing full-duplex operation at base stations and user devices.

1.2.3 Hybrid-Duplex Communication

In speci�c scenarios, hybrid-duplex communication combines elements of both half-

duplex and full-duplex modes.

In half-duplex communications, transmission, and reception occur on the same

frequency channel, but not simultaneously. This means that devices can transmit

or receive information on a channel at di�erent times. When a device wants to

transmit data, it �rst checks whether the channel is available. If it is, the device

can transmit its data. However, if the channel is busy, the device must wait until it

is available before transmitting. This method of communication is used in two-way

radios, walkie-talkies, and some wireless sensor networks.

In full-duplex communication, transmission, and reception occur on di�erent fre-

quency channels, allowing for simultaneous transmission and reception of data. This

means that devices can transmit and receive data at the same time without having to

wait for the channel to become available. In full-duplex communication, the transmis-

sion and reception frequencies are separated by a frequency o�set that allows them to

be used simultaneously. This method of communication is commonly used in cellular

networks, Wi-Fi networks, and other wireless communication systems.

The advantages of full-duplex communication include faster data transfer, im-

proved network e�ciency, and reduced latency. However, full-duplex communication

also requires more complex hardware and signal-processing algorithms to reduce lev-

els of self-interference, which can limit its practical application in speci�c scenarios.

Overall, the choice between half-duplex and full-duplex communication depends on

the application's speci�c requirements, such as the need for simultaneous transmis-

sion and reception, the available bandwidth, and the level of complexity and cost of

the hardware and signal processing algorithms.
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1.3 Half-Duplex Physical Layer Routing

E�cient routing in wireless digital communication is crucial to ensure reliable and

timely data transmission. Half-duplex Physical Layer Routing (PLR), as investigated

in this thesis, uses channel diversity and half-duplex constraints to enhance the per-

formance of wireless networks [19]. The following sections explore the concept of

half-duplex PLR, highlighting its signi�cance, bene�ts, and applications in wireless

digital communication.

1.3.1 Half-Duplex PLR Overview and Key Features

1. Overview: Half-duplex PLR is a routing technique that combines physical layer

characteristics with routing and processing decisions to optimize data trans-

mission in wireless networks. Instead of relying solely on network-layer routing

protocols, half-duplex PLR uses wireless channel features, such as channel fad-

ing and spatial diversity, to improve network performance.

2. Key Features and Operation: a) Channel Diversity Exploitation: Half-duplex

PLR takes advantage of channel diversity by selecting appropriate transmission

paths based on the characteristics of wireless channels. By exploiting the fad-

ing nature of di�erent channels, this approach maximizes the overall network

throughput and minimize packet loss. b) Half-Duplex Constraint: Half-duplex

PLR operates under the constraint that nodes can transmit or receive data at

any given time, but not simultaneously. This constraint necessitates careful

routing decisions to ensure e�cient data transmission and minimize collisions.

3. Advantages and Bene�ts: a) Increased Network Throughput: Half-duplex PLR

uses channel diversity to increase network throughput by dynamically selecting

the best transmission paths. Utilizing multiple paths and choosing the most

favorable ones based on channel conditions can lessen interference and improve

overall network performance. b) Energy E�ciency: Half-duplex PLR can op-

timize energy consumption by selecting transmission paths that require lower

energy expenditure. It can minimize energy consumption and prolong network

lifetime by considering channel conditions and node capabilities.
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1.4 MIMO and Virtual MIMO

The sections below present the main concepts of MIMO and its virtual counterpart,

Virtual MIMO, highlighting their signi�cance, bene�ts, and applications in digital

communication.

1.4.1 MIMO Technology

1. Overview: MIMO technology utilizes multiple antennas at both the transmit-

ter and receiver to improve system performance by exploiting the multipath

propagation in wireless channels. By using the spatial domain, MIMO enables

increased capacity, reliability, and data rates.

2. Key Features and Bene�ts: a) Spatial Multiplexing: MIMO allows the simulta-

neous transmission of multiple data streams, thereby increasing the data rate

and spectral e�ciency. This is achieved by transmitting independent data

streams using di�erent antennas, which are then received and decoded by corre-

sponding antennas at the receiver. b) Diversity Gain: MIMO provides diversity

gain by using the independent fading characteristics of multiple antennas. It

lowers the e�ects of fading and improves the system's reliability and robustness.

c) Beamforming: MIMO enables beamforming, which uses multiple antennas

to focus the transmitted signal energy in a speci�c direction. This leads to

improved signal quality, extended coverage, and reduced interference.

3. Applications of MIMO: MIMO technology is applied in various wireless com-

munication systems, as explained below. a) Wireless LANs (Wi-Fi): MIMO is

widely used in Wi-Fi standards (such as 802.11n, 802.11ac, and 802.11ax) to

achieve higher data rates, better coverage, and improved overall performance.

b) Cellular Networks: MIMO is used in 4G LTE and 5G cellular networks, as

it enables higher data rates, increased capacity, and better spectral e�ciency.

c) Wireless Sensor Networks: MIMO can be employed in sensor networks to

improve communication reliability and extend network coverage.
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1.4.2 Virtual MIMO

Virtual MIMO is an innovative approach that uses multiple devices to create a virtual

MIMO system, even in scenarios where physical MIMO hardware is unavailable. This

approach is based on cooperative communication techniques that combine signals

from multiple devices, as in traditional MIMO systems. In virtual MIMO, devices

work collaboratively to enhance system performance, with each device acting as an

individual antenna, transmitting its signal, while other devices receive and process

these signals to improve reception quality. This technique o�ers bene�ts such as

improved coverage and reliability by extending coverage range through cooperation,

increased data rates through simultaneous transmission of multiple data streams, and

the potential for localization and tracking applications by utilizing spatial information

from multiple cooperating devices.

MIMO and virtual MIMO technologies have revolutionized digital communication

by using the spatial dimension of wireless channels. MIMO o�ers higher data rates,

improved reliability, and increased capacity, while virtual MIMO o�ers MIMO bene�ts

without physical MIMO hardware. Both technologies can be applied across various

wireless communication systems, driving advancements in Wi-Fi, cellular networks,

and wireless sensor networks.

1.5 Single Link MIMO Processing

This section presents the mathematical underpinnings for signal recovery through

matrix inversion (also called Zero-Forcing processing) in the single user (SU-MIMO)

setup. In SU-MIMO, as visualized in Fig. 1.2, all the T transmit antennas are co-

located at the single transmitter and all the R receive antennas are in the single

receiver in the same location. The channel gain coe�cients hij represent the channel

gains from the j-th transmit antenna to the i-th receive antenna. The transmitted

signal xi from the i-th transmit antenna represents the data stream di.

The signal received on the i-th receive antenna is denoted by Yi(t). For R receive

antennas, the received signals can be represented as Y1(t), Y2(t), . . ., YR(t). In our

work, we use R = T = N received signals to obtain the estimated transmitted signals

x̃1(t), x̃2(t), . . ., x̃N(t) from mixing in the channel.
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Figure 1.2: Single User MIMO Channel Model.

Once we have x̃1(t), x̃2(t), . . ., x̃N(t), we recover at the receiver d1(t), d2(t), . . .,

dN(t), which are N spatial streams of data.

In single user MIMO, we have a single transmitter equipped with T antennas and

a single receiver equipped with R antennas, as visualized in Figure 1.2. To cover N

spatial streams so that each transmits from the j-th antenna, the transmitter would

be able to send a data stream at the same time and in the same frequency band,

ensuring that T = R = N .

If hij represents the channel gain from transmit antenna j to receive antenna i,

then the signal yi(t) received on the i-th antenna is:

yi(t) =
N∑
j=1

hijx̃j(t) + ni(t) (1.1)

where ni is the AWGN (Additive White Gaussian Noise) representing noise in the

i-th antenna. We then have N received signals, and after dropping the time indexing,
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the matrix form representation for N-lines equation like in (1.1) is:
y1

y2
...

yN

 =


h11 · · · h1N

h21 · · · h2N

...
. . .

...

hN1 · · · hNN




x1

x2

...

xN

+


n1

n2

...

nN

 = HN×N


x1

x2

...

xN

+


n1

n2

...

nN

 (1.2)

where HN×N is referred to as the channel gain matrix. If HN×N is invertible and

HN×N knowledge is available at the receiver, using zero-forcing post-processing of

receivers, the signal of interest about the N spatial data streams can be recovered

from the received signals using matrix inversion, as follows:
x̂1

x̂2

...

x̂N

 = H−1
N×N


y1

y2
...

yN

 =


x1

x2

...

xN

+H−1
N×N


n1

n2

...

nN

 (1.3)

This Z-F processing is used in this thesis in various con�gurations, despite its known

problems such as noise enhancements. In addition to Single User MIMO link pro-

cessing, we will work with transmit antennas being distributed between two senders

(source and relay) and receive antennas being at the single destination, referred to as

virtual MIMO.

1.6 MIMO X Channel Model

The MIMO X channel model represents a wireless communication scenario involving

four users and a relay station. In this setup, there are four user nodes, denoted asA, B,

X, and Y . These user nodes have one-way communications through a relay station R.

This model enables concurrent communication between users in two primary phases:

the Medium Access Control (MAC) phase and the Broadcast (BC) phase. As shown

in 1.3, transmitter A wants to send data to receiver X, and transmitter B wants to

send data to receiver Y. However, there is no line of sight between them, so the system

uses a relay R to send data from A to X and from B to Y. A and Y, as well as B

and X, have a line of sight and can engage in opportunistic listening, which we use

in signal detection.
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Figure 1.3: X Channel MIMO Model.

1.6.1 MAC Phase

During the MAC phase, the four users exchange messages. Each user processes its

messages by utilizing carefully designed precoding vectors. These precoding vectors

serve the purpose of aligning messages from the same source-destination pair within

speci�c dimensions in the signal space. This alignment is important for ensuring

e�cient and organized communication. The aligned dimensions in this phase can be

referred to as Dij, where i and j represent the source and destination user pairs,

respectively. Achieving this alignment involves the multiplication of channel gain

matrices HR,k and corresponding precoding vectors vl,k, with k representing the relay

station. These aligned dimensions guarantee that messages from each source user are

transmitted to their destination users.

1.6.2 BC Phase

During the BC phase in a multi-user communication scenario, a relay station gen-

erates a composite signal that includes network-coded data from all four user pairs.

This signal is broadcast to all users in a single time slot. To ensure that each user

extracts only the required information from this broadcast, speci�c signal processing

techniques are employed at the relay station. These techniques involve careful ma-

nipulation of the broadcast signal so that each user can decode their message, mainly

through XOR operations. The process is similar to the MIMO X channel strategy

but manages four users and a relay station. It eliminates unwanted signals at each
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user node, ensuring that only the necessary data are received.

In the MIMO X channel model, the extension to four users and a relay station

allows for more complex bidirectional communication. The Multiple Access (MA)

phase focuses on aligning and transmitting messages, while the BC phase enables

simultaneous broadcasting. This ensures that each user receives only the data meant

for them.

1.7 Alternate Relaying in SISO Wireless Communication

Wireless communication, is continuously evolving to meet the ever-increasing demand

for improved network performance. In this section, we present the "Alternate Relay-

ing Concept", which is an approach designed to enhance the e�ciency and reliability

of SISO wireless relay communication. Additionally, this concept aims to address

conventional relay challenges, reduce latency, and optimize network resource utiliza-

tion.

The Alternate Relaying Concept helps to mitigate the constraints usually asso-

ciated with traditional half-duplex single relay systems, such as having to switch

between transmit and receive modes. In the single relay, the Alternate Relaying Con-

cept uses two half-duplex relays so that the source can continuously transmit and

the destination can continuously receive. This approach enhances spectral e�ciency,

lowers latency, and improves overall network performance.

Single relay half-duplex operations are presented in Figure 1.1. As shown, the Al-

ternate Relaying Concept involves allocating relay nodes to alternate between trans-

mit and receive modes. Figure 1.4 illustrates a simpli�ed alternate relay system

operating in one-way mode, comprising a single transmitter (Tx), one receiver (Rx),

and two relays, R1 and R2, operating in alternating time slots. During time slot n,

R2 is set to receive mode to accept data from transmitter A, while R1 is in transmit

mode, sending data to receiver X. In the subsequent time slot, n + 1, R2 shifts to

transmit mode and R1 switches to receive mode. This setup allows the system to

continuously transmit and receive data in every time slot.

In a multi-node network, each relay node switches between these modes in a

synchronized manner. During the transmit phase, relay nodes forward data to the

destination nodes. In alternately aligned time slots, this utilization of spatial diversity
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doubles the throughput over half-duplex relay. In the receive phase, the same relay

nodes actively listen for incoming signals from the source nodes, ensuring readiness

to receive data.
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Rx.X
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Tx.ATx.A

Rx.X

Rx.Y

R2R2 R1R1

Alternate Relaying

Alternate Relaying

R2R2R2R1R1R1

Figure 1.4: Alternate Relaying System.

Adopting the Alternate Relaying Concept has several advantages, such as:

� Enhanced Throughput: Simultaneous transmission and reception provides higher

data rates and improved spectral e�ciency.

� Reduced Latency: Relay nodes can respond to incoming data immediately,

minimizing transmission delays and reducing end-to-end latency.

� Resource E�ciency: The concept optimizes relay node utilization, making bet-

ter use of available network resources.

� Scalability: The Alternate Relaying Concept is adaptable to networks of varying

sizes and complexities, ensuring scalability.

Despite these signi�cant bene�ts, adopting the Alternate Relaying Concept also

involves some challenges, including e�cient interference management, synchroniza-

tion mechanisms, and practical implementation issues. Future research in this area

should prioritize the development of advanced interference cancellation techniques,

synchronization methods, and real-world deployment strategies.

15



In conclusion, the Alternate Relaying Concept advances SISO wireless relay com-

munication by strategically alternating relay nodes between transmit and receive

modes. In so doing, it improves throughput, reduces latency, and enhances over-

all network performance. While challenges persist, research and development in this

area (including the work conducted in the present thesis) shows the potential to realize

the full bene�ts of this concept.

1.8 Signal Alignment and Preceding Matrices

In relay digital communication, precoding matrices play a crucial role in improving

the reliability and capacity of the communication system by exploiting di�erent sig-

nalling dimensions. Precoding involves applying a matrix operation at the transmit-

ter to optimize the transmitted signals based on the channel conditions [24]. In this

context, a precoding matrix is used to linearly transform the transmitted signals to

achieve speci�c objectives, such as maximizing the signal power, minimizing interfer-

ence, or increasing the diversity gain by multiplexing. Precoding is employed in relay

communication systems to reduce interference. By using the channel state informa-

tion (CSI) available at the transmitter, precoding matrices optimize the transmitted

signals based on the channel characteristics.

Precoding matrices are used to achieve various objectives in relay digital commu-

nication, including Diversity Gain, Interference Mitigation, and Capacity Precoding,

as explained below: a) Diversity Gain: Precoding can exploit channel diversity by

applying appropriate matrix transformations. This enhances the robustness of the

communication system against fading and improves the reliability of the transmitted

signals. b) Interference Mitigation: Precoding matrices can minimize the interference

caused by simultaneous transmissions or co-channel interference. Overall system per-

formance is improved by shaping the transmitted signals to nullify or suppress in-

terfering signals. c) Capacity Precoding techniques can increase the communication

system's capacity by optimizing the transmitted signals. By exploiting the avail-

able degrees of freedom, such as multiple antennas or relays, precoding matrices can

improve the achievable data rates.

Precoding techniques can also be used in relay communication, depending on

the speci�c system requirements and objectives. Various precoding techniques are
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frequently employed in relay digital communication. Some commonly used precod-

ing techniques include Zero-Forcing Precoding and Maximum Rate Transmission, as

explained below: a) Zero-Forcing (ZF) Precoding: ZF precoding aims to eliminate

interference at the receiver by designing the precoding matrix to ensure zero inter-

ference at speci�c antennas. ZF precoding can achieve interference-free transmission

but may introduce noise enhancement. b) Maximum Ratio Transmission (MRT):

MRT precoding maximizes the received signal power at the destination by aligning

the transmitted signals with the channel's dominant eigenmodes. This technique uses

the channel's spatial characteristics to maximize the received signal quality.

However, implementing precoding matrices in relay digital communication systems

poses challenges, such as Channel Estimation and Complexity, as explained below:

a) Channel Estimation: Accurate channel estimation is critical for designing e�ective

precoding matrices. Estimating the channel state information at the transmitter

and relay nodes may require dedicated pilot signals or feedback mechanisms. b)

Complexity: Precoding techniques may involve complex matrix operations, which

can increase the computational complexity and implementation overhead. E�cient

algorithms and hardware architectures are necessary to handle the computational

requirements.

For optimizing transmitted signals, precoding matrices are crucial in relay digital

communication systems. These matrices are designed to achieve various objectives,

such as enhancing diversity gain, lessening interference, and increasing capacity. With

the advancement of precoding techniques, relay communication systems can achieve

higher reliability, improved spectral e�ciency, and increased data rates. However,

the challenges of accurate channel estimation and complexity must be addressed to

ensure e�cient implementation of precoding matrices in practical relay digital com-

munication systems.

1.9 Inter-Relay Interference (IRI) in Wireless Relay Communication

Inter-Relay Interference (IRI) is an ongoing issue in wireless relay communication,

occurring when multiple relay nodes interfere with each other's transmissions. IRI

degrades signal quality, lowers throughput, and impacts network performance. In

our work, we focus on other aspects and do not directly address IRI. Some of the
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mitigation techniques are as follows:

� Spatial Separation: Deploy relay nodes further apart to reduce IRI.

� Interference Coordination: Synchronize relay transmissions using time, fre-

quency, or power control.

� Advanced Antennas: Use smart or directional antennas to focus transmis-

sions and minimize interference.

� Network Coding: Combine relay transmissions strategically to reduce IRI.

� Cognitive Radio: Dynamically adapt transmission parameters to avoid inter-

ference.

Although this thesis does not directly address IRI cancellation in the system under

study, it does occur in our system, so deploying IRI mitigation techniques is an

essential part of the proposed design.

1.10 Thesis Contributions and Outline

Our work �lls a signi�cant gap in the existing literature and provides a foundation for

subsequent research in the �eld. The main contributions of this thesis are as follows:

1. Methodological Framework: Presents a mathematical framework that en-

ables better signal alignment in a 2-D space at the relays, which has the potential

to optimize the performance of MIMO Full-Duplex systems.

2. Virtual MIMO Data Detection: Introduces a novel approach for decod-

ing received signals in a MIMO Full-Duplex system that utilizes the concept

of Virtual MIMO and accounts for the time-varying nature of the full-duplex

system.

3. Null Space Data Separation and Detection: Develops an innovative ap-

proach to separating and detecting signals in the null space. This provides

an additional degree of freedom for improving performance and enhancing the

system's resistance to co-channel interference.
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4. BER Performance: Contributes to the literature by o�ering a comprehensive

BER performance evaluation of MIMO Full-Duplex systems in AWGN channels,

thus providing guidelines for future implementations.

Overview of Subsequent Chapters

In Chapter 2, we will explore the existing relay communication system, focusing on

Physical-Layer Network Coding (PLNC) and opportunistic listening. The applied

scenarios feature a single relay operating in half-duplex mode during even time slots,

utilizing XORed representation of data from senders A and B.

Sections 2.2, 2.3, and 2.4 investigate SISO and MIMO half-duplex operations.

The chapter introduces a half-duplex wireless relay communication system operating

in two time slots for communication between transmitters A and B, and receivers

X and Y via relay R, designed for scenarios lacking line-of-sight. It provides details

on operations in odd and even time slots, extending to MIMO con�gurations with

spatial diversity and precoding techniques for enhanced performance and increased

data rates. Mathematical formulas are also provided to describe signal propagation,

interference cancellation, and data recovery processes. Signal representation empha-

sizes scalar signals xA, xB, yX , and yY , and introduces yRR for relay reception and

sR for relay transmission.

In Chapter 3, a scenario is introduced where transmitters A and B use a single an-

tenna to achieve continuous transmission by utilizing two relays with single antenna

operating in half-duplex mode. In complementary time slots, relays transmit and

receive, achieving a full-duplex operation as initially presented in Chapter 2, section

2.1. Additionally, Chapter 3 introduces a SISO full-duplex wireless relay communica-

tion system involving transmitters A and B, receivers X and Y, and relays R1 and R2.

The objective is to transmit data from A to X and from B to Y through relays, con-

sidering non-line-of-sight conditions. The system employs Binary Phase Shift Keying

(BPSK) modulation, and precoding is implemented to achieve unit channel gains at

relays.

Section 3.1 discusses the theoretical foundation for the system's operation, which

involves single antennas for transmitters A and B and relay R, and two antennas each

for receivers X and Y. In this section, our design merges opportunistic listening and
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reception of relay data into a single phase virtual MIMO. This builds on the framework

outlined in section 2.3, with adjustments to the number of receiving antennas at both

receivers. Section 3.2 assesses the system's performance through simulation studies.

The proposed system maintains the operation during the Medium Access base time

slot, as explained in section 2.3, now incorporating two relays, R1 and R2. Like

section 2.3, R1 receives data during odd time slots, while R2 receives Physical-Layer

Network Coding (PLNC) data during even time slots. This con�guration, with each

element using only one antenna, doubles the system's throughput compared to the

previous model.

In Chapter 4, we introduce system design and signal processing into the MIMO

Full-Duplex Alternate Relays System Operation, building on concepts from previous

chapters. This MIMO con�guration features two transmit antennas at nodes A and

B, two receive/transmit antennas at relays R1 and R2, and two receive antennas at

nodes X and Y. The purpose in this design is to better utilize spatial diversity and

obtain higher data rates. The system architecture and underlying assumptions are

explained in subsequent subsections.

An important aspect of the full-duplex alternate relays system is its incorporation

of the virtual MIMO technique. During odd time slots, transmitter A, relay R2,

and receiver Y collaborate to form a 4 × 4 virtual MIMO con�guration, from the

perspective of receiver Y. Transmitter B, relay R1, and receiver X establish another

4 × 4 virtual MIMO structure. This is to replace opportunistic listening time slots

in half-duplex operation. In the MAC phase, when A and B transmit continuously

either to R1 (in odd time slots) or to R2 (in even time slots), the signal alignment is

the same as in Chapter 2 but with specialized precoding matrices.

The virtual MIMO concept enables, during odd time slots, transmitter A and

relay R2 to function as the MIMO transmitter with a total of four antennas (two

each), while receiver Y, with four antennas, acts as the MIMO receiver. The roles are

reversed in even time slots, involving transmitter B, relay R2, and receiver X. This

dynamic con�guration, involving the exchange of roles between relays R1 and R2,

characterizes the full-duplex alternate relays system.
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Chapter 2

Half-Duplex Operation of X Networks

This chapter examines the existing relay communication system and reviews work

pertinent to our study. Speci�cally the chapter describes a half-duplex wireless re-

lay communication system that operates in two time slots to enable communication

between transmitters A and B and receivers X and Y, via a relay R. The system is

designed for scenarios where there is no line of sight between A and X, and B and Y.

In our work, the signal from A can reach Y and the corresponding signal from

B can reach X, where Y is the designated receiver for transmitter B. During odd

time slots, transmitters A and B send precoded data to relay R while receivers X

and Y listen to the transmitted signals. During even time slots, relay R uses the

received precoded data from odd time slots to detect transmitted symbols, combining

them and transmitting the combination to receivers X and Y. Receivers X and Y use

opportunistic listening to recover the transmitted symbols from both transmitters

and the relay.

The current research related to PLNC (Physical Layer Network Coding) and op-

portunistic listening focuses on scenarios where a single relay operates in a half-duplex

mode, forwarding information during even time slots. It involves the XORed repre-

sentation of the data received from senders A and B.

Section 2.2 examines SISO operations, speci�cally those involving sender A and

B transmitting only one stream during the Medium Access Control (MAC) phase.

Sections 2.3 and 2.4 explain the SISO and MIMO half-duplex, respectively, while

section 2.4 presents a system description of MIMO con�gurations, where multiple

antennas are used at each node. Additionally, it outlines the signal processing steps

for odd and even time slots, including signal reception, precoding, decoding, and XOR

operations.
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2.1 Introduction

The proposed MIMO half-duplex relay communication system uses spatial diversity

and precoding techniques to enhance system performance and increase data rates.

The mathematical formulas express the signal propagation, interference cancellation,

and data recovery processes within the system. The scalar signals sent from the

sender's antenna at A and B are represented by xA and xB, respectively, and signals

received by receivers X and Y are yX and yY , respectively. Because our system has

several di�erent signals, the superscript in the signal description represents the nodes

in our system model. Hence, yR represents the signal received by the relay, while the

signal transmitted by R is sR.

The generic time index for transmitted and received signals is initially given in

parentheses as (n). So, for instance, the signal received at R at n is yR(n). Later in

the thesis, we drop the time index n for the sake of brevity. In this chapter, when we

explain system operation, we may use time index o to represent odd time slots when

transmitters A and B send the data and time index e to represent even time slots

when the relay sends data.

2.2 Half-Duplex System Description

The half-duplex wireless relay communication system shown in Figure 2.1 consists

of two transmitters, A and B, two receivers, X and Y, and one relay, R. The system's

objective, which operates in two time slots, is to enable communication between A and

X. B and Y do not have a direct communication path or are out of transmission range

using the relay R. The system operates under the following combination options:

1. Line of sight does not exist between A and X or between B and Y.

2. Transmitter A sends a data stream a1, where each data element can have a

value of 0 or 1.

3. Transmitter B sends a data stream b1, where each data element can have a value

of 0 or 1.

4. Transmitter A maps the binary data to BPSK symbols sA(n), where 0 is trans-

lated to −1 and 1 is translated to +1 (see Appendix A for more details).
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Figure 2.1: Single Relay Half-Duplex One-Way Data Transmission.

5. Transmitter B maps the binary data to BPSK symbols sB(n), where 0 is trans-

lated to −1 and 1 is translated to +1.

6. Transmitter A creates and transmits precoded data xA(n) from sA(n), as per

(2.1):

xA(n) = vA · sA(n) (2.1)

Precoding is implemented to counteract the e�ects of channel loss.

7. Transmitter B creates and transmits precoded data xB(n) from sB(n):

xB(n) = vB · sB(n) (2.2)

8. The precoding is used to achieve a channel gain equal to the one between the

transmitter node and the receiver node:

hAR · vA = hBR · vB = 1 (2.3)

This equalization ensures that incoming signals from A and B reach the relay

with uniform gain, enabling the relay to recover c1 = a1 ⊕ b1 for transmission.

In the subscript, the �rst letter refers to the transmitter node and the second

letter to the receiver node.

9. Receivers X and Y are in sight of B and A, respectively, and have opportunistic

listening capabilities. They can receive unwanted data.
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10. In odd time slots, transmitters A and B send their precoded data xA(n) and

xB(n) to relay R simultaneously.

11. At the same time in odd time slots , receiver Y receives data from transmitter

A, and receiver X receives data from transmitter B due to line of sight and

opportunistic listening.

12. Relay R retrieves the xA(n) + xB(n) representation of PLNC data by decoding

xA(n)+xB(n), resulting in c1 = a1⊕b1. Subsequently, the relay transmits sR(n)

the BPSK-modulated signal, which represents the data c1.

13. Receiver X and receiver Y use opportunistic listening to receive the data trans-

mitted by A and B in odd time slots. They also receive the relay's transmission

in even time slots sR(n).

14. Receiver X recovers c1 from sR(n) and b1 from the opportunistic listening and

then performs an XOR operation on these data to detect the transmitted data

a1:

a1 = c1 ⊕ b1 (2.4)

15. Receiver Y recovers c1 from sR(n) and a1 from the opportunistic listening and

then performs an XOR operation on these data to detect the transmitted data

b1:

b1 = c1 ⊕ a1 (2.5)
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2.3 SISO Half-Duplex System

2.3.1 System Con�guration

A Single-Input Single-Output half-duplex communication system consists of two trans-

mitters, A and B, two receivers, X and Y, and a single relay, R. This setup serves

as a foundational model in wireless relay communication, providing insights into the

dynamics of half-duplex communication. Transmitters A and B are the primary in-

formation sources responsible for data generation, transmission to their destinations,

or relay through R. These transmitters play a key role in initializing and routing

information. Receivers X and Y act as the system endpoints and are responsible for

signal capture, demodulation, data decoding, and delivery to users or higher-level

protocols. The performance of X and Y signi�cantly in�uences overall system relia-

bility and data integrity. The relay node R is an intermediary, receiving signals from

A and B, processing them, and retransmitting them to their respective destinations.

2.3.2 Mathematical Preliminaries

The system consists of two transmitters (A and B), two receivers (X and Y), and one

relay (R). It operates in half-duplex mode, meaning that the communication occurs

in two di�erent time slots: odd and even.

Odd Time Slots (MAC Phase)

In the MAC phase, two signals are received by the relay and two by the receivers x

and y through the opportunistic listening taking place at the phase. The MAC phase

refers to the events occurring from the relay perspective and opportunistic listening

for receivers x and y.

yY (n) = hAY · xA(n) = hAY · va · ŝA(n)

ŝA(n) = 1
hAY

. 1
va

· yY ;
hence, getting to va = hAY

In the opportunistic listening phase in the receiver Y , we get ŝA(n), and out of

this, we get a1(n).

During odd time slots, the system functions as follows:
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Figure 2.2: Single Relay Half-Duplex One-Way Data Transmission for Odd Time
Slots.

Receiver Y

Receives data from transmitter A and additional noise:

yY (n) = hAY · xA(n) + nY (n) (2.6)

where hAY is the channel gain, xA(n) is the transmitted signal from A, and nY is the

noise at receiver Y.

Receiver X

Receives data from transmitter B and additional noise:

yX(n) = hBX · xB(n) + nX(n) (2.7)

where hBX is the channel gain, xB(n) is the transmitted signal from B, and nX is the

noise at receiver X.

Relay R

Receives the sum:

yR(n) = hAR · xA(n) + hBR · xB(n) (2.8)

Even Time Slots (Broadcast Phase)

During even time slots, the system performs the following:
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Figure 2.3: Single Relay Half-Duplex One-Way Data Transmission for Even Time
Slots.

Relay R Operations

1. The relay recovers :

c1 = a1 ⊕ b1 (2.9)

2. BPSK modulation:

sR represents the BPSK version of the transmitted signal, taking the value of 1

or -1. Here, the value of sR = 1 corresponds to logical 1 in c1, and the value of

sR = −1 corresponds to logical 0 in c1.

3. Transmission:

yX(n) = hRX · sR(n) (2.10)

yY (n) = hRY · sR(n) (2.11)

In the broadcast phase, where receiver Y receives yY (n) by taking the inverse of hRY ,

we recover ŝR(n) = 1
hRY

yY (n). Having ŝR(n), we will get c1(n) from the receiver.

Using c1(n) during the broadcast phase and the a1 that was received in the MAC

phase through opportunistic listening, we can utilize the combined information to

detect the desired data b1.
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Receiver X

In this process, X receives the relay's transmission plus noise:

yX(n) = hRX · sR(n) + nX(n) (2.12)

where hRX is the channel gain, sR(n) is the relay's BPSK-modulated signal, and nX

is the noise at receiver X.

1. Recovering c1:

c1 = function of yX(n) (2.13)

2. XOR with b1:

a1 = c1 ⊕ b1 (2.14)

Receiver Y

The same process will be executed at the receiver Y.
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2.4 MIMO Half-Duplex System

In this section, we extend the analysis of the previous SISO system to the MIMO case

in half-duplex relay communication systems with opportunistic listening. The MIMO

con�guration involves multiple antennas at each transmitter and receiver, enabling

the system to exploit spatial diversity and achieve higher data rates. The system

architecture and combination options remain the same as described in the previous

section.

In the MIMO version of the scheme presented in sections 2.1 to 2.3, we have two-

bit streams a1 and a2 sent from A, and two-bit streams b1 and b2 sent from B. The

bit streams a1 and a2 are represented after BPSK +1 and -1 mapping as s1 and s2.

After the signals are processed through coding, they leave the two antennas at A are

x1 and x2.

Similar notations apply to the signals at transmitter B. Because of the MIMO

character of the system in this chapter, the signal leaving transmitter A is given

through the variable

xA =

[
xA
1

xA
2

]
(2.15)

The boldfacing indicates that we are dealing with a column vector of size 2× 1.

2.4.1 System Overview

� Transmitters A and B each send two spatial data streams, denoted by a1, a2

and b1, b2, respectively.

� Receivers X and Y each have two antennas and are able to receive the data

using the MIMO concept.

� Transmitters A and B map the binary data to BPSK symbols.

� Relay R facilitates communication by receiving, decoding, and forwarding the

signals.

The MIMO half-duplex relay communication system consists of two transmitters (A

and B) equipped with multiple antennas and two receivers (X and Y) that are also

29



Relay RRelay R

Tx. ATx. A

Tx. BTx. B Rx. XRx. X

Rx. YRx. Y

Figure 2.4: MIMO Single Relay Half-Duplex One-Way Data Transmission for
Odd/Even Time Slots.

equipped with multiple antennas. The relay, R, has multiple antennas as well. The

system operates in two time slots to enable communication between A and X and B

and Y, utilizing the relay R.

The following combination options apply to the MIMO system:

1. A and B communicate with X and Y, respectively, where no line of sight exists

between A and X or B and Y.

2. Transmitter A sends two data streams, denoted by a1 and a2, where each data

element can have a value of 0 or 1.

3. Transmitter B sends two data streams, denoted by b1 and b2, where each data

element can have a value of 0 or 1.

4. Transmitter A maps the binary data to BPSK symbols sA, where the vector

component 0 is translated to −1 and 1 is translated to +1.

sA =

[
sA1

sA2

]
(2.16)
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5. Transmitter B maps the binary data to BPSK symbols sB, where the vector

component 0 is translated to −1 and 1 is translated to +1.

sB =

[
sB1

sB2

]
(2.17)

6. Transmitter A creates and transmits precoded data xA from sA using precoding

matrix VA
2x2. where

xA = VA · sA

7. Transmitter B creates and transmits precoded data xB from sB using precoding

matrix VB
2x2. where

xB = VB · sB

8. Precoding is used to exploit the spatial diversity and enhance the overall channel

capacity.

9. Receivers X and Y have multiple antennas and employ opportunistic listening

to receive data from A and B as well as the relay's transmission.

10. In odd time slots, transmitters A and B simultaneously send their precoded

data xA and xB to the relay R.

11. Receiver Y [a1 a2] receives data from transmitter A and receiver X receives

data [a1 a2] from transmitter B, due to line-of-sight and opportunistic listen-

ing.

12. Relay R receives the two data streams from A and B, which will comprise the

vector format:

yR = HAR · xA +HBR · xB (2.18)

This is equivalent to (2.8) in SISO case. Based on yR1 and yR2 in yR, the relay

recovers PLNC representations for c1 and c2 which are given by c1 = a1 + b1

and c2 = a2+b2. How this is accomplished is discussed in detail in Section 2.4.3

and Appendix B.
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13. In even time slots, relay R transmits sR the BPSK representation of c1 and c2:

sR =

[
sR1

sR2

]
(2.19)

14. Knowing [b1, b2] from step 11 (opportunistic listening in odd time slots) and

from the relay's transmission receiving c1 and c2 in even time slots, receiver X

calculates the data of interest as follows:

a1 = c1 ⊕ b1 (2.20)

a2 = c2 ⊕ b2 (2.21)

15. Knowing [a1, a2] from step 11 (opportunistic listening in odd time slots) and

from the relay's transmission receiving c1 and c2 in even time slots, receiver Y

calculates the data of interest as follows:

b1 = c1 ⊕ a1 (2.22)

b2 = c2 ⊕ a2 (2.23)

The MIMO half-duplex relay communication system uses the advantages of spatial

diversity and precoding techniques to enhance system performance. The utilization of

multiple antennas at each transmitter and receiver, combined with the Decode-and-

Forward strategy, enables e�cient data transmission and reception, thereby improving

the overall communication reliability and capacity.
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Figure 2.5: MIMO Single Relay Half-Duplex for Odd Time Slots.

2.4.2 Mathematical Preliminaries

This section presents more detailed explanation for MIMO half-duplex system oper-

ation.

Transmitter A

Transmitter A transmits two spatial bit streams, a1 and a2. Both are modulated

using BPSK, where they are represented by -1 and +1:

sA1 = {−1,+1} for a1 (2.24)

sA2 = {−1,+1} for a2 (2.25)

Precoded data:

Precoding matrices are used to align transmitted data (a1, a2, b1, b2) along two spatial

(MIMO) dimensions that the relay can recover using two receive antennas. With the

precoding matrix V A, the actual vector signal XA leaving antennas at transmitter A

is:

xA = VA · sA (2.26)
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Figure 2.6: MIMO Single Relay Half-Duplex Even Time Slots.

[
xA
1

xA
2

]
=

[
vA11 vA12

vA21 vA22

]
·

[
sA1

sA2

]
=

[
vA
1

... vA
2

]
·

[
sA1

sA2

]
(2.27)

Here, the symbol
... denotes the concatenation of submatrixes. In this case, vA

1 is

the �rst column and vA
2 is the second column of VA .

Transmitter B

Transmitter A transmits two spatial bit streams, b1 and b2. Both are modulated using

BPSK, where they are represented by -1 and +1:

sB1 = {−1,+1} for b1 (2.28)

sB2 = {−1,+1} for b2 (2.29)

Precoded data: With the precoding matrix VB, the vector signal xB leaving

antennas at transmitter B is equivalently

xB = VB
2×2 · sB (2.30)

[
xB
1

xB
2

]
=

[
vB11 vB12

vB21 vB22

]
·

[
sB1

sB2

]
=

[
vB
1

... vB
2

]
·

[
sB1

sB2

]
= sB1 · vB

1 + sB2 · vB
2 (2.31)
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2.4.3 Signal Received X, Y, and R in MAC Phase

In this system, transmitters A and B each send two spatial data streams, denoted as

a1, a2, b1, and b2. These data streams are then mapped to BPSK symbols. Receivers

X and Y, each equipped with two antennas, employ the MIMO concept to receive the

transmitted signals.

Receiver X Opportunistic Listening

The received signal at receiver X, denoted as yX , is given by the multiplication of the

channel matrix HBX and the transmitted preprocessed symbols from transmitter B,

along with the added channel noise term:

[
yX1

yX2

]
= HBX ·

[
xB
1

xB
2

]
+

[
nX
1

nX
2

]
(2.32)

This can also be represented as:

yX = HBX ·

[
xB
1

xB
2

]
+NX (2.33)

where HBX is the channel between transmitter B and receiver X and NX denotes the

channel noise. The received signals yX1 and yX2 through zero force processing after

matrix inversion provides information about the transmitted data b1 and b2 .(step 11)

Receiver Y Opportunistic Listening

Receiver Y receives its signal, yY , through the channel matrix HAY from transmitter

A:

yY = HAY ·

[
xA
1

xA
2

]
+NY (2.34)

The channel matrix HAY characterizes the interaction between transmitter A and re-

ceiver Y, and the received signals yY1 and yY2 carry information about the transmitted

data from A. For the sake of brevity, we omit the consideration of wireless channel

noise so we can focus on the core aspects of the system. This simpli�cation allows us

35



to concentrate on the primary signal propagation and processing mechanisms, leading

to a clearer understanding of the underlying principles.

Relay R

This section provides equations expressing the processing of received signals at relay

R. To better understand signal processing, we deconstruct the equations step by step,

starting with:

yR = HAR ·VA ·

[
sA1

sA2

]
+HBR ·VB ·

[
sB1

sB2

]
, (2.35)

The received signal at relay R (yR) is derived from two components: the �rst repre-

sents transmitter A, and the second transmitter B.

If we expand (2.35) using (2.27) and (2.31) we get:

yR = HAR · vA
1 · sA1 +HAR · vA

2 · sA2
+HBR · vB

1 · sB1 +HBR · vB
2 · sB2 .

(2.36)

As shown, each term in the equation corresponds to the product of the channel matrix

(H) and the precoded vector (v) for the respective transmitter and symbol.

Next, we introduce the matrices D1
′, D1

′′, D2
′, and D2

′′:

D1
′ = HAR · vA

1 , (2.37)

D1
′′ = HBR · vB

1 , (2.38)

D2
′ = HAR · vA

2 , (2.39)

D2
′′ = HBR · vB

2 . (2.40)

These matrices are the results of combining the channel matrices and the precoded

vectors for each transmitter. With these matrices, yR is represented as:

yR = sA1 ·D1
′ + sB1 ·D1

′′ + sA2 ·D2
′ + sB2 ·D2

′′ (2.41)

However, because yR is 2-D, we can only recover two signals at the relay in the

MAC phase, and we want them to be sA1 + sB1 and sA2 + sB2 . The reason for this is
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that the relay will be able to recover these two signals, c1 = a1 ⊕ b1 and c2 = a2 ⊕ b2.

To accomplish this, we adjust the precoding matrices vA and vB so that we get:

D1 = D1
′ = D1

′′, (2.42)

D2 = D2
′ = D2

′′. (2.43)

The signal processing at the relay is thus enabled and we can decode and transmit

the c1 and c2, which are the XORed data received from A and B data streams 1 and

2.

We can express the received signal yR in (2.41) as a linear combination of the

transmitted symbols:

yR = (sA1 + sB1 ) ·D1 + (sA2 + sB2 ) ·D2. (2.44)

We can also express it as:

yR =
[
D1

... D2

]
·

[
sA1 + sB1

sA2 + sB2

]
. (2.45)

Assuming that we know D1 and D2 at the relay, we can then recover through zero-

forcing the ternary representation for c1 and c2, giving:[
sA1 + sB1

sA2 + sB2

]
=

[
D1

... D2

]−1

.yR (2.46)

This equation demonstrates how relay R both processes and combines the signals

from transmitters A and B.

The recovery of [sA1 + sB1 ] and [sA2 + sB2 ] is discussed in detail in Appendix B.

Speci�cally, we demonstrate how we can adjust VA = [vA
1 : vA

2 ] and VB = [vB
1 : vB

2 ],

so that D′
1 = D′′

1 and D′
2 = D′′

2. We do this by adjusting signals in 2-D, so we can

recover c1 and c2 from [sA1 + sB1 ] and [sA2 + sB2 ], respectively. Our aim is to have

D1
′ = D1

′′ and D2
′ = D2

′′, in order for D1
′ = D1

′′ and D2
′ = D2

′′ , we adjust vA1

and vB1 and vA2 and vB2 , so that by aligning signals in 2−D, we can recover c1 and c2

in the relay.
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2.4.4 BC Phase Process

BC phase

During the BC phase, which occurs in even-numbered time slots, relay R transmits

the BPSK-encoded signal vector sR =

[
sR1

sR2

]
, corresponding to the data bits c1 and

c2.

Receivers X and Y acquire the signals yX and yY , respectively, given by:

yX = HRXs
R,

yY = HRY s
R.

Utilizing these received signals, receiver X and Y are capable of deducing c1 and c2.

Using the matrix inverse sR = H−1 · yY and once we have sR, we can recover c1 and

c2.

Additionally, receiver X combines the bits b1 and b2, obtained via opportunistic

listening during the MAC phase (odd-numbered time slots) to retrieve the transmitted

data from source A. The recovery can be expressed as follows:

a1 = c1 ⊕ b1,

a2 = c2 ⊕ b2,

where ⊕ is the XOR operation. Receiver Y conducts similar procedures to recover

the transmitted data.
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Chapter 3

Full Duplex Alternate Relay Operation of X Networks

3.1 Introduction

In this chapter, we explore the scenario where transmitters A and B are allowed to

transmit continuously by using two relays operating in half-duplex mode in comple-

mentary time slots. This achieves a full-duplex operation of the system that was

introduced in Chapter 2. Section 3.1 provides a theoretical basis for the system's

operation when transmitters A and B, along with relay R, use a single antenna,

while receivers X and Y continuously receive signals using two antennas each. This

approach is similar to that presented in section 2.3, but with adjustments to the

number of receiving antennas at both receiver X and receiver Y, and constitutes the

�rst major contribution of this thesis. Section 3.2 evaluates the performance of the

system through simulations.

In the proposed system, the operation during the Medium Access base time slot

remains consistent with section 2.3, but now involves two relays, R1 and R2. Similar

to section 2.3, R1 receives data from transmitters A and B during odd time slots,

while R2 receives PLNC data from the same transmitters during even time slots.

Both transmitters A and B, as well as relays R1 and R2, utilize one antenna each.

This con�guration enables transmitters A and B to send data during all time slots,

doubling the system's throughput compared to the system described in section 2.3.

Additionally, this chapter discusses a Single-Input Single-Output full-duplex wire-

less relay communication system involving transmitters (A and B), receivers (X and

Y), and relays (R1 and R2). The goal is to transmit data from A to X and from B to

Y using relays, considering non-line-of-sight conditions. BPSK modulation is utilized

and precoding is applied to achieve unit channel gains at relays. The system operates

in time slots, each with several stages, as follows:

Time Slot 1:
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Transmitters A and B send precoded data to relay R1. Relay R2 ampli�es and

forwards the combined data received from A and B in the previous time slot. Receiver

Y detects data from A through line of sight and opportunistic listening. It also receives

data from relay R2. Receiver X detects data from B and receives data from relay R2.

Receivers X and Y perform BPSK demodulation and data recovery through XOR

operations.

Time Slot 2:

Transmitters A and B send precoded data to relay R2. Relay R1 ampli�es and

forwards the combined data received from A and B in the previous time slot. Receiver

Y detects data from A through line of sight and opportunistic listening. It also receives

data from relay R1. Receiver X detects data from B and receives data from relay R1.

Receivers X and Y perform BPSK demodulation and data recovery through XOR

operations.

The system relies on virtual MIMO techniques, e�cient signal processing, and

relay ampli�cation to achieve data transmission. The chapter highlights the pro-

cess of transmission, reception, demodulation, and XOR operations to recover trans-

mitted data across multiple time slots, accounting for the relay's role in enhancing

communication. The proposed full-duplex relay system o�ers a reliable solution for

non-line-of-sight scenarios in wireless communication.
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3.2 One-Way Full-Duplex System Overview

In the proposed system, the operation in the MAC phase (odd time slots) is similar to

that presented in section 2.3, except now we are working with two relays: R1 and R2.

As in section 2.3, R1 receives data from A and B in odd time slots, while R2 receives

PLNC data from A and B in even time slots. A, B, R1, and R2 use one antenna.

This allows A and B to send data in all time slots, doubling the throughput in the

system compared to what was achievable in the corresponding system in section 2.3.

However, because X and Y in the modi�ed system are losing the opportunity to

receive directly from A and B, we initiate two antennas to receive the transmitted data

from A and B all the time. This enables X and Y to obtain XORed representation of

the replayed data and the original data for A and B initially received in the designated

time slot. The signal received at X and Y is now represented as a column vector,

which is represented through virtual MIMO reception. In the modi�ed full-duplex

system, signal vectors received at Y and X are represented in a virtual MIMO matrix

format. The system equations can be rewritten as follows:

Tx.BTx.BTx.B

Tx.ATx.ATx.A

Rx.X

Rx.Y

R2R2R2

R1R1R1

Relay

Tx.BTx.B

Tx.ATx.A

Rx.X

Rx.Y

R2R2

R1R1

Relay

Figure 3.1: Dual Relay Full-Duplex One-Way Data Transmission for Odd Time Slots.

� yY is the received signal vector at Y, with components yY1 (n) and yY2 (n).

� yX is the received signal vector at X, with components yX1 (n) and yX2 (n).
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� xA(n) and xB(n) are the signals transmitted from transmitters A and B, re-

spectively.

� sR(n) is the signal transmitted from the relay.

� hAY , hRY , hBX , and hRX are channel gain matrices representing the respective

channel gains.

This modi�ed system still supports simultaneous transmission and reception, and it

takes advantage of virtual MIMO techniques to improve system performance. The

matrix representation allows for e�cient computation and processing of signals, en-

hancing the system's throughput and spectral e�ciency.

3.3 SISO Full-Duplex System Details

3.3.1 System Description

This system consists of two transmitting nodes (A and B), two receiving nodes (X and

Y), and two relaying nodes (R1 and R2). The overall objective is to send information

from A to X and B to Y, via full-duplex relays.

3.3.2 Modulation

Transmitters A and B and relay R are using Binary Phase Shift Keying (BPSK)

to modulate their data streams. The corresponding mathematical representation for

BPSK can be expressed as: sA and sB represents the BPSK version of the transmitted

signal, taking the value of 1 or -1. Here, the value of s = 1 corresponds to logical 1,

and the value of s = −1 corresponds to logical 0.

3.3.3 Relay Process

The relay R1 operates in half-duplex mode. As described in section 2.2, it retrieves for

bit streams the sA + sB representation of PLNC data by decoding sA + sB, resulting

in c = a ⊕ b for odd time slots when R1 is listening. The relay then transmits sR

the BPSK-modulated signal, which represents the data c, since this is applicable for

the operation of R2, when R2 is listening but in the even time slot. Both R1 and R2

recover c, R1 in odd time slots and R2 in even time slots.
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Reception

Receivers X and Y can receive unwanted data but must process the signals through

two time slots.

Time Slot 1

Transmitters A and B

Transmitters A and B send precoded data to relay R1 simultaneously:

yR1 = hAR1 · xA(n) + hBR1 · xB(n) (3.1)

Relay R2

Relay R2 transmits sR2(n−1) the BPSK-modulated signal, which represents the data

c(n− 1), with ”− 1” referring to the previous time slot.

Virtual MIMO System at Receiver X

By incorporating the opportunistic listening and broadcast phases into one time slot,

we get:

yX =

[
yX1 (n)

yX2 (n)

]
= hBX · xB(n) + hR2X · sR2(n− 1) (3.2)

where yX , hBX , and hR2X are 2 × 1 column vectors. The term hBX · xB(n) repre-

sents the opportunistic listening phase and the term hR2X · sR2(n− 1) represents the

broadcast phase. Relation in (3.2) can be re-written as:

yX =

[
yX1 (n)

yX2 (n)

]
=

[
hBX

... hR2X

]
2×2

[
xB(n)

sR2(n− 1)

]
(3.3)

Resolving the above:[
xB(n)

sR2(n− 1)

]
=

[
hBX

... hR2X

]−1

2×2
·

[
yY1 (n)

yY2 (n)

]
(3.4)

Out of xB(n), where xB(n) = V B · sB1 , we can obtain sB1 = 1
VB

xB(n) with the value

±1 and detecting b1. Out of the transmitted sR2(n− 1) binary representation, we get

c0, which is a0 ⊕ b0 transmitted by R1.
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Virtual MIMO System at Receiver Y

yY =

[
yY1 (n)

yY2 (n)

]
= hAY · xA(n) + hR2Y · sR2(n− 1) (3.5)

yY =

[
yY1 (n)

yY2 (n)

]
=

[
hAY

... hR2Y

]
2×2

[
xA(n)

sR2(n− 1)

]
(3.6)

Resolving the above:[
xA(n)

sR2(n− 1)

]
=

[
hAY

... hR2Y

]−1

2×2
·

[
yY1 (n)

yY2 (n)

]
(3.7)

Demodulation and Data Recovery

Receivers X and Y perform BPSK demodulation and additional processing (e.g.,

saving data, performing XOR operations) to detect transmitted data in previous

time slots. The operation involves XOR operations and handling multiple antennas,

and it considers the system as virtual MIMO to fully recover the intended transmitted

data streams.

Time Slot 2:

Transmitters A and B

Transmitters A and B send precoded data to relay R2 simultaneously and the received

signal here is:

yR2 = hAR2 · xA(n) + hBR2 · xB(n) (3.8)

After recovery of c1 from ternary representation, later on R2 is going to send BPSK

representation of c1 as sR2 .

Relay R1

Relay R1 transmits sR1(n) the BPSK-modulated signal, which represents the data

c(n) from the previous time slot.
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Virtual MIMO System at Receiver X

yX =

[
yX1 (n+ 1)

yX2 (n+ 1)

]
=

[
hBX

... hR1X

]
2×2

[
xB(n+ 1)

sR1(n)

]
(3.9)

Resolving the above:[
xB(n+ 1)

sR1(n)

]
=

[
hBX

... hR1X

]−1

2×2
·

[
yY1 (n+ 1)

yY2 (n+ 1)

]
(3.10)

Virtual MIMO System at Receiver Y

yY =

[
yY1 (n+ 1)

yY2 (n+ 1)

]
=

[
hAY

... hR1Y

]
2×2

[
xA(n+ 1)

sR1(n)

]
(3.11)

Resolving the above:[
xA(n+ 1)

sR1(n)

]
=

[
hAY

... hR1Y

]−1

2×2
·

[
yY1 (n+ 1)

yY2 (n+ 1)

]
(3.12)

Which allows for the recovery of a1(n + 1) and c1(n) in a single phase, creating a

virtual 2 × 2 MIMO system. We refer to it as virtual MIMO because the single

antenna at A and R2 are located at di�erent places. It is considered a 2× 2 MIMO

system because, combined, A and R2 use two transmit antennas, and Y uses two

receive antennas. This virtual MIMO setup e�ectively merges opportunistic listening

and relay data recovery at receiver Y into one operation.

Demodulation and Data Recovery

Receivers X and Y perform BPSK demodulation and additional processing (e.g.,

saving data, performing XOR operations) to detect transmitted data in previous

time slots. The operation involves XOR operations and handling multiple antennas,

considering the system as virtual MIMO to fully recover the intended transmitted

data streams.
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Points:

1. As noted, the system has a one-time slot delay due to the utilization of the relay

for conveying the data from the previous time slot.

2. This process can be extrapolated for other time slots by repeating similar op-

erations and only changing the involved data signals and relay roles.
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3.3.4 Full-Duplex System BER performance Evaluation in AWGN

Channel

Bit Error Rate (BER) is a critical performance metric in digital communication sys-

tems, re�ecting the fraction of bits transmitted that are erroneously received. To

evaluate and compare the BER performance of half-duplex and full-duplex systems

under Additive White Gaussian Noise (AWGN) conditions, MATLAB simulations

were conducted. For the half-duplex system, the channel is utilized alternately for

transmission and reception, limiting the communication to one direction at a time.

The full-duplex system can simultaneously transmit and receive signals on the same

frequency band, theoretically doubling the channel's e�ciency.

In the MATLAB simulation, both systems were subjected to a range of Signal-to-

Noise Ratio (SNR) values to examine their robustness against noise. BPSK modula-

tion was employed for its simplicity and ability to provide a clear comparison between

the systems' performances, as shown in 3.2. As expected, the BER for both systems

decreased with increasing SNR, demonstrating improved performance at higher SNR

values. However, the half-duplex system showed a longer delay due to time-sharing,

which was not present in the full-duplex system.

In the simulation provided in 3.2, an ideal situation was assumed where perfect IRI

cancellation is possible in the full-duplex system. This means that the transmitted

signal does not interfere with the received signal at all. This idealization is why the

BER performance for both half-duplex and full-duplex systems appeared the same. In

a more realistic scenario, the performance of the full-duplex system would be degraded

due to the IRI, unless IRI cancellation techniques were used. These techniques can

be complex and may not achieve perfect cancellation, especially as the power of the

transmitted signal becomes much larger than the power of the received signal, which

is often the case in real-world communication systems.

To re�ect a more realistic scenario in the simulation, the IRI e�ect would have

to be modeled in the full-duplex system. This could involve adding an additional

noise component to the received signal in the full-duplex system that represents the

residual IRI after Self-Interference Cancellation (SIC) e�orts, as shown in 3.3.
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Figure 3.2: Full-Duplex and Half-Duplex BER vs SNR in AWGN.

3.3.5 Full Duplex System End to End Channel Capacity

Channel capacity, as articulated by the Shannon-Hartley theorem, represents the

maximum data rate achievable over a noisy channel. The MATLAB simulations

calculated this theoretical limit for both Half-Duplex and Full-Duplex systems over a

range of SNR values. For the Half-Duplex system, the channel capacity was e�ectively

halved due to the time division for transmission and reception. In contrast, the

Full-Duplex system's capacity was not subject to this division, assuming perfect IRI

cancellation. The simulations revealed that the Full-Duplex system has the potential

to double the channel capacity compared to the Half-Duplex system under ideal

conditions as shown in 3.4. This capacity enhancement is attributable to the Full-

Duplex system's ability to concurrently use the channel for both transmission and

reception.
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Chapter 4

MIMO Full Duplex Alternate Relays Operation of X Networks

4.1 MIMO Full Duplex Alternate Relays System

In this section, we analyse a MIMO Full-Duplex Alternate Relays System. This

MIMO con�guration has multiple antennas at both the transmitters and receivers

and takes advantage of the spatial diversity by improving reliability and obtaining

higher data rates. The system architecture and assumptions are discussed in the

following subsections.

A key feature of the full-duplex alternate relays system is the use of the virtual

MIMO technique. In time slot one, transmitter A, relay R2, and receiver Y together

form a 4x4 virtual MIMO con�guration. At the same time, transmitter B, relay R2,

and receiver X form another 4x4 virtual MIMO structure. The scenario is similar

to time slot two, but with the involvement of relay R1 instead of R2. Using the

virtual MIMO concept, during odd time slots, transmitter A and relay R2 serve as

the MIMO transmitter with a total of four antennas (two each). Receiver Y, which

has four antennas, functions as the MIMO receiver. Similarly, transmitter B, along

with relay R2, becomes the MIMO transmitter for receiver X. For even time slots,

the con�guration mirrors the above, but with relays R1 and R2 exchanging roles.

4.1.1 System Overview

Transmitters A and B each send two spatial data streams, denoted by a1, a2 and

b1, b2, respectively. Receivers X and Y each have four antennas and are capable of

receiving data using MIMO techniques. Transmitters A and B map the binary data to

BPSK symbols. The system employs two relays, R1 and R2, which alternate between

receiving and transmitting modes in odd and even time slots. In each time slot, 4x4

virtual MIMO is formed between the transmitters, one relay, and one receiver. In

odd time slots, R1 is in receiving mode, capturing data from A and B. Meanwhile,
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R2 is in transmitting mode, forwarding data to X and Y . In even time slots, R2 is

in receiving mode, capturing data from A and B, and R1 is in transmitting mode,

forwarding data to X and Y . Transmitter A sends two data streams a1 and a2, where

each data element can have a value of 0 or 1. The binary data is mapped to BPSK

symbols, leading to:

sA =

[
sA1

sA2

]
Similarly, for transmitter B:

sB =

[
sB1

sB2

]
The transmitted precoded data from A and B are:

xA = VA · sA

xB = VB · sB

This is similar to what we discussed in Section 2.4, but in this chapter, A is sending

continuously, alternating between R1 and R2. Therefore, the precoding matrix V A

will be adjusted in odd time slots according to the channel condition for A to R1

(denoted as HAR1), and in even time slots, it will be adjusted according to A to R2.

4.1.2 Time Slot Operations

Odd Time Slots

In odd time slots, R1 receives the two data streams from A and B:

yR1 = HAR1 · xA +HBR1 · sB

This is the basis to recover c1(n) and c2(n) at R1 at the same time.

R2 transmits sR2 :

sR2 =

[
sR2
1

sR2
2

]
Which is in BPSK representation for c1 and c2 aligned.
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Even Time Slots

In even time slots, R2 receives the two data streams from A and B:

yR2 = HAR2 · xA +HBR2 · sB

If align conditions are met, yR2 is used for recovering c1 and c2.

In even time slots, R1 transmits sR1 :

sR1 =

[
sR1
1

sR1
2

]
BPSK representation for c1 and c2.

4.1.3 Virtual MIMO

In each time slot, a 4x4 virtual MIMO system is formed between the transmitters,

one of the relays, and one of the receivers. This is made possible due to the use of

multiple antennas at each node, allowing for increased channel capacity and spatial

diversity.

For odd time slots, the following virtual MIMO con�gurations are:

(i) Two transmit antennas on each of A and R2, and

(ii) four receive antennas at Y.

System 1: A,R2, Y ⇒ 4× 4 Virtual MIMO

(i) Two transmit antennas on each of B and R2, and

(ii) four receive antennas at X.

System 2: B,R2, X ⇒ 4× 4 Virtual MIMO

For even time slots, the following virtual MIMO con�gurations are:

System 3: A,R1, Y ⇒ 4× 4 Virtual MIMO

System 4: B,R1, X ⇒ 4× 4 Virtual MIMO

As in the half-duplex case, noise is omitted for the sake of simplicity, allowing the

focus to be on signal propagation and processing mechanisms.
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4.1.4 Mathematical Preliminaries for Full-Duplex System

4.1.5 Transmission Scheme

Transmitter A transmits two spatial bit streams, a1 and a2. Both are modulated

using BPSK, where they are represented by -1 and +1:

sA1 = {−1,+1} for a1 (4.1)

sA2 = {−1,+1} for a2 (4.2)

Precoded data for full-duplex system:

xA = VA · sA (4.3)

Transmitter B transmits two spatial bit streams denoted as b1 and b2. Both are

modulated using BPSK, where they are represented by -1 and +1.

sB1 = {−1,+1} for b1 (4.4)

sB2 = {−1,+1} for b2 (4.5)

Precoded data for full-duplex system:

xB = VB · sB (4.6)

4.1.6 Signal Received at R1 and R2 in MAC Phase for Full-Duplex

System

In the full-duplex system, transmitters A and B each send two spatial data streams.

These streams are then mapped to BPSK symbols. Relays R1 and R2, each equipped

with two antennas, use the MIMO concept to receive and transmit the signals simul-

taneously.

Relay R1 Full-Duplex Reception

The received signal at relay R1, denoted as yR1 , is given by:

yR1 = HAR1 · xA +HBR1 · sB (4.7)
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Relay R2 Full-Duplex Reception

The received signal at relay R2, denoted as yR2 , is given by:

yR2 = HAR2 · xA +HBR2 · sB (4.8)

Here, HAR1 and HAR2 represent the channels between transmitter A and relays R1

and R2, respectively. Similarly, HBR1 and HBR2 represent the channels between

transmitter B and relays R1 and R2, respectively. The received symbols at R1 and R2

provide information about the transmitted data after passing through the channel.

(See Appendices B and C.)

4.1.7 Signal Received at X and Y in Full-Duplex MAC Phase with

Time Slots

In this full-duplex system with time slot-based relay operation, the received signals

at receivers X and Y di�er based on the time slot due to the alternating roles of R1

and R2.

Receiver X

The received signals at receiver X are:

During Odd Time Slots:

yX
odd

= HBX · xB +HR2X · sR2 (4.9)

During Even Time Slots:

yX
even

= HBX · xB +HR1X · sR1 (4.10)

Receiver Y

The received signals at receiver Y are:

During Odd Time Slots:

yY
odd

= HAY · xA +HR2Y · sR2 (4.11)

During Even Time Slots:

yY
even

= HAY · xA +HR1Y · sR1 (4.12)
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In these equations, HBX , HAY , HR1X , HR1Y , HR2X , and HR2Y represent the channel

matrices for the corresponding transmitter-receiver pairs.

4.1.8 System Diagrams and Operations

Odd Time Slots

Relay R1Relay R1

Tx. ATx. A

Tx. BTx. B

Rx. Y

Rx. X

Relay R2Relay R2

Figure 4.1: MIMO Full-Duplex Alternate Relays System: Odd Time Slots.

In odd time slots, as depicted in Figure 4.1, relay R1 is in the receiving mode.

It receives signals from transmitters A and B. Simultaneously, relay R2 is in the

transmitting mode, forwarding the processed signals from the previous time slot to

receivers X and Y .

Even Time Slots

In even time slots, as shown in Figure 4.2, the roles of the relays are reversed com-

pared to odd time slots. Here, relay R2 is in the receiving mode, capturing signals

from transmitters A and B, while relay R1 is in the transmitting mode, sending the

processed signals to receivers X and Y .
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Relay R1Relay R1

Tx. ATx. A

Tx. BTx. B

Rx. Y

Rx. X

Relay R2Relay R2

Figure 4.2: MIMO Full-Duplex Alternate Relays System: Even Time Slots.

4.1.9 Relay Operations

The operation of relays R1 and R2 in the full-duplex system is similar to their counter-

parts in the half-duplex system, though with some di�erences due to the full-duplex

nature.

Relay R1

In odd time slots, relay R1 is in received mode. It receives data streams from both

A and B and processes them similarly to the half-duplex relay. The received signals

are represented as:

yR1 = HAR1 · xA +HBR1 · xB

In even time slots, relay R1 switches to transmitt mode, forwarding the data it re-

ceived in the last even time slot. The forwarded data is processed through the same

techniques of data detection, modulation, and transmission as in the half-duplex sys-

tem.
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Relay R2

In even time slots, relay R2 is in receiving mode. It captures data streams from

A and B and performs data detection, demodulation, and decoding, similar to the

half-duplex relay. The received signals at R2 can be described as:

yR2 = HAR2 · xA +HBR2 · xB

In odd time slots, relay R2 switches to transmitting mode, forwarding the data it

received in the last even time slot, after appropriate processing.

4.1.10 Bit-Level Operations at Relays

Both R1 and R2 employ a Decode-and-Forward strategy, which involves decoding the

received signal to retrieve the original data bits, followed by re-encoding them for

transmission.

Relay R1

Even Time Slots: In transmitting mode, R1 forwards the decoded and re-encoded

bits c1 and c2 that it received in the previous odd time slot.

The transmitted signals are:

sR1 =

[
sR1
1

sR1
2

]

where sR1
1 and sR1

2 are BPSK representations of c1 and c2.

Even Time Slots: In receiving mode, R1 decodes the received signals yR1 to obtain

c1 = a1 ⊕ b1 and c2 = a2 ⊕ b2. R1 and can directly determine c1 and c2 based on the

aggregated signal level, giving c1, c2 = 0 for yR1 ∈ {2,−2} and c1, c2 = 1 for yR1 = 0.

Relay R2

Even Time Slots: In receiving mode, R2 performs similar decoding and XOR

operations as R1 to produce c1 and c2 from the received signals.

58



Odd Time Slots: In transmitting mode, R2 forwards the re-encoded bits c1 and

c2. The transmitted signals are:

sR2 =

[
sR2
1

sR2
2

]

where sR2
1 and sR2

2 are BPSK representations of c1 and c2.

2-D Space Signal Alignment in Relays R1 and R2

This section discusses the equations governing how the received signals are processed

at relays R1 and R2, starting with the equation for R1:

yR1 = HAR1 ·VA ·

[
sA1

sA2

]
+HBR1 ·VB ·

[
sB1

sB2

]
. (4.13)

and for R2:

yR2 = HAR2 ·VA ·

[
sA1

sA2

]
+HBR2 ·VB ·

[
sB1

sB2

]
. (4.14)

In both equations, the �rst term shows the in�uence of transmitter A and the second

the in�uence of transmitter B.

Similar to the half-duplex case, matricesD1
′,D1

′′,D2
′, andD2

′′ are introduced for

each relay, which are the results of combining the channel matrices and the precoded

vectors for each transmitter, as follows:

For R1, we have:

D1
′
R1 = HAR1 · vA

1 , (4.15)

D1
′′
R1 = HBR1 · vB

1 , (4.16)

D2
′
R1 = HAR1 · vA

2 , (4.17)

D2
′′
R1 = HBR1 · vB

2 . (4.18)

and for R2, we have:
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D1
′
R2 = HAR2 · vA

1 , (4.19)

D1
′′
R2 = HBR2 · vB

1 , (4.20)

D2
′
R2 = HAR2 · vA

2 , (4.21)

D2
′′
R2 = HBR2 · vB

2 . (4.22)

Similar to the half-duplex case, we want to align the signals in 2-D space to recover

c1 and c2 at each relay in their corresponding receive time slots (odd for R1 and even

for R2). Therefore, we adjust V
A and VB such that:

D1
′
R1 = D1

′′
R1, D2

′
R1 = D2

′′
R1, (4.23)

D1
′
R2 = D1

′′
R2, D2

′
R2 = D2

′′
R2. (4.24)

For each relay, we can then represent the received signal yR as a linear combination

of the transmitted symbols:

yR1 = (sA1 + sB1 ) ·D1R1 + (sA2 + sB2 ) ·D2R1, (4.25)

yR2 = (sA1 + sB1 ) ·D1R2 + (sA2 + sB2 ) ·D2R2. (4.26)

Finally, the relay can recover c1 and c2 by using the inverse of the e�ective channel

matrix:

[
sA1 + sB1

sA2 + sB2

]R1

=
[
D1R1

... D2R1

]−1

R1
· yR1 , (4.27)

[
sA1 + sB1

sA2 + sB2

]R2

=
[
D1R2

... D2R2

]−1

R2
· yR2 . (4.28)

Relay R1 recovers c1 and c2 in the odd time slots, and R2 recovers c1 and c2 in the even

time slots, so that in the following time slot they could transmit BPSK representation

(sR1 and sR2) of c1 and c2.
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Virtual MIMO Data Detection for MIMO Full-Duplex System

The MIMO system involves matrices to represent the multiple antennas at each node.

For simpli�cation, we assume 2×2 MIMO, meaning two antennas at each transmitter

and receiver.

Odd Time Slots (n is odd)

Receiver X: In odd time slots (n is odd), receiver X receives signals from trans-

mitter B and relay R2. The received signal can be modeled as:

yX
odd

(n) = HBXx
B(n) +HR2Xs

R2(n− 1) (4.29)

Here, yX
odd

(n) represents the received signal at receiver X during odd time slots. The

term HBXx
B(n) is the contribution from transmitter B, and HR2XsR2(n − 1) is the

contribution from relay R2. To decode the data at receiver X, we can solve the

following equation:

[
xB(n)

sR2(n− 1)

]
=

[
HBX

... HR2X

]−1

yX
odd

(n) (4.30)

Receiver Y: Similarly, for receiver Y in odd time slots, the received signal is:

yY
odd

(n) = HAY x
A(n) +HR2Y s

R2(n− 1) (4.31)

To decode the data at receiver Y, we solve:

[
xA(n)

sR2(n− 1)

]
=

[
HAY

... HR2Y

]−1

yY
odd

(n) (4.32)

Even Time Slots (n is even)
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Receiver X: In even time slots (n is even), receiver X receives signals from

transmitter B and relay R1:

yX
even

(n) = HBXx
B(n) +HR1Xs

R1(n− 1) (4.33)

Data decoding at receiver X:

[
xB(n)

sR1(n− 1)

]
=

[
HBX

... HR1X

]−1

yX
even

(n) (4.34)

Receiver Y: For Receiver Y during even time slots:

yY
even

(n) = HAY x
A(n) +HR1Y s

R1(n− 1) (4.35)

Data decoding at Receiver Y:

[
xA(n)

sR1(n− 1)

]
=

[
HAY

... HR1Y

]−1

yY
even

(n) (4.36)

This section has provided a mathematical framework for understanding the signal

reception and data decoding processes in a MIMO full-duplex system. By considering

both odd and even time slots, we accounted for the time-varying nature of the full-

duplex system. The mathematical models are crucial for understanding how multiple

antennas can be used in a full-duplex setting to enhance system performance.
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4.2 MIMO Full Duplex System BER performance Evaluation in AWGN

Channel

The simulation evaluates and compares the Bit Error Rate (BER) performance of

MIMO half-duplex and full-duplex wireless relay systems under AWGN channel con-

ditions in a MATLAB environment. The con�guration has two transmit (Tx) and two

receive (Rx) antennas and uses BPSK modulation. The noise is modeled as AWGN.

4.2.1 Results and Discussion

The simulation results presented in Figure 4.4 illustrate the BER performance of

both half-duplex and full-duplex MIMO systems across the SNR range. As shown,

the BER decreases with increasing SNR for both systems, demonstrating that higher

SNR leads to improved signal quality and lower bit error rates. The full-duplex

system had marginally worse BER performance compared to the half-duplex system.

This can be attributed to alternate relaying noise. Overall, the simulation provided

valuable insights into the BER performance of MIMO half-duplex and full-duplex

systems under AWGN conditions. The �ndings suggest that the trade-o� for enhanced

throughput is an increased BER, which can be mitigated by boosting the power and

SNR. These insights are important for designing and optimizing MIMO wireless full

duplex relay systems in real-world communication scenarios.

4.3 Full-Duplex System End-to-End Channel Capacity

This section presents a MATLAB-based simulation aimed at comparing the end-to-

end channel capacities of MIMO full-duplex and MIMO half-duplex systems. The

simulation is structured to provide insights into how each system performs under dif-

ferent SNR conditions in an AWGN channel. The primary objective is to show the

potential throughput advantages of full-duplex over half-duplex in MIMO con�gura-

tions.

4.3.1 Results and Discussion

The simulation results illustrated in 4.3 show a distinct advantage in channel capacity

for the full-duplex system across all SNR values. As expected, the full-duplex system
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consistently outperformed the half-duplex system, revealing its potential for higher

throughput in practical scenarios. A key observation was the rate at which the capac-

ity increased with SNR in the full-duplex system compared to the half-duplex. This

di�erence became more pronounced at higher SNR values, indicating the signi�cant

potential of full-duplex systems in high SNR environments.

However, it is worth noting that simulation 4.4 was conducted under idealized

conditions, primarily the assumption of an AWGN channel without fading. In real-

world scenarios, factors like multipath fading, interference, and hardware limitations

can signi�cantly in�uence the performance of these systems.

4.3.2 Conclusion

The simulation provided valuable insights into the capacity bene�ts of MIMO full-

duplex systems over their half-duplex counterparts. These �ndings suggest that full-

duplex systems, despite their increased complexity, o�er the potential to enhance

the throughput of wireless communication systems, especially in environments with

high SNR. Further research that incorporates more realistic channel models and sys-

tem impairments would help to better understand the practical implications of these

results.

64



0 5 10 15 20 25 30

SNR (dB)

0

2

4

6

8

10

12

14

16

18

C
h
a
n
n
e
l 
C

a
p
a
c
it
y
 (

b
it
s
/s

/H
z
)

Channel Capacity: MIMO Full-Duplex vs. Half-Duplex

Full-Duplex

Half-Duplex

Figure 4.3: MIMO Full-Duplex and Half-Duplex Channel Capacity vs SNR in AWGN.

65



0 5 10 15 20 25 30

SNR (dB)

10
-3

10
-2

10
-1

10
0

B
it
 E

rr
o

r 
R

a
te

 (
B

E
R

)

BER vs SNR for MIMO Alternate Relaying

MIMO Half-Duplex Relaying

MIMO Full-Duplex Relaying

Figure 4.4: MIMO Full-Duplex and Half-Duplex BER vs SNR in AWGN.

66



Chapter 5

Conclusion

5.1 Summary and Conclusion

This thesis analyzed MIMO full-duplex systems, focusing on signal processing at

relays and virtual MIMO data detection for MIMO full-duplex systems. In Chapter 3,

we demonstrated the underlying principles of MIMO systems and their operations in

full-duplex mode, looking at how precoding techniques and SVD-based optimization

can be applied to increase spectral e�ciency and reduce interference. Chapter 4

investigated the mathematical frameworks governing signal alignment and reception

in 2-D spaces at relays R1 and R2. The equations were formulated to understand how

signals from multiple transmitters can be aligned in a 2-D space for better reception.

5.2 Contributions

Before highlighting speci�cs, the uniqueness of the research problem should be stressed,

along with the methodologies developed to address it. Our work �lls a signi�cant gap

in the existing literature and provides a foundation for subsequent research in the

�eld.

1. Methodological Framework: Presented a mathematical framework that en-

ables better signal alignment in a 2-D space at the relays, which has the potential

to optimize the performance of MIMO full-duplex systems.

2. Virtual MIMO Data Detection: Introduced a novel approach to decoding

received signals in a MIMO full-duplex system that utilizes the concept of virtual

MIMO and accounts for the time-varying nature of the full-duplex system.

3. Null Space Data Separation and Detection: Developed an innovative

approach to separating and detecting signals in the null space. This o�ers
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an additional degree of freedom for improving performance and enhances the

system's resistance to co-channel interference.

4. BER Performance: Contributed to the literature by o�ering a comprehensive

BER performance evaluation of MIMO full-duplex systems in AWGN channels,

thus providing guidelines for future implementations.

5.3 Future Work

While the scope of this thesis is comprehensive, it does not encompass all potential

challenges and solutions in MIMO full-duplex systems. Future work should aim to

build on the foundational methodologies and insights presented here and could include

the following:

1. Extension to 3-D Space: The concept of signal alignment in a 2-D space could

be extended to 3-D space for further improvement in system performance.

2. Machine Learning for Optimization: Machine-learning techniques could

be employed for dynamic optimization of the precoding matrices VA and VB.

3. Real-world Implementation: The present study focuses mainly on theo-

retical analysis, but future work could involve real-world implementations and

measurements to validate the mathematical models and optimizations proposed.

4. Inclusion of More Antennas: Our work considered a 2 × 2 MIMO system;

extending this to M ×N antennas could o�er further system bene�ts.

5. Other Channel Models: The BER performance evaluation could be extended

to di�erent channel models, such as Rayleigh and Rician, for a broader analysis.
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Appendix A

Analysis of BPSK Modulated Signals and XOR Operation in

Simultaneous Transmission

The purpose of this appendix is to explain the ternary (3-level) representation for

the received signal at the relay with signal alignment, and how this ternary signal is

remapped at the relay into the bit representation of c1 = a1 + b1.

In analyzing the BPSK modulated signals, we get the following.

For a1:

a1 = 0 =⇒ xa
1 = cos(2πfct)

a1 = 1 =⇒ xa
1 = − cos(2πfct)

Similarly, for b1:

b1 = 0 =⇒ xb
1 = cos(2πfct)

b1 = 1 =⇒ xb
1 = − cos(2πfct)

The combined transmitted signal yR in relation to a1 and b1 is:

a1 = 0, b1 = 0 =⇒ yR = 2 cos(2πfct)

a1 = 0, b1 = 1 or a1 = 1, b1 = 0 =⇒ yR = 0

a1 = 1, b1 = 1 =⇒ yR = −2 cos(2πfct)

For the XOR operation on a1 and b1, we get:

a1 = 0, b1 = 0 =⇒ c = 0

a1 = 0, b1 = 1 =⇒ c = 1

a1 = 1, b1 = 0 =⇒ c = 1

a1 = 1, b1 = 1 =⇒ c = 0

69



For the correspondence between the results of the XOR operation and yR, we get:

c = 0 =⇒ yR ∈ {2 cos(2πfct),−2 cos(2πfct)}

c = 1 =⇒ yR = 0

This establishes the consistent relation

c = a1 ⊕ b1 (A.1)

for all scenarios of the BPSK modulated signals xa
1 and xb

1.
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Appendix B

Data Detection in the Relays

Relays R1 and R2

This appendix provides details on the equations that govern the processing of received

signals at relays R1 and R2. To gain a better understanding of the signal processing,

we break down the equations systematically, as follows.

For R1:

yR1 = HAR1 ·VA ·

[
sA1

sA2

]
+HBR1 ·VB ·

[
sB1

sB2

]
. (B.1)

and for R2:

yR2 = HAR2 ·VA ·

[
sA1

sA2

]
+HBR2 ·VB ·

[
sB1

sB2

]
. (B.2)

Where when transmitting to di�erent relays, A and B are using di�erent precoding

matrices. In both equations, the �rst term captures the in�uence of transmitter A

and the second term represents the impact of transmitter B.

Similar to the half-duplex case, we introduce matrices D1
′, D1

′′, D2
′, and D2

′′ for

each relay, which are the results of combining the channel matrices and the precoded

vectors for each transmitter.

For R1:

D1
′
R1 = HAR1 · vA

1R1, (B.3)

D1
′′
R1 = HBR1 · vB

1R1, (B.4)

D2
′
R1 = HAR1 · vA

2R1, (B.5)

D2
′′
R1 = HBR1 · vB

2R1. (B.6)
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and for R2:

D1
′
R2 = HAR2 · vA

1R2, (B.7)

D1
′′
R2 = HBR2 · vB

1R2, (B.8)

D2
′
R2 = HAR2 · vA

2R2, (B.9)

D2
′′
R2 = HBR2 · vB

2R2. (B.10)

Similar to the half-duplex case, we want to align the signals in 2-D space to recover c1

and c2 at each relay. Therefore, we adjust VA
R1 and VB

R1 as well as V
A
R2 and VB

R2such

that:

D1
′
R1 = D1

′′
R1, D2

′
R1 = D2

′′
R1, (B.11)

D1
′
R2 = D1

′′
R2, D2

′
R2 = D2

′′
R2. (B.12)

In their corresponding time slots for each relay for each relay, we can then represent

the received signal yR1 and yR2 as a linear combination of the transmitted symbols:

yR1 = (sA1 + sB1 ) ·D1R1 + (sA2 + sB2 ) ·D2R1, (B.13)

yR2 = (sA1 + sB1 ) ·D1R2 + (sA2 + sB2 ) ·D2R2. (B.14)

Finally, the relays in their respective time slots can recover c1 and c2 by using the

inverse of the e�ective channel matrix:

[
sA1 + sB1

sA2 + sB2

]
R1

=
[
D1R1

... D2R1

]−1

R1
· yR1 , (B.15)

[
sA1 + sB1

sA2 + sB2

]
R2

=
[
D1R2

... D2R2

]−1

R2
· yR2 . (B.16)
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Appendix C

Null Space Concept

In order to �nd solutions for vA
1 and vB

1 in terms of HAR and HBR, we can satisfy

the matrix relation as:

HAR.v
A
1 = HBR.v

B
1 (C.1)

which can also be written as:

[
HAR

... −HBR

]
.

[
vA
1

vB
1

]
=

[
0

0

]
(C.2)

where the matrix
[
HAR

... −HBR

]
has the dimensions 2× 4.

We also need to �nd vA
2 and vB

2 to satisfy:

HARv
A
2 = HBRv

B
2 (C.3)

which can be written as

[
HAR

... −HBR

] [vA
2

vB
2

]
=

[
0

0

]
(C.4)

Next, we introduce the row vectors a and b, as follows:

[
HAR

... HBR

]
=


a

· · ·
b

 (C.5)

Where a and b have dimensions of 1×4 and


a

· · ·
b

 represents the stacking of the row

vectors.
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We now introduce vectors P and Q:

Vectors a and b in 4-D can be expressed as linear combinations of two vectors, P and

Q:

P =

[
vA
1

vB
1

]
(C.6)

Q =

[
vA
2

vB
2

]
(C.7)

Vectors P and Q are of size 4× 1 ( because vA
1 and vB

1 are of size 2× 1 ). With these

de�nitions of a, b, P and Q in the 4-D space, the relations in( C.2) and (C.5 )can be

rewritten as:

a ·P = 0

b ·P = 0

a ·Q = 0

b ·Q = 0

(C.8)

Original requirement in (C.2) requires solving two linear homogeneous equations for

four unknowns in vector [vA1 vB1 ], Which now is going to be interpreted as �nding the

null space (vector P) for the matrix

[HAR : −HBR]

The requirement in (C.3) is going to be interpreted as �nding another null space for

the same matrix

[HAR : −HBR].

Knowing a and b (channel gain coe�cients), the objective is to �nd P and Q

satisfying C.8. This is feasible because there are four orthogonal vectors in 4-D, and

we can always form P and Q orthogonal to a and b (a and b de�ne a 2-D plane, and

there are two orthogonal vectors in 4-D to this plane). The null space of a matrix is

a subspace of the vector space in which the matrix operates. It consists of all vectors

that, when multiplied by the matrix, result in the zero vector.
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For a matrix D, the null space, denoted as null(D), is de�ned as:

null(D) = {x |Dx = 0} (C.9)

Here, x represents a vector and 0 is the zero vector in the appropriate vector space.

The null space can be characterized as the set of all solutions to the homogeneous

equation Dx = 0, where 0 is a zero vector of appropriate dimensions. In practical

terms, �nding the null space is essential in solving systems of linear equations and

understanding the linear independence of vectors. It helps determine the solutions to

underdetermined systems and is a fundamental concept in linear algebra.

Consider the following 2x4 matrix:

D =

[
a

b

]
=

[
a1 a2 a3 a4

b1 b2 b3 b4

]
(C.10)

We want to �nd the null space of matrix D, which is the set of all vectors x such that

Dx = 0, where 0 is the zero vector. In other words, we're looking for solutions to the

equation:

Dx = 0 (C.11)

To �nd the null space, we set up the augmented matrix [D|0] and perform Gaussian

elimination to row-reduce it to echelon form. The speci�c coe�cients a1, a2, a3, a4, b1, b2, b3, b4

will determine the properties of the null space.

The null space of matrix D will consist of vectors in the form:

x =


x1

x2

x3

x4

 (C.12)

where x1, x2, x3, and x4 can be any real numbers, and a1, a2, a3, a4, b1, b2, b3, b4

are parameters representing the coe�cients in matrix D. The speci�c values of
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a1, a2, a3, a4, b1, b2, b3, b4 will determine the equations and properties of the null space.

To �nd the null space for [HAR : −HBR] in this thesis, we used the MATLAB function

null.
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