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Figure 3.16: Index finger (palmar aspect) images with A = 0.03 and W = 0.1. The
performance of the sparse processing algorithm is assessed within three classes of region
of interest (ROIs): background region B (cyan) where there is no anatomical structure,
region A (green) containing sidelobe artefacts, a brightly reflective tissue speckle region
H1 (red) and a weakly reflective tissue speckle region H2 (red). OCT 2D images are shown
in the top row and corresponding intensity histograms in the bottom two rows. (a) reference
image (b) image after proposed processing (c¢) image after proposed processing and median
filtering with a 3x3 kernel (d) plot of gCNR between the ROIs as a function of the
regularisation parameter A. The dashed lines show the gCNR values calculated for the
reference image and the solid lines show gCNR for the sparse vector image as a function
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Figure 3.17: Comparison of spectral windowing with CSC for sidelobe artefact suppression
for the index finger (palmar aspect) image. Windows are applied on the full 1460 sample
spectrograms then truncated to 330 pixels following inverse discrete Fourier
transformation. Separately, a mirror reflector was imaged to provide direct measurements
of the PSF and corresponding spectrogram. The insets show pixel intensities in regions H2
and A. (a) image with no spectral windowing applied. (b) Image with Gaussian windowing
(0 =0.10 of spectrogram width). (c) Image with Hann windowing. (d) proposed
convolutional sparse coding method with a PSF learned from the image. (¢) Measured PSF
from a mirror reflector with no window, Hann window and Gaussian window (o = 0.10
of spectrogram width) applied. The arrows indicate features that contribute to the sidelobe
artefacts and that are not suppressed by windowing. (f) Spectrogram with no window, Hann
window and Gaussian windows applied. The plotted spectrogram is the average over
15,000 laser sweeps. The PSFs in (e) are obtained by inverse Fourier transformation of the
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Figure 4.1: From left to right, (a) microscopic image of a normal tympanic membrane. The
blue line indicates the plane of optical coherence tomography (OCT) image (b) OCT image
of a normal middle ear showing the tympanic membrane (TM), malleus (M), incus (I),
stapedius tendon (ST), and cochlear promontory (CP) (c) microscopic image of a cartilage
tympanoplasty, (d) optical coherence tomography image of a cartilage tympanoplasty (CT).
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Figure 4.2: Experimental setup for measuring the reflectance of a reference reflector

through cartilage SAMPIES. .......cc.eviriiriiiiiiiireee ettt

Figure 4.3: A series of OCT B-mode images of porcine ear cartilage with a white paint
reference reflector distal to it taken at 5-minute intervals during optical clearing with 50%,
80% and 100 % of the glycerol concentration using the experimental setup shown in Figure
4.2. The red box highlights a region of interest (ROI) of 20x20 pixels in the reference
reflector. The graph on the left depicts the reflectance of the reference reflector during the
clearing process at 5-minute intervals, extending up to 35 minutes. At T = 0 min, the
moment when glycerol was applied to the cartilage samples, the cartilage's apparent
disappearance in the presented OCT B-mode images can be observed. This phenomenon
can be attributed to glycerol's high absorption at 1550 nm [239], which effectively absorbs
the incident light, diminishing the OCT signal reflected from the cartilage. The blue, orange,
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and green lines represent 50%, 80%, and 100% glycerol concentrations, respectively. The
presented images of the flat reference reflector appear curved due to fan-beam distortion.
By the time this thesis was prepared, the system software was capable of correcting for this
distortion[135], but this correction was not available at this time this study was conducted.

Figure 4.4: (a) Photograph of cartilage graft pre- and post-optical clearing with 100%
glycerol. (b) A series of OCT B-mode images (zoomed in to highlight the optical clearing
performance) of cartilage with a white paint reference reflector distal to it taken at 1-minute
intervals during optical clearing and at 5-minute intervals following washout in saline. The
white, orange, and red arrows indicate the proximal side of the graft, the distal side of the
graft, and the reference reflector. The red box indicates an ROI of 50x50 pixels in the
reference reflector and a dotted red line traces out the top surface of the petri dish (b) plot
of reference reflector reflectance during clearing. The red dotted line indicates the
reflectance observed in the absence of the graft, and the purple dotted line indicates the
baseline reflectance before glycerol treatment. The solid purple line indicates the
reflectance after washout. The mean reflectance is represented by the orange line, with the

shaded yellow area illustrating the range within one standard deviation.........c..ccccceeeeecerenennnn

Figure 4.5: Photograph of cartilage graft overlaying a 5 X 5 mm grid reference sheet. (a)
Cartilage graft before treatment with glycerol (b) after treatment with glycerol with reduced
area (c) after saline washout for 10 minutes (d) surface area changes for (a), (b), and (c) for

n = 7 samples. NS denotes nonsignificant for a two-tailed t test. .........cocevevreiiererinininicnenenn

Figure 4.6: Imaging of a simulated ossiculoplasty model. (a), (d), and (g): 3D OCT image,
B-mode image and microscopic image of the untreated cartilage graft overlaying the PORP;
(b), (e), and (h): 3D OCT image and B-mode image of middle ear through cleared cartilage
and transcanal microscopic photo with cartilage graft removed to show orientation of
PORP; (c), (f), and (i): 3D OCT image and B-mode image through cleared cartilage graft
of the middle ear after PORP was deliberately dislodged and otoscopic photo of the middle
ear taken through a posterior tympanotomy showing the dislodged PORP. The PORP was
not visible in transcanal microscopy after it was dislodged. The 3D images have been
oriented so as to highlight the location of the PORP with a different orientation used in
each image. A set of cartesian axes are provided to show the orientation. The red arrow
points laterally in the direction of the ear canal, the white arrow points superiorly and the
green arrow points anteriorly. The yellow ellipse/box in (a), (b)/(d), (e) highlight the
location of the PORP whereas the red ellipse/box in (c)/(f) indicates the original position
of the PORP before its simulated dislodging in 2D and 3D images. PORP indicates partial
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Figure 5.1: In vivo application of OCAs was performed on the author with the over-the-
counter eardrops for ear cerumen removal that contain anhydrous glycerol [246]. The top
rows are the 3D-OCT still images of the baseline (i.e., without glycerol) and the OCA
application of both right (denoted as R) and left (L) ears. The bottom rows are the otoscopic

images (Macroview ® basic otoscope, Welch AllYn). ......ccoocvevievirienieiiieeee e

Xil

...108

...109

..118



Abstract

Conductive hearing loss (CHL) is a widespread and debilitating condition that affects
millions of individuals worldwide. This impairment results from disruptions in the
transmission of sound waves from the tympanic membrane (TM) to the inner ear.
Unfortunately, existing diagnostic tools are often inadequate in pinpointing the root
causes of CHL, leading to uncertainty when determining the most appropriate clinical
management plans.

Optical coherence tomography (OCT) is an emerging imaging modality that
offers non-invasive, high-resolution structural images of the middle ear. It also allows for
measuring vibrations in middle ear structures in response to sound through an intact TM.
Like all biomedical imaging methods, middle ear OCT (ME-OCT) aims to extract
diagnostically significant information from the acquired images. However, its clinical
application is limited by suboptimal image quality, due in large part to sidelobe artefacts
and the effective imaging depth in the presence of optically opaque structures, such as
cartilage tympanoplasty.

This thesis introduces two approaches to improve middle ear visualisation using
OCT without modifying the existing imaging system. First, it presents a method that
employs a convolutional basis pursuit framework to eliminate imaging artefacts related to
strong reflections at tissue-air interfaces, which impede accurate morphology-based
diagnoses. Second, it explores the potential of an optical clearing agent using a topical
glycerol treatment to increase the transparency of cartilage grafts, allowing for OCT
visualisation of the post-operative middle ear. The enhanced image quality could
facilitate more precise CHL diagnoses based on morphological changes of middle
structures, providing clinicians with more accurate and reliable diagnostics using ME-

OCT.
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Chapter 1

Introduction

1.1 Challenges of imaging middle ear cavity through tympanic membrane

Middle ear optical coherence tomography (ME-OCT) has demonstrated promising
capabilities in diagnosing conductive hearing loss (CHL) in vivo [1], [2] and providing
valuable insights into understanding hearing mechanisms through ex vivo human
cadaveric temporal bone studies [3]-[5] and small animal models [6], [7]. However, the
clinical translation of ME-OCT faces challenges due to the narrow and angled external
ear canals (EACs) [2], [8], which complicates the process of achieving comprehensive
visualisation of the tympanic membrane (TM) and middle ear (ME) space. For example,
in a study involving 120 patients to assess the degree of TM perforation [9], it was found
that nearly 30% of EACs obstructed the line of sight, preventing adequate ME-OCT
images from being obtained.

OCT can produce cross-sectional digital reconstruction of the ME space through
the TM. However, its imaging capabilities are restricted when it comes to bone or soft
tissue thicker than approximately 1 mm [8], as light cannot fully penetrate these
structures. TM is a thin, delicate, and translucent structure that separates the middle ear
from the EAC [10]. Functionally, TM conducts sound from the outer ear to the inner ear.
When sound waves reach the TM, they cause it to vibrate. These vibrations are then
transmitted through the ossicles, ultimately reaching the cochlea [11]. A key aspect of
sound transmission is the integrity and health of the TM. For instance, damage to the TM,
such as perforation (which can be addressed through tympanoplasty), or changes in its
pathological state (e.g., otosclerosis or otitis media) can result in varying degrees of CHL.

Structurally, TM is composed of three distinct anatomical layers which is
illustrated in Figure 1.1 (b) [10]: the outer epidermal layer, the fibrous middle layer
(lamina propria) with radial and circular fibers, and the inner mucous membrane layer

(mucosal layer). The outermost epidermal layer is a continuation of the epidermis from



the EACs, and it features a unique self-cleaning mechanism due to its lateral migration.
The innermost mucosal layer is a thin, single-cell layer with a thickness of 1-10 um [10],
which connects to the mucosal lining of the middle ear cavity. Sandwiched between these
two layers lies the fibrous middle layer, containing radial and circular collagen fibers that
vary in organisation between the pars tensa and pars flaccida regions of the TM. The TM
is held in place by a thick ring of cartilage with various diameter (0.6 [12] tol cm [13])
and section — dependent thickness [10], [14], [15]. For example, the mean thickness of
the pars tensa ranges between 79 and 97 um [15], while the thickness in the pars flaccida

region varies between 30 and 230 um [15].
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Figure 1.1: Otoscope image and cross-sectional view of the tympanic membrane (TM)
where (b) is retrieved and modified with permission from [10].

Optically, TM impedes imaging of the ME space as light may not reach the
targeted middle ear space or the detector [4] when scattering or absorption occurs in the
TM on either the incident or reflected pass. Although the scattering coefficient in human
TM tissue has not been directly measured, studies suggest that it is comparable to the
dermis [4]. For instance, an ex-vivo experiment using a normal TM sample demonstrated
a two-way transmission loss of 13.5 dB [4]. This finding aligns with a theoretical analysis
of 19 dB [2], [4], which assumes of a TM thickness of 100 pm and a scattering
coefficient of o, = 22 mm™1 [4].

In diagnosing CHL using OCT, it is of clinical interest to capture the entire

volume of the ME space without disturbing the TM [2], [4], [8]. While OCT imaging of



the TM itself offers clinical value [9], [14], [15], its presence poses significant challenges
for further investigation of ossicular involvement. These challenges primarily arise from
the unique optical properties of the TM. This includes substantial optical losses due to
scattering within the TM, and the strong reflectors it produces when the imaging light is
normal the TM. These factors, coupled with sidelobe artefacts, can obscure weaker
reflections emanating from structures within the middle ear. Figure 1.2 features a
selection of middle ear OCT images sourced from various studies [3], [4], [16]-[18]. The
images highlight the capabilities of various research OCT systems that have been
reported on. Of particular note in these high-quality images is the prevalence of sidelobe
artefacts (red arrows), the severity of which varies between systems, and which are most
prominent at the tissue-air interface on the proximal aspect of the TM. These challenges
become more pronounced in cases of increased TM thickness due to either pathological
thickening, calcification of the TM or the use of graft material in the tympanoplasty [2],
[8], which limits the effective imaging depth that OCT can achieve.
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Figure 1.2: Sample middle ear OCT images from published literature with red arrow
indicates the presence of the sidelobe artefacts. All images were retrieved and modified
with permission from their respective copyright holders. (a) 2D image of in-vivo, whole
mouse ear structure, adapted with permission from [16] © the Optical Society; (b)
structural image of right temporal bone after mobilization of incus and stapes and
separation of the incudostapedial joint [19]; (¢) 2D image of a human cadaveric ear [4]; (d)
2D image of a human ear with the tympanic membrane as the bright structure at the top of
the image, adapted with permission from [17] © the Optical Society; (¢) healthy normal
TM, retrieved under Creative Commons CC BY 4.0 license [18].

While primarily recognised as a research tool in otology, ME-OCT has shown
significant promise as a clinical diagnostic imaging modality. ME-OCT technology
enables a three-dimensional (3D) visualisation of the middle ear space through an intact
TM, all without exposing patients to radiation. ME-OCT could potentially improve our
understanding and clinical management of CHL. In essence, ME-OCT presents a non-
invasive, radiation-free alternative for clinicians aiming to explore ear-related
pathologies. However, the translation of ME-OCT into clinical settings is met by several
limitations and challenges. Being a line-of-sight modality, its imaging capabilities can be
hampered by obstructions like bone or soft tissue with thickness of more than 1mm.
Furthermore, ME-OCT is susceptible to imaging artifacts. These artifacts, caused by
multiple scattering and from imperfection in the axial PSF combine with bright
reflections at the TM surfaces, can limit the amount of clinically useful information

obtainable from ME-OCT. Unless these challenges are properly addressed, they can



create significant barriers to the adoption of ME-OCT as a point-of-care diagnostic

technology in clinical otology.

1.2 Organisation of this thesis

This thesis is organised into one introduction chapter providing the motivation of this
work, three self-contained chapters and a conclusion chapter.

Chapter 2 lays the background information for the thesis by offering an extensive
literature review and background information on hearing, conductive hearing loss (CHL)
existing diagnostic tools in clinical otology, optical coherence tomography (OCT), and its
application in middle ear imaging. This chapter examines the current state of knowledge
and research in the field, identifies gaps and opportunities for further exploration, and
establishes the research questions and rationale for subsequent chapters.

Chapter 3 provides a detailed account of the research on a sparsity-regularised,
complex, blind deconvolution method for removing sidelobe artefacts and stochastic
noise from OCT images. It also discusses the potential limitations and relevance of the
chosen methodologies in the context of middle ear OCT.

Chapter 4 focuses on addressing the optical loss in transmission caused by
increased eardrum thickness because of cartilage tympanoplasty. The chapter presents a
detailed ex-vivo investigation of the feasibility of using a topical glycerol treatment to
enhance the transparency of cartilage grafts and enable OCT visualisation of the post-
operative middle ear.

In Chapter 5, the main findings from the three chapters are synthesised, drawing
connections between them and reflecting on their broader implications. This section also
suggests avenues for future research, which could accelerate the clinical translation of

OCT in otology.



Chapter 2

Background

2.1 Epidemiology of hearing loss

The sense of hearing is one of the most critical senses humans possess, as it plays a
crucial role in our daily communication and emotional connection with others [20], [21].
Our sense of hearing allows us to enjoy music, appreciate the sounds of our environment,
and communicate with those around us, which significantly improves to our quality of
life by adding richness and depth to our sensory experiences [20]. Without the ability to
hear, we would miss out on the sound of a loved one's voice, the laughter of a child, or
the soothing sounds of nature.

Hearing loss (HL) is one of the most common chronic conditions among older
Americans [22], it is estimated that approximately 5.2 million children and 26 million
adults in the United States alone have significant noise-induced HL [23], [24]. Around 2
to 3 of every 1,000 children are born with a detectable level of hearing loss in one or both
ears, while approximately 15% of adults aged 18 and over in the United States report
having difficulty hearing [25]. The strongest predictor of hearing loss is age, with the
highest levels occurring in the 60 to 69 age group [26]. Men are nearly twice as likely as
women to experience hearing loss among adults aged 20 to 69 [26]. Standard hearing
examinations indicate that one in eight people aged 12 or older in the United States has
HL in both ears [27].

In Canada, the estimates of hearing loss prevalence have historically been based
on self-reported data, which may not accurately reflect the true extent of hearing
impairment. A recent study conducted by Statistics Canada based on a combination of
collected audiometric and self-report data from more than 3,000 Canadians shows that
the Canadian estimates of hearing loss are consistent with reporting from countries like
the United States [28]. Based on audiometric measurements (i.e., a pure-tone average of
four frequencies), 19.2% (i.e., 4.6 million) of Canadians between the age of 20 to 79 have

hearing loss in at least one ear, and 35.4% have high-frequency hearing loss (HL) [28].



These levels were higher than the self-reported estimate of 3.7%. The prevalence of
hearing loss increases with age and was more common in men and those with lower
income and education levels [28].

The severity of hearing loss, as clinically determined by audiometry, is based on
perceptual thresholds defined in decibels (dB HL) [29]. Symptoms of hearing loss may
include difficulty in understanding words, muffled speech, trouble of hearing consonants,
and frequently asking others to repeat conversation more slowly and loudly [30]. People
of all ages, ranging from infants to the elderly, can experience hearing loss [31]. For
children, hearing loss hinders their linguistic, cognitive, behavioural, and academic
developments [32]. Studies [24], [33] indicate that school-age children with mild (26 — 60
dB HL [25], [29] ) to moderate hearing loss (41 — 60 dB HL [25], [29]), on average, do
not perform as well in school as children with no hearing loss. This gap in academic
achievement widens as they progress through school if they do not receive the proper
intervention. In adults, hearing loss (HL) has important implications for patient quality of
life and proper management of hearing loss can improve one’s overall health outcomes
[30]. In the elderly, hearing loss also correlates strongly with depression as frustration
arises from the functional decline of one’s communication ability [22], [30].

Hearing is a critical aspect of how we communicate and connect emotionally and
intellectually. Its loss, if not appropriately addressed, can also lead to a significant
economic cost (i.e., nearly one trillion international dollars® [34]) and societal burden
[30], [35].

According to a recent report by the World Health Organization (WHO) [36], by
2050, nearly 2.5 billion people globally will be living with some degree of hearing loss.
This report not only brings to light the worldwide prevalence of hearing loss and its
consequences but also draws attention to the current deficiency in ear health and hearing
care services worldwide. Based on a model that uses hearing aid usage as a reference, the

report suggests an 83% disparity in access to hearing healthcare [32], [37], and it further

2 International dollars here refer to purchasing power parities (PPPs) international dollars [2]. PPPs are economic
measures used to compare the standard of living between different countries by considering the relative prices of goods
and services in different regions and they are commonly used in economic analysis for an accurate comparison of cost
of good or service.



elucidates several reasons for this gap, including the lack of accurate information and
stigmatizing mindsets surrounding ear diseases and hearing loss [36], [38], [39]. Even
among healthcare professionals, there is often a considerable knowledge gap regarding
the prevention, early detection, and management of hearing loss and ear diseases, which
ultimately result in suboptimal clinical outcomes [32], [40], [41]. Given the high
prevalence and significant societal impact of hearing loss, it is critical to screen, identify,
and adequately manage patients with hearing issues at an early stage [22]. However, this
report identifies that in low- and middle-income countries, ear and hearing care is often
not integrated into healthcare systems, which further exacerbates the problem. This
situation is compounded by a severe shortage of healthcare professionals in this field
[36], [37], [42], making it challenging for them to access the necessary tools and support
for adequate hearing care. Among the low-income countries surveyed [36], [42], 78%
have fewer than one ear, nose and throat (ENT) specialist per million population, while
93% have fewer than one audiologist per million. Even in countries with relatively high
proportions of hearing care providers, inequitable distribution of healthcare resources and

other factors can limit access to essential ear health services [36], [39].

2.2 Physiology and anatomy of hearing

The human ear, a remarkable sensory organ, is capable of processing a broad spectrum of
sound frequencies that ranges from 20 Hz to 20 kHz ? [35]. Its ability to detect sounds as
low as 0 dB SPL® [44] and tolerate sounds as high as 130 dB SPL (e.g., sound from a jet
engine when one stands in its proximity [45]) for brief periods of exposure is a testament
to its exceptional sensitivity and versatility [11].

Among the range of frequencies the ear can detect, signals between 500 and 4,000
Hz are especially well detected [35]. These frequencies are of particular importance for

speech processing. The process by which the ear detects and interprets sound is a

2 Frequency, measured in Hertz (Hz), quantifies the number of sound vibrations occurring in one second. Following the
conventions in clinical audiology [43], frequency is divided into octave intervals rather than a linear scale. An octave
represents a frequency that is double that of a given frequency.

® The intensity of sound, which quantifies the magnitude of a sound wave, is expressed in logarithmic units using the
Sound Pressure Level (SPL) measured in decibels (dB). The formula to calculate dB SPL is 10 log (pressure/reference
pressure), where the reference pressure is fixed at 20 uPa RMS [43].



complex one that involves physiological, anatomical, and cognitive mechanisms [11],
[35].
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Figure 2.1: Coronal view of the anatomy of the ear © (2023) Chris Gralapp, used with
permission [46].

Human ear can be divided into three main regions: the external ear, the middle ear
(ME), and the inner ear. The external ear consists of the auricle (or pinna) and the
external auditory canal (EAC) [10]. EAC is a cartilaginous structure that is often narrow
and curved, with an approximate length of 2.5 cm [12] and a small opening of 0.6 cm
[12] in diameter. Hearing is accomplished by collecting sound-induced air pressure
change in the external ear [35], where sound travels down the EAC to the tympanic
membrane (TM) or eardrum: a thin membrane with a thickness of 100 pm to 280 um
[47]. TM separates the external canal from the middle ear space and passes vibrations to
the ossicular chain [22]. The middle ear, which is located within the temporal bone on
each side of the skull [10], houses three bony structures (collectively known as the
ossicles or ossicular chain): the malleus, incus, stapes, and supporting ligaments [10],

[11], [22] — that amplify and transmit sound vibrations to the inner ear through the stapes
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footplate® [11]. The inner ear contains the cochlea, a spiral-shaped structure that is
responsible for converting the mechanical motions propagated from the ossicular chain
into neural signals [31], [35]. When sound waves enter the cochlea, they cause the hair
cells to vibrate — specialised sensory cells that respond to specific frequencies of sound
(i.e., tonotopic mapping of the sound, the base of the cochlea senses higher frequencies,
whereas the apex of the cochlea senses lower frequencies [11]), which, in turn, causes the
release of neurotransmitters that stimulate adjacent neurons [11]. The neural signals
generated by the hair cells are transmitted to the auditory cortex in the brain via the

auditory nerve.
2.2.1 Forms of hearing loss

Overall, the physiology of hearing involves a complex interplay between the anatomical
structures of the ear and neural pathways which lead to the sensation of sound [11].
Unfortunately, any disruption which can occur at any age and for a variety of reasons can
result in hearing loss [27]. There are three main categories of hearing loss, each with its
own unique causes and characteristics. The first type is sensorineural hearing loss
(SNHL) and it encompasses disorders that affect the inner ear (e.g., damaged hair cells)
or the neural pathway to the auditory cortex that impedes the conversion of mechanical
vibration to neuroelectric signals [25], [27]. SNHL is the most common type of hearing
loss and can be caused by a wide range of factors [22], [33], including aging, exposure to
loud noises, certain medications, genetic factors, and trauma [28], [31], [32]. As there is
no known treatment for repairing the hair cells, cochlear implantation, which directly
stimulates the vestibulocochlear nerve, is the only solution in the case of profound (= 91
dB HL [25]) hearing impairment [48], [49].

On the other hand, conductive hearing loss (CHL) typically involves
abnormalities of the TM and middle ear, which interferes with the normal transmission
and/or the amplification of sound and conversion of sound to mechanical vibration [22],

[25], [29]. This type of hearing loss can be temporary due to cerumen impaction of the

@ Amplification of sound induced pressure is achieved by efficiently utilising the lever-like arrangement of ossicles as
well as area ratio between the TM and stapes footplate [11].



EAC [25], [32], and also be caused by conditions such as ear infections [32], fluid

accumulation [25], [27] in the middle ear or damage to the TM or ossicles [22].
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are present, which indicates that there may be damage to both the outer or middle ear and

the inner ear or auditory nerve [31], [36]. Pure-tone audiometry test [43], [44], a

clinically standard method for classifying hearing loss, charts air and bone conduction

levels across all tested frequencies and the difference between these levels is known as

the air-bone gap (ABG). Hearing loss, regardless of its type, can lead to substantial health

and quality of life burdens — communication difficulties [27], [42], cognitive decline [33],

and mental health issues [32], if hearing loss is not managed properly and in a timely

manncr.
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2.3 Conductive hearing loss: implications

This work focuses on conductive hearing loss (CHL). Clinically, CHL is considered
when there is an ABG of 15 dB or greater present at 500 or 4,000 Hz during pure-tone
audiogram (PTA) evaluation [30], [50]. A study suggests that CHL is prevalent in 2.26 %
(i.e., 37 / 1636) of the adult population in the age group between 48 to 92 years old [50].
CHL is also common among the pediatric population, where it is usually caused by acute
otitis media (AOE?) and its complications. A study conducted on primary school children
found that 15% of them had hearing loss, with 88.9% of those cases being conductive in
nature [51].

Similarly, a Canadian study conducted on school children from kindergarten to
grade 6 found that 19% of them had hearing loss (HL), with 93% of those cases being
conductive. The same study also found that TM perforations was present in 37% of cases
with unilateral loss and 46% of cases with bilateral loss [52]. Most middle ear pathology,
whether acquired or congenital, leads to some degree of hearing loss [25]. Pathologies
such as TM perforations [22], [25], tympanosclerosis [25], [53], ossicular discontinuity or
fixation [1], [8], and cholesteatoma [54], [55] are common disorders that contribute to the

prevalence of CHL.
2.3.1 Current diagnosis of conductive hearing loss

While conductive hearing loss (CHL) is often treatable with surgery, the diagnosis of
middle ear disorders remains challenging in daily otologic practice due to the complexity
of middle ear anatomy and physiology [56]. Clinicians rely on information provided by a
combination of patient history, an oto-microscopic examination [8], [57], functional
auditory assessment [22], [58] and diagnostic imaging [36], such as high-resolution
computed tomography (CT) [55], [59], and/or magnetic resonance imaging (MRI) [56],
[60] to form a diagnostic opinion.

Prior to implementing a treatment plan, clinicians must integrate all available

information to develop a thorough understanding of the patient's pathological condition.

@ According to data, there is a high incidence rate of acute otitis media (AOM) at 10.85%, resulting in over 700 million
cases each year, with children being the majority of those affected [32].



13

Below are brief descriptions of the current diagnostic tools available to hearing

specialists, i.e., audiologists and otolaryngologists [22].
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Figure 2.3: Current diagnostics in clinical otology

Optical examination

The otoscope is a special-purpose, low magnification handheld microscope used to assess
the EAC and TM for structural integrity [22]. It can confirm conditions including TM
perforation or cerumen impaction through illumination and magnification of the TM [25].
However, its usefulness is limited as the opacity of the TM precludes direct visualisation

of the middle ear space.

Air-bone audiometry

Pure-tone audiometry is a standard auditory assessment that evaluates the degree and
types of hearing loss [25]. By sweeping through sounds at different levels and
frequencies for each ear, using either air conduction (i.e., sounds presented through the
headphones) or bone conduction (i.e., sounds presented through a vibrator placed behind
the ear) [43], it charts patients’ reported hearing thresholds at various frequencies from

250 Hz to 8 kHz [22], known as an audiogram. The audiogram also reveals the ABG,
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which is the difference between the air and bone thresholds [43]. The ABG is a key
metric for evaluating the outcomes of middle ear surgeries with the aim to address CHL,
such as tympanoplasty with or without middle ear reconstruction [61], [62]. Although
PTA can reliably detect SNHL (i.e., with a 91.4% sensitivity® and 93.5% specificity®
[64]), it lacks desired specificity for identifying middle ear pathologies related to
conductive hearing loss [43], [65].

Tympanometry

Tympanometry is a routine functional test that evaluates the mobility of the TM in
response to changes in air pressure [22], [25]. It assesses middle ear function based on
acoustic immittance — a combination of impedance and admittance of the ear [43]. A
small probe is placed in the sealed ear canal during the test to generate sound and quasi-
static pressure changes — small, gradual changes in air pressure over a long period of
time. The measurement is done by delivering a pure-tone signal (266 Hz for adults and
1,000 Hz for children [43] ) at a constant sound pressure level — 85 dB SPL. A curve that
represents immittance over sound pressure level is referred to as a tympanogram. The
characteristics of the tympanogram serve as indicators for middle ear pathologies. For
example, a type A tympanogram indicates normal middle ear function, while a type B
tympanogram indicates an increased middle ear mass such as the presence of middle ear
fluid.

However, tympanometry measurements are considered to be only suggestive of a
diagnosis [66] as the measurements are heavily influenced by the admittance of the
tympanic membrane (TM), which can vary widely between individuals. Consequently,
this method is less specific for diagnosing middle ear pathologies other than otitis media

[25], [67].
Radiological imaging

Complementary to each other [56], [68], CT and MRI have been well integrated into the

clinical otology workflow, long-serving as the preferred visualisation techniques for

2 Sensitivity = true positive / (true positive + false negative) [63]
b Specificity = true negative / (false positive + true negative) [63]
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middle ear pathology investigation and surgical planning. CT is excellent at visualising
complex osseous structures in the temporal bone — reliably identifying malleus
(sensitivity: 94 %, specificity: 100 % [69]), incus (sensitivity: 86 %, specificity: 84 %
[69]), stapes incus (sensitivity: 80 %, specificity: 85 % [69]) as well as small boney
erosions in the lateral semicircular canal (sensitivity: 100 %, specificity: 97.73 % [70])
but has poor soft-tissue contrast, exhibits metal-induced artefacts® in the presence of
middle ear prosthesis or cochlear implant (CI) [1] and exposes the patient to radiation.

MRI, on the other hand, is great at differentiating soft-tissue or fluid-containing
structures but does not provide adequate bony-tissue contrast [68], [72] and exhibits
strong susceptibility artefacts due to the presence of air in the middle ear® [74]. However,
both CT (400 um [2]) and MRI (300 um [2]) have insufficient spatial resolutions to
adequately resolve microstructures (e.g., TM and middle ear structures) in the middle ear
space as illustrated in

Figure 2.4, and provide suboptimal visualisation of the middle ear. This resolution
gap can lead to low specificity in diagnosing middle ear pathologies.

However, pre-operative investigations may not always result in a reliable
diagnosis, as the available tools may lack the desired specificity and sensitivity [75], [76].
For example, pre-operative misdiagnosis contributes to the observed 15% failure rate for
middle ear surgeries [77] which means that patients are not receiving the treatment they
need and may have to undergo further procedures. It has also been reported that about
15% [77] of primary surgeries and up to half of the revision surgeries failed to restore

hearing [78].

@ Metal objects can degrade CT images by creating streaks, shadows, or dark bands. This is due to beam hardening,
where the high-energy X-ray beam is preferentially absorbed by the metal, resulting in fewer photons reaching the
detector [71].

b Air-tissue interfaces can cause magnetic field distortion, known as susceptibility artefact, resulting in signal loss or
distortion in the image. This makes it difficult to see the structures of interest [73].
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MRI: magnetic resonance imaging
CT: computed tomography
SEM: scanning electron microscope
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Figure 2.4: Depth of penetration vs. spatial resolution comparison on imaging modalities
commonly used in otology diagnostics and hearing research. Here the term CT
encompasses standard clinical high-resolution CT (HRCT) and cone beam CT (CBCT),
which have a spatial resolution of 400 um [2] and 200 um [79], respectively.

In some cases, clinicians may need to resort to a more invasive diagnostic
measure, such as exploratory tympanotomy, which allows direct visualisation of the
middle ear space [76] in order to obtain a conclusive diagnosis [62], [75], [76].
Exploratory tympanotomy is considered a relatively safe option for investigating middle
ear disorders with a low surgical complication rate but it is still invasive and comes with
risks, such as accidental injury of chorda tympani [62]. Therefore, there is a significant
clinical need for diagnostic tools that can provide a non-invasive visualisation of the

structural and functional state of the middle ear.



17

2.4 Optical coherence tomography (OCT)

A non-invasive imaging technique known as optical coherence tomography (OCT) has
the potential to improve conductive hearing diagnostics [1], [2], [4], [8]. OCT measures
light waves reflected from tissue to create depth-resolved images of the structure being
studied which bears similarities to ultrasound images [80]—[82]. In OCT images,
subsurface structures become visible and can be differentiated based on differences in
their optical properties at the OCT wavelengths [81].

The choice of optical wavelength range for OCT depends on several factors
including the specific application, the availability and cost of light sources. For example,
in ophthalmology, OCT typically operates in the range of 650 - 1300 nm as it offers a
good balance of penetration depth, low scattering and absorption in the cornea and
vitreous, and the availability of low cost, high power superluminescent diodes and swept
source lasers [80], [82], [83]. However, some applications may require longer or shorter

wavelengths, depending on the specific imaging needs [2], [4], [8], [84].
2.4.1 Time domain OCT (TD-OCT)

OCT was first described in 1991 by Fujimoto et al. [81] as a novel imaging method for
the retina. Since then, it has become a powerful non-invasive clinical imaging technique
with exceptional spatial resolutions at the micro-meter level [82], [85]. OCT has
revolutionised clinical practice and is considered the standard of care in ophthalmology
[8], [86]. OCT also has found biomedical applications in various fields, such as
dermatology [87] gastroenterology [87], lung imaging [88], imaging of the oral [89] and
respiratory tract mucosa [90] and dental imaging [91].

The fundamental principle of OCT is low-coherence interferometry [82], [83],
which utilises low-coherence or partially coherent light* to localise structures by
correlating interfering light that is back-scattered from the sample arm, E, with the light
reflected from the reference arm, E,.. In OCT, a photodetector measures the intensity of
the interfered light I,,, which is proportional to the total electrical field as described by its
relationship I = |E|?.

2 coherent light refers light that maintains a consistent phase over distance.
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I,~(E E;) + (EsES) + EjEfe™2¥(AD L E Ere=12k(4D (2.1)
E,E;, often referred to as the "DC" term, is time average of the square of the electric
fields or irradiance® of the light from the reference arm and represents the dominant
component in the detector current. E,.E; is independent of sample reflectivity and optical
pathlength difference Al. The autocorrelation term E E¢, describes the interference
caused by multiple reflectors present within the sample. In conventional OCT, this
interference is a source of unwanted artifacts, but it can be minimized by ensuring that
the reference intensity is much higher than the sample intensity. The terms of interest, the
cross-correlation term E E; e~ 2K(AD 4+ E Ere~2k(AD  depend on the intensity in the
sample and reference arms, the path length difference between the sample and reference
arms, and the sample reflectivity. To ensure that this desired term is larger than the
undesired autocorrelation term E(E;, the system is designed such that |E, | > |Eg|. Some
authors describe the relative increase in the cross-correlation term as compared to the
autocorrelation term in terms of a “gain” applied to the sample signal by the reference
arm signal [82].

The first-generation OCT technology, TD-OCT [86], employs this concept and
obtains depth information as a function of time by moving a reference mirror with a
motorized actuator over the depth range. The intensity at the output of the interferometer
is measured with a photodetector, while changing the optical path length in the reference
arm. In TD-OCT, interference fringes can only be observed when the relative optical path
length difference between the sample (containing objects of interest) and reference arms
machetes within the coherence length of light source, allowing different reflectors to be
spatially resolved by translating the reference mirror along the optical axis in TD-OCT.
The envelope of the interference pattern (known as the A-line) represents the depth-
resolved optical reflectance of the sample arm at a specific lateral position along its axial

direction.

2 In the realm of OCT literature [82], [92], both irradiance and intensity are frequently encountered terms that describe
the distribution of light's power or energy. Although often used interchangeably, a distinct difference exists between
them [93]. Irradiance focuses on the energy flow arriving at the detector, and it measures the flux per unit area. In
contrast, intensity takes the point view from the source, and it is described as the flux per solid angle.
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Two (2D) or three-dimensional (3D) cross-sectional images can be constructed by
obtaining a set of raster-scanned A-lines along a desired lateral direction. OCT images
are usually displayed in grayscale, where the horizontal axis corresponds to the direction
of transverse or lateral scanning, and the vertical axis corresponds to the direction of axial
scanning. To account for the high dynamic range and speckle noise often present in OCT
images, pixel intensity in an OCT image is typically mapped to the logarithm of the
interferogram envelope magnitude [86] which compresses the dynamic range and

enhances the image contrast.
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Figure 2.5: Time domain OCT (TD-OCT), in a Michelson-type configuration, performs

imaging by measuring the echo time delay of reflected light using low-coherence
interferometry.

In TD-OCT, light is emitted from a broadband source, such as a superluminescent
diode (SLEDs). The characteristics of the light determine one key OCT performance
metric: the axial resolution, Az, or coherence length, [.. Assuming that the spectral
distribution of SLEDs is Gaussian [82], [83], [94], the axial resolution is given by:

l In221,>

—c_ o, 2.2
Az > an (2.2)

where A, is the center wavelength, and AA is the full width at half maximum (FWHM)

spectral bandwidth. As the axial resolution is inversely proportional to the spectral
bandwidth, broadband source is preferred to achieve a higher axial resolution. In OCT,

the lateral resolution is decoupled from the axial resolution and is governed by its optical
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design. The lateral resolution is inversely proportional to the numerical aperture (NA)?

[94]:

Ao
= 1. 2.3
Ay =127+ (2.3)

In 2001, Pitris et al. [3] demonstrated the feasibility of using a TD-OCT system to
acquire cross-sectional images of the middle ear space in a human cadaveric temporal
bone through the intact tympanic membrane (TM) [3], [8]. Since then, OCT has been of
significant interest to the scientific community as a tool for clinical otology.

Although TD-OCT is simple to construct and offers a long-depth scan range, TD-
OCT suffers from [86] slow imaging acquisition speed and an unfavourable trade-off

between imaging depth, imaging acquisition speed, and sensitivity® [4], [82], [94], [95].
2.4.2 Fourier domain OCT (FD-OCT)

An alternative solution to TD-OCT is Fourier domain OCT (FD-OCT) [95], which is
used in most modern OCT systems owing to superior acquisition speed and sensitivity

[95].

2 The numerical aperture of an optical system is defined by NA = n - sin 8 where n is the refractive index of the
medium between the lens and the object and 8 is half-angle of the cone of light that can enter the lens. A larger NA
indicates that more light can pass through the lens.

b Sensitivity here refers to the minimum detectable signal as compared to an ideal reflector in the OCT system [82],
[83].
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Figure 2.6: Illustration of Fourier Domain OCT (FD-OCT) utilising a Michelson
interferometer, featuring a tunable swept laser source and photodetector. (a) the frequency
of the interference spectrum changes as the wavelength in the light source changes over
time, due to the fixed, relative path length difference. AL. (b) depth-resolved information
of a multi-layer sample is encoded in the frequency domain of the interference spectrum.
This information can be obtained by performing a Fourier transform of the detected spectral
interference pattern.

In TD-OCT, axial detection is performed sequentially through the mechanical
translation of the reference mirror [96] whereas FD-OCT samples all axial depths
simultaneously, enabling high sensitivity and fast acquisition [85], [96], [97]. In FD-
OCT, a spectral interferogram signal is generated by performing a spectrally resolved
measurement of the interference intensity between the light reflected from the sample and
light from a fixed reference arm, as shown in Figure 2.6 [82]. The frequency of the cosine
term, seen in (2.6), in the interferometric signal is proportional to the relative path length
difference between the reflector in the reference arm and the sample arm. Meanwhile, the
amplitude of the interferometric signal encodes information about the sample reflectivity.
As reflected light from all axial depths in the sample is captured and modulated in the
source spectrum, all the spectral components are captured simultaneously [96], [97]

which leads to faster acquisition speed and higher sensitivity as compared to TD-OCT.
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Figure 2.7: Technical implementation of OCT technologies: TD (time domain)-OCT, SD
(spectral-domain)-OCT and SS (swept-source) -OCT.

Two Fourier-domain architectures have been developed: spectral-domain OCT

(SD-OCT) and swept-source OCT (SS-OCT) [95]. SD-OCT employs the same

broadband light source as TD-OCT. However, instead of using a single detector to

capture the entire A-scan, the spectrum of the interfered light is spatially separated with a

diffraction grating® and then sampled with a high-speed line camera. SD-OCT

simultaneously illuminates and detects all the spectral channels. As a result, the signal-to-

noise ratio (SNR) is improved in comparison to TD-OCTP® [80], [96]. In SD-OCT, the

number of resolvable wavelengths determines the maximum scan range (i.e., sensitivity

roll-off in depth), which is mostly dependent on the number of pixels available in the

spectrometer (e.g., 512 or 4096 [82]).

Instead of spatially decomposing a broadband source with a diffraction gating, an

alternative that achieves a similar effect is to temporally sweep the wavelength of a

narrowband source, a technique called swept source OCT (SS-OCT). SS-OCT utilises a

wavelength-tunable laser to rapidly sweep through a range of wavelengths which allows

the spectrum of the interferometer output to be sequentially recorded using a single

@ A diffraction grating is an optical component with evenly spaced grooves that diffracts incoming light into its

component wavelengths [85], [98].

® In an ideal setting where both FD-OCT and TD-OCT operate within the shot noise regime and have same scanning

depths, with each spectral channel of the OCT systems receiving equal optical power, the SNR advantages of FD-OCT
over TD-OCT become evident that FD-OCT illuminates all depths of the sample simultaneously, allowing the coherent
integration of optical power across spectral channels, while permitting the incoherent integration of noise variances. A

detailed discussion of FD-OCT SNR for both SD-OCT can SS-OCT can be found in [82], [85], [92].
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photodetector [96], [99].The interferogram obtained from SS-OCT contains a range of
frequencies that correspond to different depths within the tissue being imaged.
Compared to SD-OCT, SS-OCT exhibits reduced detection losses owing to the
higher detection efficiency of photodetectors as compared to CCDs [80], [82]. SS-OCT
also make it possible to use balanced detection to remove common-mode interference
much more easily than SD-OCT. Furthermore, SS-OCT offers additional benefits: the
narrow linewidth permits a deeper scan range, the wider bandwidth enables higher axial
resolution, sweep rates can be engineered to be significantly higher than the scan rates of

line scan cameras, and the higher output power enables an improved sensitivity.
2.4.3 Signal and artefacts in FD-OCT

Although the two techniques differ in their respective technical implementations, the
detection of the diffraction spectrum is equivalent to the measurement of a wavelength-
swept interferogram from the perspective of signal processing. Whether the
decomposition of the spectrum into its spectral components is achieved spatially or
temporally, the measured spectral interferogram signal (k) is given by [97], [100],
[101]:

2
> (2.4)

E (k) + f a(z)ei2knz gz

1(k) = G(k)<
1(k) = G(k) <|Er(k)|2 + zsn{E;(k) fooa(z)eiz"ﬁzdz}

G (k) is the normalised source spectral intensity distribution where [ G (k) dk = P, and

(2.5)

+ f a(z)ei2knz gy

P, is the source output power. a(z) is the complex scattering amplitude of the sample as
a function of path length difference z, encoding the phase as well as the amplitude of
each reflection. k = 21 /A is the wavenumber, and 7 is the complex refractive index
where 1 = n + i« includes both refraction and losses [82], [100]. A more detailed

derivation of (2.4) and (2.5) can be found in Appendix A.



24

DC term

The first term inside the bracket on the right-hand side of (2.5), is the DC component of
the signal, shown in Figure 2.8. This term is independent of the sample reflectivity [82]
and it is typically the largest signal component in FD-OCT. If not removed, it can lead to
a significant signal distortion centred at zero path length difference. In TD-OCT, the DC
component can be easily removed with a high pass filter [82], as it does not modulate
with the sample.

In FD-OCT, removal of the DC component is usually achieved by either
subtracting a recorded interferogram in the absence of the sample from each subsequent
acquired interferogram [82] or, for SS-OCT, by employing a balanced detection scheme
[82], [102], [103] — using an optical circulator and a 50:50 optical coupler to create two
interference signals, differing by a phase shift of m, where a differential signal can be
obtained from the outputs from a pair of detectors by subtracting one from another. This
cancels out the contribution from the DC component and relative intensity noise (RIN)

present in the acquisition [103].

Cross-correlation term

The cross-correlation term, the second term in (2.5), in the interferogram signal is
influenced by both the light source wavenumber k and the relative path length difference
between the reference arm and the sample reflectors [101]. As this term encodes the

complex scattering amplitude of the sample, it is the signal of interest.

Auto-correlation term

The last term in (2.5) is the autocorrelation term. It arises from the interference between
the light reflected from different layers within the same sample, and its amplitude is
generally much smaller in comparison to the cross-correlation term. However, even
though the autocorrelation term is comparably smaller, it can still contribute to artefacts
in the reconstructed image near the location of the path length difference if not properly
accounted for, as the distance between reflectors within a sample is typically much
smaller than the distance between the sample reflectors and the reference arm path length.

Assuming the auto-correlation term is significantly smaller compared with the cross-
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correlation term, it is possible to minimise its impact by choosing an appropriate display

range [104] or by using balanced detection [96], [103].
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Figure 2.8: Visual representations of signal components in FD-OCT A-line.

For the sake of clarity and simplicity, we formulate the measured spectral
interferogram signal I (k) by substituting i = n, 2E,.(k) = 1 as well as neglecting the
constant and auto-correlation terms as they can be effectively managed through either

filtering or balanced detection in a well-design system so as to leave only the second term
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containing the scattering amplitude. The measured OCT spectral interferogram signal

1(k) [100], [101] can be obtained by using the Euler’s rule® :

I(k) = G(k) (foo a(z) cos(2knz) dz) (2.6)

The complex A-line s(z) is usually calculated via inverse discrete Fourier transformation

(IDFT),

s(z) = F {1} = FTHG ()} * a(2) 2.7
where the * operator denotes convolution. We can interpret the factor F~1{G (k)} as an
axial point spread function (PSF) d(z) that blurs out the response from a point scattering
target in the A-line signal. Since source spectral imperfections can affect both magnitude

and phase, d(z) is generally a complex function of depth given by

d(z) = F7H{G(k)} (2.8)

so that the A-line signal s(z) has a convolutional structure given by:
s(z) = F"H{I(k)} = d(2)  a(2) (2.9)

Complex conjugate term

In FD-OCT, besides the signal components in the previous section, there is an artefact
known as the complex conjugate term [80], [105], which reduces the effective OCT
imaging depth by half. This artefact arises because the collected interferometric spectrum
is real-valued, and its inverse Fourier transform (IFT) must be Hermitian symmetric®. The
complex conjugate artefact in FD-OCT limits the imaging depth and creates ambiguity in
distinguishing signals reflected from negative path lengths (beneath the zero delay) from
those reflected from positive path lengths (above the zero delay) as depicted in Figure 2.8
[82].

A widely used approach in most FD-OCT systems is to ensure that the region of
interest (ROI) in the sample lies exclusively on one side of the zero-path length position

and to crop out duplicate data on the other side of the zero position [82], [106]. Although

“ et = cos(x) + i - sin (x) [3].
® Given a real-valued function x[n] to and its Fourier transform X (e/*) that X (e/*) = X*(e™ /") [3].
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this method is simple, it is not very efficient as it results in the discarding of half of the

imaging range.
Wavenumber resampling

In FD-OCT, the reflectivity profile in the axial direction is encoded with optical
frequency or wavenumber, k. If spectral information is not collected at evenly spaced
wavenumbers, then it must be resampled onto a grid of evenly spaced wavenumbers
before the inverse Fourier transform can be performed [82], [100]. In practice, the
interference signal I (k) is not acquired in k directly, but rather is obtained through an
intermediate coordinate, time in SS-OCT or space in SD-OCT. Resampling the spectrum
involves interpolating the spectral data to obtain uniformly spaced wavenumber k [82].

Specifically, in SD-OCT, the spectrometer generates an interference spectrum that
is a function of wavelength instead of wavenumber. Nonlinearity can arise between the
linear mapping of the interference spectrum from wavelength to wavenumber due to
several sources, including dispersion of the diffraction grating, misalignment of the CCD,
finite CCD pixel sizes, or surface imperfections of the optics [82].

SS-OCT systems use a tunable laser and a photodetector to acquire the optical
signal, which is then digitised by an analog-to-digital converter (ADC) at constant time
intervals [82], [105]. Although for some swept source lasers, the nonlinear tuning of the
laser in k space might require the ADC to be sampled with nonuniform time intervals so
as to construct evenly spaced interference signal I (k) to minimise nonlinearity [99].

In addition, some system requires an external optical clock to control the laser for
acquisitions and triggering the digitisation of the interference signal [99]. The external
clock is typically generated by a highly stable reference oscillator to ensure that the laser
wavelength is accurately controlled and stable during the acquisition process [82]. Any
mismatch between the clock and interference signal timing is caused by either
synchronisation issues or propagation delays [82], which can be optical — the time it takes
for the light signal to travel from the sample to the detector or electronic — the time it
takes for the electronic signal to propagate through the circuitry.

Collectively, those optical and electronic propagation delays can result in errors in

the sampling process, causing distortion in interference signals. For example, if the clock
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signal is faster than the interference signal, the ADC will sample the same interference
signal multiple times, leading to over-sampling. Conversely, if the clock signal is slower
than the interference signal, the ADC may miss some interference signals, resulting in
under-sampling [82]. Nonlinearities resulting from interference signal distortions can

degrade axial resolution if left uncorrected [99], [107].

Sidelobe artefacts

The purpose of OCT, as with any other biomedical imaging technique, is to extract
diagnostically useful information from acquired images and a primary goal of OCT
image processing is to obtain an accurate estimate of the scattering amplitudes a(z) from
the measured s(z) in (2.9). Conventionally, s(z) is taken as the estimator of a(z) which
is an effective approximation as long as the PSF is spatially localised (i.e., it

approximates a delta function) as shown in Figure 2.9 (b).
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Figure 2.9. OCT A-line formation and effect of nonlinearity in the spectrum with two
scenarios where the top (i.e., from (a)-(d)) is the ideal case that source spectrum G (k) has
a perfect Gaussian shape whereas the bottom (i.e., from (e)-(h)) shows when the source
spectrum deviates from a Gaussian shape and introduces sidelobe near the main peak.

However, in practice, OCT axial PSFs are not perfectly localised as the source
spectrum deviates from a Gaussian shape. Rather the PSF typically has sidelobes (i.e.,
Figure 2.9(f)) near the central peak caused by non-uniformity of the light source spectrum

and/or imperfect linearity in spatial frequency of the swept light source in swept source
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OCT or detector system in spectral domain OCT [108]. In well-designed OCT system:s,
sidelobes can be 40 dB [82] or more lower than the main PSF peak, but when there is a
bright reflector on a given line, the PSF sidelobes can rise above the noise floor and
appear as artefacts extending from the reflector in the depth direction [82], [97], [109].

These sidelobes artefacts can obscure structures of diagnostic interest and limit
contrast and degrade image quality. Figure 2.9 illustrates OCT A-line formation and the
sidelobe effect with a simplified simulation that only considers the magnitude of d(z),
a(z), and s(z) as defined in (2.9). Each reflector in the A-line appears broadened or
blurred out to a width of about a coherence length by convolution with the axial PSFs.
One dimensional (1D) convolution® can be seen as making weighted and shifted copies of
the axial PSF at the location of each reflector. The quality (i.e., degree of deviation from
ideal Gaussian shape) of the axial PSF provides a measure of the fundamental limitations
on the quality of image possible with a given OCT system and it is entirely dependent on
the optical source.

To be more specific, A narrower PSF results in higher axial resolution, which
means that the system can better distinguish two nearby reflectors. On the other hand, a
broader PSF or PSF with sufficiently large sidelobes leads to lower axial resolution and
reduces the ability of the system to distinguish closely spaced structures [111]-[113] as
demonstrated in Figure 2.9(d) and (h) where sidelobes arise from the noise floor and

introduce spurious structures [82], [111].

2.5 Light sources in FD-OCT

Since the axial PSF is primarily determined by the spectral shape of the employed optical
source, it is helpful to provide a brief discussion of the light sources used in FD-OCT. In
FD-OCT, the light sources used are typically either superluminescent diodes (SLEDs) in
SD-OCT [103] or tunable lasers in SS-OCT [106], [114].

SLEDs are semiconductor-based light sources that use a waveguide structure to

generate broadband output at high power through spontaneous emission with a single-

as[n] = d[n] * a[n] = Y i=_o d[k] - a[n — k] where a[n] here is the input function, d[n] is the convolutional kernel
and we obtain output s[n] by multiplying the terms of d[n] with the terms of shifted a[n] and then sum them up [110].



30

pass amplification [82], [115]. In comparison, tunable lasers or light amplification by
stimulated emission of radiation (LASER or commonly known as laser), operates based
on the principle of stimulated emission to output light with a narrow spectral width [82].
The wavelength tunability of swept lasers is achieved by modifying the properties
of the gain medium or cavity structure to produce a variable output wavelength over a
range. The specific tuning mechanism for the laser output depends on the type of swept
laser [82], [107]. For example, distributed Bragg reflector (DBR) lasers use a grating
structure within the cavity to reflect light back into the cavity, allowing a tunable single
mode emission by changing the refractive index of the cavity and selectively amplifying

light at a specific wavelength [99], [107].
2.5.1 Fundamentals of light emission

The following illustration (i.e., Figure 2.10) offers a simplified depiction of the key
phenomena outlining the operating principles of lasers and Superluminescent Light

Emitting Diodes (SLEDs).

Absorption

Absorption occurs when an electron transitions from a ground state with lower energy
level to a higher energy level and this process takes place only if, the photon possesses

the precise energy need for the transition [115], [116]

Spontaneous emission

In spontaneous emission an electron at a higher energy level spontaneously decays to the
ground state, releasing a photon that carries energy equal to the difference between the

excited and ground energy levels [115], [116].

Stimulated emission

In stimulated emission, an incoming photon with a specific frequency interacts with an
electron that resides at the excited state, resulting in emission of a new photon. This
newly emitted photon is identical to the original photon in terms of wavelength, phase,

and polarisation. Stimulated emission is therefore a form of light amplification.
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Figure 2.10: The interactions between electrons and photons that are important to the
understanding of laser and SLEDs operating principle. Electrons reside in discrete energy
states [115], [116]. These energy levels represent the permissible values of an electron's
energy, with electrons being restricted to energy levels within an atom. As an electron
absorbs or releases energy, it undergoes a transition between these levels, resulting in the
emission or absorption of electromagnetic radiation at specific frequencies [115], [116].

Population inversion

Under normal conditions, the statistical distribution of electrons is such that the majority
are in the ground state with only a small percentage in the excited state. To achieve
stimulated emission, a material must be in a state of population inversion in which there
are more electrons in the excited state electrons than in the ground state. This situation
can be achieved by electrically or optically pumping electrons into an excited state with a

slow rate of spontaneous emission [82], [115].
2.5.2 Operation principle of semiconductor SLEDs and swept source laser

The basic structures of semiconductor SLEDs and lasers share similarities [115], that
both structures consist of an active layer serving as a waveguide, sandwiched between P-
and N-type cladding layers, and have a voltage applied across the P-N junction through
electrodes. When a forward bias voltage is applied, the depletion region between the P-
and N-type layers narrows, causing injected electrons to populate the conduction band
(i.e., excited state), while holes are created in the valence band (i.e., ground state), and

with recombination of hole and electron pairs taking place in the depletion region. The
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recombination process results in light emission, with SLEDs designed to output light with

a broadband spectrum and lasers designed to produce monochromatic and coherent light.
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Figure 2.11: Schematics and spectrum profiles of semiconductor SLEDs and edge emitting
laser. The waveguide is surrounded by materials with a lower refractive index, the emitted
light is naturally guided through the process of total internal reflection which eliminates
the need for additional confinement techniques to guide the light within the waveguide.
SLED: When a forward bias is applied across the P-N junction, spontaneous emission
experiences amplification via stimulated emission. Optimised geometries such as tilting
the waveguide with respect to the end facets further suppresses backreflected light. Laser:
When a forward bias is applied to the gain medium and sufficient pumping is achieved, the
gain medium reaches a population inversion [82], making lasing possible via stimulated

emission.

SLEDs

SLEDs are designed to enable a single-pass amplified spontaneous emission (ASE)
generated along the waveguide [116], [117]. To prevent optical feedback in SLEDs, both
waveguide ends are coated with an anti-reflective (AR) layer [115], [116]. In practice,
achieving zero reflection from the facets of the waveguide in a SLED is nearly
impossible due to the high reflection coefficient of the cleaved semiconductor facets as
well as the minor lot-to-lot variance in the semiconductor structures [117]. These residual

reflections inevitably cause parasitic Fabry-Perot modulation®, commonly referred to as

# Change in the phase of the light as the distance between mirrors varies [115].
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spectral ripple [117]. In the presence of spectral ripple, the output spectrum of a SLED
deviates from its ideal Gaussian shape, which ultimately gives rise to sidelobes in the

axial PSF as demonstrated in Figure 2.9.

Swept source laser

In general, a swept source laser consists of three key components: a gain medium, a
resonator cavity, and a narrowband tunable wavelength selection filter [82], [105], [107].
The gain medium plays a crucial role in providing optical amplification in swept-source
lasers. A commonly used gain medium is the semiconductor optical amplifier (SOA) due
to its advantageous properties, such as a short gain response time, high gain, and broad
bandwidth [82].

When a forward bias is applied to the gain medium and sufficient pumping is
achieved, the gain medium reaches a population inversion [82]. This means that there are
more electrons in a higher energy state than in a lower energy state, creating a favourable
condition for stimulated emission where injected electrons from the conduction band
combine with holes in valence band. In an edge-emitting laser configuration [107], a
linear resonator cavity is formed by two mirrors and a gain medium. One of the mirrors is
totally reflective while the other is partially reflective. The mirrors are arranged to form a
Fabry-Perot resonator where light reciprocates in the waveguide and forms standing
waves [115]. When the amplitude of the standing waves exceeds a certain threshold
because of the repeated roundtrip amplification, light is emitted from the partially
reflective mirror.

Those standing wave are referred as the longitudinal modes [82], [118], which are
the allowed discrete wavelengths of light that can exist along the optical axis of the
cavity. These modes correspond to standing waves that are aligned with the optical axis
and have a well-defined wavelength and frequency [82]:

mA
- =nlL (2.10)

where m is the longitudinal mode index integer, A is the free-space wavelength, n is the
effective index of the waveguide, and L is the cavity length. The free spectral range
(FSR) represents the frequency or wavelength interval between two consecutive

longitudinal modes [116]:
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c
FSR = — .
ol (2.11)

where c is the speed of light. As shown by (2.11), the FSR in an optical resonator
is inversely proportional to the cavity length L. That is, shorter cavities have larger FSR.
In some cases, mode-hopping can occur when the laser experiences an instantaneous
transition between different longitudinal modes [99], [119], [120]. This can be caused by
factors such as mechanical vibrations or changes in temperature, which alter the cavity
length or the refractive index of the gain medium [82], [99], [120]. This sudden jump in
wavelength due to mode-hopping can lead to an increase in laser noise as well as the
presence of sidelobes in the axial PSFs.

In other words, in order for a laser to emit at a desired wavelength, that
wavelength must coincide with a longitudinal mode present inside the optical cavity for
which the gain is large enough to provide adequate amplification [82]. Moreover, since
every resonator will have some loss at the mirrors as 100% reflectivity is impossible to
achieve in reality [82], the output wavelengths are not perfect delta functions. Instead,
they have a certain linewidth or broadening dependent on the reflectivity of the mirrors
[115].

In addition to longitudinal modes, the cavity can also support transverse modes,
(e.g., micro-electromechanical systems tunable vertical cavity surface-emitting lasers or
MEMS-VCSELs) [118], which are the various spatial patterns light waves can take
within that cavity, perpendicular to the axis of propagation [115]. In the case of MEMS-
VCSELs, the presence of sidelobes in the axial PSFs can be attributed to two factors: the
unwanted higher-order transverse modes and parasitic reflections within the laser cavity
[118].

An ideal swept-source laser for OCT should maintain a perfectly linear sweep in
terms of frequency as exemplified in Figure 2.12 (a) (or equivalently, a linear sweep in
terms of wavenumber) while operating at a high sweep rate [82], [99], [105]. Achieving
linearity in the sweep ensures that the acquired OCT data can be directly processed
without the need for additional calibration or resampling steps [82], [105]. The tuning
range of a swept-source laser system refers to the difference between the start and end
wavelengths, as shown by the Gaussian spectral envelope in in Figure 2.12 (b). The

tuning range is a crucial factor that determines the performance of swept source OCT as
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indicated by (2.2) that the axial resolution is inversely proportional to the tuning range of
the laser.

On the other hand, a high sweep rate (i.e., reciprocal of the sweep period), is
essential for real-time acquisition of large volumetric datasets, reducing motion artefact
susceptibility, and imaging dynamically varying physiological processes [8], [82]. The
sweep rate determines the A-line acquisition rate and most clinical application require a

sweep rate of 20 kHz or greater [4], [82]. Moreover, in SS-OCT, the maximum ranging

depth z,,,, relates to the tuning range and sweep rate such that 4 = fv—/l and N; = s

s sweep

where f; is the rate at which the interferogram is sampled and foep 1s the sweep rate,

[82], [107]:

A s
max = 4nsA ~ And A eep

(2.12)

that n is the group refractive index of the sample, the instantaneous linewidth (64),
shown in Figure 2.12 (d), characterises the swept laser's average coherence length [107].
It represents the linewidth of the laser output at any given instant during the sweep. Ny is
the sample within the tuning range of the spectrum where it can be calculated as the ratio
of the sampling rate of the ADC and A-line sweep rate [106], [114]. It can be noted from
(2.12), increasing the sweep rate effectively reduces the maximum ranging depth in
kinetic swept lasers.

The tunable wavelength selection filter in swept-source lasers can be achieved
through various methods [82], [99], [107]. One such method involves using a diffraction
grating, which can be either stationary or tuned with MEMS-based actuation, in
conjunction with a polygonal mirror assembly. This setup selectively feeds back a
specific wavelength based on the angular position of the mirror, providing the required
tunable wavelength selection [82]. Another commonly employed method involves
adjusting the cavity length of a Fabry-Perot tunable etalon, as indicated in (2.11), using a
piezoelectric actuator. By applying voltage to the piezoelectric actuator, the etalon cavity

length can be precisely controlled, enabling the selection of different wavelengths [82].
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Figure 2.12: Example of mechanically tuned swept source laser output properties.

While adjusting the mechanical movement of the wavelength selection filter has
been the basis for most swept lasers, in practice, kinetic lasers often face challenges
concerning sweep linearity and efficiency [107], [119], [121]. These challenges stem
from the need to create and deplete momentum, which is inherent to the mechanical
nature of the tuning process. To be more specific, in a mechanically-tuned swept laser,
the tuning mechanism involves physically moving a mirror or grating to vary the
wavelength of the laser output [99], [119], [121]. This multi-stage stages process,
illustrated in Figure 2.12 (¢), includes initiation of movement, acceleration, maintenance
of a constant tuning rate (i.e., the green shaded portion in Figure 2.12 (¢)), deceleration,
and stopping [82], [99], [107]. During the acceleration and deceleration phases, the
tuning mechanism must build up momentum and then slow down to a stop. This
accelerate-decelerate cycle can be optimised, but not eliminated [82], which can limit the
linearity of the wavelength sweep and reduce the efficiency of the kinetic swept lasers.

In swept-source lasers that utilise kinetic tuning, the adjustment of cavity length is
achieved either mechanically or electrically [82], [107], often leading to a relatively
extended cavity length. This increased cavity length can pose challenges for attaining
single longitudinal mode operation [99], [119] due to the increased likelihood of

coherence revival. Coherence revival occurs when multiple longitudinal modes oscillate
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simultaneously within the laser cavity, as FSR diminishes in response to the elongated
cavity length as indicted in (2.11) [99], [107], [119]. Moreover, as the cavity length
expands, the buildup time for individual modes also experiences an increase [82]. In
situations where the sweep rate increase, lasing may not experience sufficient time to
build up anew from spontaneous emission to stimulated emission at each successive
wavelength [82]. Furthermore, the resulting extended cavity lengths are susceptible to
mechanical vibrations [82], [119], [121].

As kinetic lasers generally cannot achieve frequency versus time sweep linearity,
they require an external k-clock for resampling or triggering [82]. The external k-clock
can be generated with an interferometer by setting the path length difference to match the
desired sampling frequency [119], [122]. Consequently, the interferogram can be
uniformly sampled at each zero crossing point of the sinusoidal k-clock signal [82],
[122]. However, employing an external optical k clock can introduce nonlinearities
during sweep, which can be largely attributed to synchronisation errors between the
sweep start and the k-clock [82], [119], [121] or the intrinsic timing jitter noise of the
ADC [82], [105]. The latter represents the inherent fluctuations in the timing of the
conversion process within the ADC [82], [105], [122]. Furthermore, kinetic lasers are
susceptible to mechanical wear and mechanical changes with time and temperature,
which could lead to amplitude variation in the output power and create sidelobe artefacts.

In summary, sidelobe artefacts arise from spectral non-uniformity and/or spectral
non-linearity in the OCT light source. Key contributors to nonlinearity in the
spectrogram, which result in sidelobes in axial PSFs, include inaccuracies in k-space
sampling, synchronisation errors between the k-clock signal and interference signal
triggering, parasitic Fabry-Perot modulation causing spectral ripples in SLEDs, nonlinear
sweeping behavior of k, mode hopping, coherence revival in kinetic swept lasers, and the

presence of high-order transverse modes in VCSELSs.

2.6 Middle ear optical coherence tomography (ME-OCT)

Optical coherence tomography (OCT) has emerged as a significant advancement in
otology and auditory physiology, offering complementary information for clinical

decision-making in the examination of the tympanic membrane (TM), ossicular chain,
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and inner ear. This non-invasive, depth-resolved imaging technique for hearing
diagnostics has many advantages over traditional otoscopes and surgical microscopes,
which are the primary tools for otologic point of care imaging.

Pitris et al. first demonstrated the potential of OCT imaging for the TM and
middle ear in 2001[3]. However, widespread interest in OCT technology for otology
research and clinical applications took nearly a decade to develop due to technological
limitations [2], [8]. The introduction of swept-source OCT (SS-OCT) in the 2010s,
featuring akinetic all-semiconductor lasers and other highly phase-stable systems, made

real-time in-vivo middle ear OCT clinically viable [106], [114], [123].
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Figure 2.13: Middle ear imaging with SS-OCT. In the cross-sectional view of the middle
ear, anatomical structures such as the tympanic membrane (TM), malleus, promontory,
stapes, incus, and stapedius tendon are visible.

ME-OCT has since been applied to various clinical applications, such as detecting
cholesteatomas [54], guiding ear surgery [124], measuring TM thickness [14], grading
otitis media [125]-[127], evaluating tympanoplasty success [58], and discriminating
presumptive otosclerosis from healthy controls [1]. Notably, OCT has shown potential to
improve otitis media (OM) diagnosis by detecting biofilm presence behind the TM,
resulting in higher diagnostic sensitivity (83% vs. 74%) and specificity (98% vs. 60%)
compared to standard otoscopy [125]. In a study conducted with a pediatric population

[128], OCT showed compelling diagnostic accuracy in detecting effusion in the middle
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ear space, exhibiting high diagnostic accuracy of 90.6%, sensitivity of 90.9%, and
specificity of 90.2%. This improvement has the potential to optimise clinical workflow in
comparison to traditional methods, such as pneumatic otoscopy, which often necessitates
sealing the ear canal [128].

To accelerate the clinical adoption of OCT in otology, several form factors have
been explored to address the diverse clinical needs. For example, integrating OCT with
surgical microscopes [16], [17], [129] has enabled detection of microanatomic changes in
TM layers [106] and differentiation of keratin from normal or inflamed middle ear
mucosa. Handheld OCT probes [18], [130], [131], resembling otoscopes [1], [9] or
endoscopes [14], [58], [132], have demonstrated their ability to detect biofilm behind the
TM [125], [125], [133] and to identify ossicular fixations [1].

In addition to structural imaging, OCT can also evaluate middle ear status by
detecting micro-movements of the TM, ossicles, and foreign objects (e.g., prostheses
[106] or retained surgical items [134] ) when present, in response to pure tone sound
stimuli with Doppler vibrometry. In particular, OCT-DV can distinguish otosclerotic ears
from normal ears in vivo through an intact TM, achieving 100% sensitivity and 98%
specificity respectively, based on measurements obtained at the lenticular process of the

incus with a 500 Hz stimulation frequency [1].



40

(a) reference mirror

N

300 nm

narrowband light source beam splitter

i il s

multi-layer sample

<))

)

=

- o=

vibration i = . o

source . INCuUs =

5

t.
photo detector

= x
= >
z FFT, £
2 Py
L5} 2
€ =

0 nm

wavenumber k=2r/A > depth z

Figure 2.14: Principle and application OCT-DV for middle ear vibrometry. Vibrational
information is overlaid on top of a structural image of the middle ear. During ME-OCT
measurements, an acoustic stimulus with a much lower frequency than the laser sweep is
generated, causing periodic motion of the structure of interest and introducing a Doppler
shift in the measurements [17], [106]. This Doppler shift appears as an optical phase shift,
modulated at the acoustic stimulus's frequency, between A-lines acquired sequentially in
time [1], [57], [75], [106] as illustrated above. The resulting optical phase shift represents
a frequency-resolved vibration signature that can be extracted by first calculating the phase
difference of sequential A-lines and then taking the Fourier transform (FT) across those
phase differences at each depth [17], [106]. This approach allows for obtaining velocity
information directly with high accuracy and avoids motion noise during acquisition.

ME-OCT enables structural and functional analysis of the middle ear space
through the TM, providing high resolution vibrometry information that cannot be
obtained from standard auditory testing [17], [106]. Recent studies have highlighted the
advantages of OCT both independently and as a complement to current otology
diagnostic tools [2], [135]. Its various applications, such as stapes fixation detection [1],
otitis media evaluation [126], antibiotic treatment monitoring [133], and effusion
classification [128], [136], could help bridge the gap between the limitations of existing

clinical diagnostic tools and the need for more accurate and precise diagnoses [2], [8].
2.6.1 ME-OCT with akinetic swept laser source

The growing interest in examining the middle ear using OCT has led to the development
of various systems [1], [14], [123], [133], [136], [137]. This thesis focuses on the ME-
OCT system developed in our lab [130], [131], [135], which utilises an SS-OCT

architecture to acquire phase-stable interferograms at a high sweep rate (~200 kHz) —
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crucial for in-vivo structural and functional exploration and interrogation of the middle
ear space.

This handheld swept-source OCT system is designed to resemble an otoscope and
can produce real-time, high-resolution transcanal, transtympanic images of the middle ear
(ME) with excellent soft-tissue contrast at the point of care, without exposing patients to
radiation. A key component of this ME-OCT is a Vernier-tuned distributed Bragg-
reflector (VT-DBR) akinetic swept-source laser (Insight Photonics Solutions, Model:
SLE-101 [99]). This laser has a center wavelength of 1550 nm, a sweep range of 35.4
nm?, and a nominal sweep rate of 200 kHz, allowing it to achieve axial and lateral
resolutions in air of 40 um [135]. With a scan range limited to 10.9 mm [135], the system
effectively images the entire depth of the human middle ear, from the most lateral aspects

of the TM to the most medial visible parts of the cochlear promontory (CP).
2.6.2 Akinetic all-semiconductor programmable swept-source

The Vernier-Tuned Distributed Bragg Reflector (VT-DBR) laser is a monolithically-
constructed, akinetic swept-source laser that offers substantial performance
improvements in sweep linearity and phase stability compared to conventional tunable
lasers that depend on mechanical tuning mechanisms [99], [107].

The VT-DBR laser operates solely through electronic tuning, which involves
changing the refractive index of semiconductor materials in the laser cavity using
precisely controlled and synchronised injection currents [99], [121]. This current induced
change of refractive index essentially modifies the effective cavity length. For instance,

(2.10) can be rearranged to illustrate the tuning process of relative wavelength AA [119]:

A An AL A
ad_an on oam (2.13)
A n L m

where A;" is tuned by the net cavity index change, AL—L is tuned by the physical length of

cavity and %n is tuned by the changing either the refractive index or the grating angle of

the tunable wavelength selection filter. The laser cavity consists of five sections as shown

2 As of the time this was written [135], the sweep bandwidth has been enhanced to 35.4nm, up from the 40nm
mentioned in the later chapters. This improvement was achieved through a firmware update.
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in Figure 2.15 (a): two Vernier mirrors (i.e., controls f, Fm and TL), a cavity length

. o A . . . . .
adjustment unit (i.e., controls TL), a gain section, and a semiconductor optical amplifier

(SOA). Each section is driven by a current source, allowing for accurate control of output

power and wavelength [99], [119], [121].
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Figure 2.15: Schematics of VT-DBR and illustration of the sweep switching processing.
The figure above is re-created based on the description in [99].

The control and synchronisation of the electronic currents in each section are
managed by software-driven algorithms via a field-programmable gate array (FPGA)
[99]. The control algorithm continuously monitors and regulates current intensities and
phases to ensure the accuracy, linearity, and repeatability of each laser sweep while
taking into account of the environmental factors that could alter the laser operating
condition such as temperature changes and semiconductor device degradation [121].

The VT-DBR laser utilises Vernier mirrors that offer wavelength-dependent
feedback [82], [107], while a cavity length adjustment unit allows real-time fine-tuning of
the cavity length to ensure single-mode operation. The laser cavity features a monolithic
construction with a length of approximately 2 mm [82], [99] and this compact design
leads to decreased cavity variations, reduced inter- and intracavity reflections [82], and a
lower likelihood of coherence revival artefacts in comparison to kinetically tunable lasers

with relatively longer cavity lengths (e.g., 10 mm [82]). Owing to the multiple feedback
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mechanisms and control algorithms implemented in the laser, sweep performance is
optimised, ensuring mode-hop-free operation and an excellent side-mode suppression
ratio (SMSR) [82], [99].

Furthermore, the VT-DBR laser exploits the Vernier effect in conjunction with a
Distributed Bragg reflector (DBR) [107], [138]. Each mirror in the DBR consists of a
structure made up of alternating layers of materials with different refractive indices. The
refractive indices can be directly controlled with current, allowing the mirrors to reflect
light at specific wavelengths [82], [138]. The slight mismatch in Bragg wavelengths
between the two reflectors enables a wide wavelength tuning range while minimising the
amplitude of secondary modes, resulting in stable single-mode operation [99], [119],
[121]. The gain section offers the necessary amplification for lasing, and the SOA
provides the final stage of output power boosting and spectral reshaping of the spectrum
[82]. The single longitudinal mode operation offers a long coherence length that is
beneficial for OCT applications [82], [106].

Another key aspect of the VT-DBR laser operation is the stitching process which
is demonstrated in Figure 2.15 (c), as the full sweep range cannot be achieved in a single
pass. Instead, the sweep is constructed by stitching together sweep sub-intervals, clocked
by a 400MHz internal clock (referred as the master clock) [99]. Each sub-interval
consists of valid points interspersed with transition intervals and the position of the valid
points can be accessed either in real-time from the master clock signal or from a stored
array generated during the calibration sequence. Furthermore, the internal electronic
clock is optimised to minimise jitter noise and can be used to directly clock and trigger
the data acquisition card (DAQ) without requiring an external optical clock for
resampling [82], [99]. This approach not only reduces nonlinearity caused by
synchronisation between DAQ and laser but also simplifies the overall system design
[82], [107].

During these transition intervals, the output is not disabled, as they are necessary
to update the driving current status [99], [107]. The final output spectrum of the laser is a
time-sequenced ensemble of both valid and invalid wavelength values which is
programmable for various sweep rates [106], [114], [119]. The stitching quality of those

consecutive valid data sequences determines the linearity of the laser output spectrum and
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is determined by of the calibration algorithm which can be improved through firmware
updates to optimise the performance of the laser [82], [99].

Although the innovative combination of electronic tuning mechanism with
multiple feedbacks, single-mode operation, reduced cavity variations, and monolithic
construction of short cavity enables exceptional inter-sweep linearity and intra-sweep
repeatability of the laser operation that can remain stable over extended periods.
However, certain sources of nonlinearity persist in the VT-DBR laser, leading to the
presence of sidelobe artefacts [99], [121]. For instance, the quality of the calibration
process can be quantified by measuring the axial PSF of the laser in the setup illustrated
in Figure 2.16, where a gold mirror (Thorlabs, PF10-03-M01 - @1" protected gold
mirror) with 96% reflectivity is placed in the sample arm [139]. The high dynamic range
observed in PSF measured with the akinetic laser also indicates that the fringe contrast
ratio remains high throughout the tuning range, suggesting single-mode behavior. On the
other hand, the presence of sidelobes indicates the presence of nonlinearity in the
spectrum. This observation further corroborates the simulation performed in Figure 2.9,
that sidelobe artefacts are caused by spectral non-uniformity in the OCT light source

and/or spectral non-linearity, rather than the samples themselves.
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Figure 2.16: (a) Experimental setup for the PSF measurement of the described ME-OCT.
The laser was coupled by a collimator (Thorlabs, model: F240 APC -1550) via a collimator
adapter (Thorlabs, model: ADI12), secured on an SMI-threaded kinematic mount
(Thorlabs). The laser was set normal to a gold mirror (Thorlabs, PF10-03-M0O1 - @1"
protected gold mirror), indicated as M. A neutral density filter (Edmund, 3.0 OD 25mm,
absorptive ND filter®) was placed in the beam path with a slight tilt to avoid back reflection
into the collimator. The mirror was secured and placed on a linear translation stage and the
total optical path length was set so that the following condition could be met 2(df;per +
deot + dpag +dg) = deonsore- (b) Measured PSF in log scale the dynamic range [99] of
26.26 dB was calculated as the amplitude difference between the PSF peak amplitude
relative to the nearest PSF sidelobe peak amplitude, as denoted with PSF — sidelobe [141].
Another metric, PSF — background [141] of 43.51 dB, was estimated from the difference
between the peak amplitude of the PSF and the average amplitude, with the latter being
calculated after excluding the peak. The reduced PSF — sidelobe and PSF — background
can be attributed to the use of a neutral density filter. Within its blocking wavelength range,
a two-way transmission reduction can be calculated as 20 x OD dB.

One dominant source of nonlinearity in VT-DBR laser spectra has its root in the
sub-optimal stitching process [82], [99], [114]. This process, largely influenced by the
calibration procedure [99], [114], introduces minor irregularities or discontinuities
between the sub-intervals of the laser sweep, degrading the decimated signal. Besides the
stitching process, other sources of nonlinearity contribute small yet noticeable variations
between sweeps, resulting in deviation from the desired spectrum shape. As the spectrum
is sparsely sampled at a 400 MHz rate, statistical fluctuations in amplitude between
sweeps can be observed and attributed to limitation in electronics and control algorithms

[119], [121]. At higher sweep rates [99], [121], such as 200 kHz, noticeable axial PSF

2 The neutral density filter utilised for the PSF experiment was an Edmund, 3.0 OD 25mm, absorptive ND filter,
optimized for sources within the 250-700 nm range [140]. However, the central wavelength of the aforementioned OCT
system is 1550 nm. While a two-way transmission reduction is anticipated with this filter, it was not quantified because
the wavelength lies outside the ideal blocking range of this filter.
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degradation can be observed due to increased phase variation during the sweep, affecting
the linearity and repeatability of the laser over time.

To assess the impact of drift over time on the phase stability and sweep linearity
of the akinetic swept source, a static gold mirror was placed in the sample arm, as
illustrated in Figure 2.16, allowing the extraction of magnitude and phase measurements
for each recorded power spectrum at the peak position of the PSF coincident with the
gold mirror's location. Furthermore, the magnitude and phase differences of the peak
between adjacent A-lines at the mirror location were computed, and standard deviations
were obtained from the respective distributions in Figure 2.17 (a) and (b). Figure 2.17 (d)
presents a Gaussian-like profile with a standard deviation of 0.0061 a.u. for the
magnitude difference, indicating low fluctuations in output power characteristic of the
relative intensity noise (RIN) associated with the akinetic swept source. However, Figure
2.17 (e) also reveals a standard deviation of 27.97 mrad for the phase difference,
attributed to phase drift occurring between adjacent A-lines. This value is considerably
higher than previously reported values [99], suggesting the presence of a certain degree

of phase instability within the imaging system.
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Figure 2.17: Insight akinetic swept source [99] phase stability and sweep linearity analysis
conducted on the complex data using a gold mirror as described in Figure 2.16. The swept
source laser's line scan rate was set to 100 kHz, and data was collected for 150 ms, resulting
in a total of 150,000 measurements.

Figure 2.18 illustrates the cross-correlation of the interferometric peak associated
with the gold mirror based on the analysis approach detailed in [99], [142]. Over a
duration of 20 milliseconds, the shapes (i.e., location and amplitude) of the sidelobes
within the OCT system exhibit stochastic fluctuations over time. These fluctuations are
caused by thermal and mechanical drift in the system, and this variability in the sidelobes
can impact the effectiveness of conventional deconvolution methods. In other words,
even minor variations in the PSF can result in substantially different estimations of the

underlying structure when employing traditional deconvolution techniques.
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Figure 2.18: PSF stability analysis using cross-correlation on the log modulated magnitude
data of the axial point spread function (PSF) with the described setup in Figure 2.16. (a)
cross-correlation plot of the PSF with the PSF measured at time t=0. (b) the log-modulated

magnitude data at each time point.

In FD-OCT systems, PSF degradation can be attributed not only to the
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characteristics of the light source but also to nonlinearities arising from limitations in the

highest detectable frequency of the system [82], [143], which is influenced by the

detection speed of the system and the sampling rate of the detector. For instance, despite

employing a high sampling rate of 400 MHz using the master clock in the akinetic swept-

source laser, sidelobes can still be observed in the acquired spectrum due to the Nyquist

limitations of the acquisition [82], [99]. Consequently, these components fold back into

the lower frequency range due to aliasing, leading to distortions and sidelobe artefacts in

the A-line.
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3.1 Author contribution statement

J. Wang and R. Adamson collaboratively developed the research methods, designed the
experiments. R. Adamson further provided the rationale for clinical relevance. B.
Wohlberg provided software support, contributed to the refinement of the methodologies
employed, and offered constructive feedback for the manuscript drafts. J. Wang
conducted the data analyses for this study and served as the primary author for the journal

submission.

3.2 Preamble

This chapter is primarily based on my first peer-reviewed publication [144], with its core
content remaining largely unchanged. However, to avoid redundancy, any introductory
information that overlaps with Chapter 1 has been omitted or revised for the sake of
brevity. I have taken the opportunity to include some unpublished experimental details
and made adjustments to ensure consistency in terminology, style, and the presentation of
results throughout the document.

In particular, the introductory section has been restructured to offer a clearer
understanding of the motivation and novelty of the work at the time the original

manuscript was submitted for peer review. This revision also highlights how the research
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fits into the broader narrative of my thesis. Detailed explanations about the origins of the

sidelobe and its impacts can be found in the preceding sections of the document.

3.3 Summary

In this study we demonstrate a sparsity-regularised, complex, blind deconvolution
method for removing sidelobe artefacts and stochastic noise from optical coherence
tomography (OCT) images. Our method estimates the complex scattering amplitude of
tissue on a line-by-line basis by estimating and deconvolving the complex, one-
dimensional axial point spread function (PSF) from measured OCT A-line data. We also
present a strategy for employing a sparsity weighting mask to mitigate loss of speckle
brightness within tissue-containing regions caused by the sparse deconvolution.
Qualitative and quantitative analyses show that this approach suppresses sidelobe
artefacts and background noise better than traditional spectral reshaping techniques, with
negligible loss of tissue structure. The technique is particularly useful for emerging OCT
applications where OCT images contain strong specular reflections at air-tissue

boundaries that create large sidelobe artefacts.

3.4 Introduction

One major challenge in obtaining high-quality OCT images is the presence of sidelobe
artefacts in the axial direction, which worsen image resolution and contrast [82]. These
sidelobes originate from spectral non-uniformity in the OCT light source and/or spectral
non-linearity [108], [113] and are further exacerbated by the presence of very strong
reflections at tissue-air interfaces in the image.

The presence of sidelobe artefacts in OCT images can lead to a distorted
representation of tissue structure, which may complicate the clinical interpretation of
these images and increase the risk of misdiagnosis [82]. This is particularly concerning

when clinical decisions are based on the morphological features revealed in the images.
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Figure 3.1: (a) 2D OCT middle ear image showing artefactual haze proximal and distal to
middle ear structures (red arrows) caused by the imperfect point spread function of the
OCT system and optics. (b) 3D volumetric OCT image of the same human middle ear
where the effect of sidelobes artefacts is more prominent, as indicated by the red arrow.
The strong sidelobe artefacts arise from bright specular reflections from the tympanic
membrane which mask weaker structures such as incus.

Figure 3.1 illustrates the detrimental effect of sidelobe artefacts on image quality
in both cross-sectional (2D) and three-dimensional (3D) volumetric images of the middle
ear. Prominent sidelobe artefacts, extending from the tympanic membrane (TM) into the
middle ear space, can obscure structures situated behind the TM and create visual clutters
in both 2D and 3D images. In 2D images, sidelobe artefacts produce a hazy appearance
around all structures at air-tissue boundaries, potentially causing thin structures like TM
to appear thicker than their actual dimensions. These artefacts not only reduce the fidelity
and contrast of the images but also challenge the ability of medical professionals to
correctly identify and diagnose conditions based on the available visual data.
Consequently, addressing and minimising the impact of sidelobe artefacts is crucial for
enhancing the diagnostic utility of OCT images in clinical settings.

Sidelobe artefacts typically manifest as lines extending axially from bright
reflectors. These artefacts not only impact middle ear OCT images but also pose
significant challenges in emerging OCT applications such as dermatology [87],
gastroenterology [87], lung imaging [76], imaging of the oral [89] and respiratory tract
mucosa [75], and dental imaging where highly reflective air-tissue boundaries form part

of the image.
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Figure 3.2: (a) Sidelobe artefacts(magnitude) and published image examples containing
prominent sidelobe artefacts (indicated by red arrows). (b) OCT cross-sectional image of a
human finger, taken with Thorlabs Inc. Telesto® Series OCT SD-system (Image courtesy
of Thorlabs Inc.) (c) OCT cross-sectional image of an onion slice, taken with Wasatch
Photonics Inc SD-system with a Cobra® 800 spectrometer (Image courtesy of Wasatch
Photonics Inc.) (d) OCT cross-sectional image of human middle ear, taken with SS-OCT.
(e) OCT cross-sectional image of oral squamous cell carcinoma, taken with Michelson
Diagnostics EX1301 OCT Microscope V1.0. (f) OCT cross-sectional image of human
tooth, taken with VivoSight® multiple-beam SS-OCT system. (g) OCT cross-section of
human skin with an actinic keratosis with hyperkeratosis, taken with VivoSight® multiple-
beam SS-OCT. Retrieved and modified with permission from [140].

In these applications, sidelobe artefacts are particularly troublesome due to the
strong reflectors present in the images, which exacerbate the severity of artefacts and
impede the accurate interpretation of OCT images as demonstrated in Figure 3.1. This, in
turn, compromises the effectiveness of diagnoses and treatment decisions across various
medical fields. Sidelobe artefacts are frequently observed contaminating numerous OCT
images in published literature [99], [111], [145], indicating their pervasive presence in
the field. Figure 3.2 displays six examples of published images that contain prominent

sidelobe artefacts.
3.4.1 Conventional methods for sidelobe removal

Traditionally, sidelobe artefacts have been addressed using spectral reshaping techniques.
Spectral windowing is the simplest and most widespread such technique [82], although
more sophisticated windowing approaches have also been used [112]. Nonlinearities in
the spectrum manifest as undesired high-frequency contents superimposed on the

modulated frequency of the ideal spectrum [82].
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Spectral reshaping techniques aim to numerically alter the frequency contents of
the spectrum in order to suppress sidelobes while maintaining the mainlobe shape [142],
[143]. One most common method for spectral reshaping is the windowing approach. In
the windowing approach, exemplified in Figure 3.3, the frequency response of the source
spectrum is modified by multiplying it with a window function, typically symmetric one
[143]. Common window functions include Hamming, Hanning, Blackman, and Kaiser
windows. Each of these functions exhibits unique properties and trade-offs, such as

balancing the mainlobe width and sidelobe suppression [112].

(a) normalized source spectrum (b) magnitude of PSF (d) magnitude of A-line
G(k) with nonlinearities d(z) with sidelobes (c) magnitude of structure a(z) s(z) with sidelobes
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Figure 3.3: Extension of example demonstrated in Figure 2.9 where the top (i.e., from (a)-
(d)) is the replica from the nonlinearity case in Figure 2.9 whereas the bottom (i.e., from
(e)-(h)) shows the effect of applying spectral reshaping with Gaussian windowing to
address the sidelobe artefacts.

However, spectral reshaping techniques introduce trade-offs between axial
resolution and sidelobe suppression [82]. As illustrated in Figure 3.3 (f) and (h), these
techniques effectively suppress sidelobes near the main peak, resulting in a cleaner and
more accurate representation of the signal. However, the suppression of sidelobes occurs
simultaneously with the broadening of the structure peaks. As the width of these peaks
broadens, distinguishing between adjacent objects becomes increasingly difficult, leading

to a reduction in achievable axial resolution. Furthermore, as linear techniques they are
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limited in the degree of sidelobe suppression that they can achieve and have difficulty
accurately removing artefacts from sharp image features such as tissue boundaries.

Because these sidelobe artefacts arise from convolution of the scattering
amplitude with the axial PSF, deconvolution can be explored to compensate for the signal
distortions introduced by the convolution.

If the PSF of an OCT system is known, deconvolution techniques such as Lucy-
Richardson [148], [149], CLEAN [150], or gradual iterative subtraction (GIS) [111] can
be used to suppress the artefacts by deconvolving the axial PSF from the measured A-
lines, resulting in an improved image quality. In addition to suppressing sidelobes,
deconvolution can also be used to achieve improvements to resolution and noise [148].
For instance, the CLEAN method [111], [150], [151], also known as orthogonal matching
pursuit [152] (OMP), is an iterative deconvolution algorithm that was initially developed
in the field of astronomy to reconstruct images of celestial objects from data that has been
blurred by the instrument's PSF. This method is particularly advantageous in applications
where the data contains a few dominant components that need to be identified and

separated from background noise and artefacts [82], [150].
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Figure 3.4: Overview of the CLEAN algorithm, summarised based on the description from

[150], [151]

The general implementation of the CLEAN method is illustrated in Figure 3.4.
The fundamental concept behind the CLEAN algorithm is to iteratively identify and
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remove the dominant components from the local maximum found in the spectrum [150],
[151], ultimately unveiling the underlying structure. The algorithm begins by initialising
a sought vector (output) to zero with an original input spectrum containing the desired
structures, sidelobe artefacts, and noise. In each iteration, the most significant peak (or
component) in the spectrum with artefacts is identified and added to the sought vector.
Subsequently, inverse Fourier transformation (IFT) of the updated sought vector is
computed. The updated reconstruction is then subtracted from the original input
spectrum, effectively removing the contribution of the dominant component while
preserving the underlying structure. The subtracted result becomes the new input
spectrum containing the remaining structures, artefacts, and noise for the next iteration.
This iterative process continues until a sufficient number of iterations have been executed
or a stopping criterion is satisfied. Upon completing the iterations, the resulting vector
contains meaningful peaks corresponding to the structures uncontaminated by artifacts.
Other iterative approaches, such as Lucy-Richardson deconvolution [148], [151]
and GIS [111] work in a similar way. However, they exhibit differences in their specific
implementation techniques and stopping criteria. In the Lucy-Richardson method [148],
the signal estimate is iteratively improved by minimising the discrepancy between the
sidelobe-corrupted A-line and the estimated signal convolved with the PSF. Conversely,
the GIS algorithm incrementally removes unwanted sidelobe components from each pixel

along the A-line [111].
3.4.2 Impact of OCT noise contribution in deconvolution

The convolution theorem states that the Fourier transform of the convolution of two
signals is equal to the pointwise product of their Fourier transforms [110]. This implies
that a signal @(z) can be recovered from the convolved and sidelobe-corrupted signal

I (k) by inverting the convolution process, as shown in (2.9):

_ [ 1R 3.1
WD) = F {F{d(z)}} 3.1

Naive deconvolution, as (3.1) shows, involves dividing the Fourier transform of
the convolved signal by the Fourier transform of the convolution kernel in the frequency

domain. Subsequently, the original signal a(z) is obtained through the inverse Fourier
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transform of the results. This seemingly straightforward division operation, known as the
inverse problem, appears to be adequate to reconstruct a sidelobe-free a(z) in OCT
through the deconvolution operation.

Unfortunately, though, the deconvolution problem is ill-posed due to the presence
of noise during signal acquisition [151], [153], which complicates the deconvolution
process. Inverse problems such as deconvolution can generally be classified as either
well-posed or ill-posed [153], [154]. A well-posed inverse problem is one in which a
solution exists, a unique solution can be determined, and the solution remains stable
when subjected to small perturbations in the data or the model [155]-[157]. When
reconstructing sidelobe-free OCT signals by the naive deconvolution shown in (3.1), the
presence of noise destabilises the deconvolution process® and small variations in the noise
can result in significantly different estimations of the structure.

In OCT, shot noise, relative intensity noise (RIN), and thermal noise are the
primary sources of noise [94], [142], [158]. To achieve optimal OCT performance, the
system should operate in a shot noise-limited regime [82], [94], where shot noise is
considered the dominant factor in the overall noise contribution, while other systematic

noise sources are effectively suppressed through careful design and balanced detection

[103], [158].

Shot noise

Shot noise originates from the quantum nature of photons interacting with the detector,
and its intensity is governed by the optical power in the reference arm [82], [87], [100].
Photons from the incident light are absorbed at random, generating photoelectrons
according to a Poisson probability distribution function. In fact, the SNR advantage of
FD-OCT over TD-OCT can be attributed to the significant reduction in shot noise
achieved by performing simultaneous axial acquisition in the Fourier domain [80], [82],

[95].

“ie., [1(k) + Inpise] /[FH{d(2)} = 0]
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Relative intensity noise (RIN)

Relative intensity noise (RIN) [80], [87], [158] characterises the unwanted amplitude
fluctuations of the light source, expressed as a function of amplitude over optical
frequency. If these fluctuations contain significant frequency components within the
signal detection band, they can degrade the SNR and produce sidelobe artefacts.

In the case of the akinetic laser source discussed in this thesis, the akinetic laser
demonstrates a remarkably flat RIN variation, attributable to the absence of mechanical
tuning mechanisms within the laser [82], [99], [119]. This characteristic is considered an
advantage of akinetic all-semiconductor lasers over kinetic lasers, as the frequency-
dependent RIN in kinetic lasers is significantly influenced by mode hopping related to
wavelength tuning and mode competition, particularly in lasers with longer cavities [82],

[107].
Thermal noise

Thermal noise [85], [87], [94], another type of noise, affects the optical detector because
of electronic thermal fluctuations. It is typically modelled as white Gaussian noise [94]

and is independent of the optical power in the reference arm [82], [85].

Even in the ideal case where a noiseless OCT signal can be obtained, the axial PSF is
considered band-limited assuming the PSF is spatially localised and approximated as a
delta function. This means that the value of the PSF could be zero when the signal is also
zero®, which implies that there may be no solution for the deconvolution process in such

cases.
3.4.3 Sparsity-based deconvolution method

One approach to addressing ill-posed problems involves introducing supplementary
information [154], [159], known as regularisation terms, which can be derived from
observations or assumptions about the signal [160], [161]. These terms aid in
transforming ill-posed problems into well-posed ones by incorporating numerical

constraints or penalties into the problem formulation, thereby yielding a more stable

“ie., [I(k) = 0]/[F~*{d(2)} = 0]
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result. For example, drawing a picture without any specific context can be challenging,
However, if someone provides a hint that the expected picture is of a cat on a letter-sized
paper, the drawing becomes more predictable and focused. Similarly, regularisation terms
supply additional information that constrains ill-posed problems. These terms typically
serve to constrain the solution in particular ways, such as promoting smoothness or
sparsity.

In signal processing, sparsity pertains to the count of elements that are either zero
or nearly zero [152], [162]. This principle carries significant relevance in the realms of
signal and image processing, primarily because it facilitates efficient data representation
and processing [161], [163], [164]. For example, let us consider a photograph of a cat,
which can be reinterpreted as a simple line drawing. This minimalist rendering can
effectively capture the key visual features, enabling straightforward identification. Thus,
the line drawing represents a sparse depiction of the original image, distilling the essence
while discarding less critical details, such as the texture of the fur. The sparsity of a
description is a measure of its conciseness, indicating how efficiently the signal can be
represented using a minimal number of significant elements. While a sparse
representation can be useful for reducing the amount of data that needs to be processed,
stored, or transmitted while still preserving critical information [151], [156], [164], there
is often a trade-off between sparsity and reconstruction fidelity. For instance, consider the
example of a cat drawn on a letter-sized paper again. A sparse description like "a cat on a
piece of paper" is more concise, but it may omit details such as the position of the cat's
tail, the colour of its fur, or the expression on its face. To retain these details, a more
elaborate description might be necessary, even if it results in a less sparse representation.
The trade-off between sparsity and reconstruction fidelity is a common challenge in
sparse signal processing, necessitating careful consideration of the specific application
and signal characteristics to maintain the balance between sparse representation and the
preservation of essential details [151], [165], [166].

The choice of description, or basis in mathematical terms, plays a crucial role in
determining the potential sparsity that can be achieved with given basis. An effective
basis for sparse signal representation should the signal to be represented with a small

number of non-zero coefficients, with the remaining coefficients being close to zero.
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Different basis functions can be employed depending on the specific application
and signal characteristics. Commonly used basis transformations that aim to generate a
sparse representation include the discrete wavelet transform (DWT) [151], [167], [168],
the Fourier transform (FT) [151] etc. For example, DWT, defined by a scaling function
and a wavelet function, is particularly advantageous in applications of image
compression, denoising, feature extraction, and edge detection as it allows for signal to be
represented using a series of wavelet coefficients, which sparsely models the signal using
a hierarchy of various scales and frequencies, In contrast, the Fourier Transform focuses
on analysing the frequency content of signals and images and is often employed in image
processing applications, including image filtering and restoration by decomposing a

signal or image into a set of sinusoids, each representing the signal at different

frequencies.
(a) time domain representation (b) frequency domain representation (c) time domain representation
of a noisy 15 Hz sine wave of a noisy 15 Hz sine wave of a reconstructed 15 Hz sine wave
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Figure 3.5: Example of sparsity and its application: (a) 15Hz sine wave with additive
Gaussian noise in the time domain, (b) frequency domain representation of the 15Hz sine
wave with additive Gaussian noise, where the red arrow indicates the main frequency
component (15Hz) and the red dashed line represents the approximate threshold value
based on the amplitude of noise across all frequency bins, (c) the reconstructed clean signal
obtained by applying the threshold in the Fourier domain, where the sine wave can be
sparsely represented.

Consider a 400-point, 15Hz sine wave signal with white noise as shown in Figure
3.5. In the frequency domain, this signal can be represented by just one main peak with
small ripples, as opposed to the 400 non-zero coefficients needed to describe the signal in
the time domain. The frequency-domain representation of the signal is sparse while the
time-domain representation is not. This information can be used to compress the signal

and restore a noise free signal. In the case where a signal contains noise, it can be first



60

expressed using its sparse basis, and then thresholding can be applied to remove the
noise. As random noise does not exhibit sparsity in any domain, it is readily
distinguishable and can be effectively separated from the signal of interest.

The concept of sparse representation is relevant to areas like compressed sensing
(CS) [155], [163], which has been widely used in MRI imaging [155] and other
biomedical imaging techniques. In these applications, the goal of CS is to recover a
sparse signal from a limited set of measurements. In signal estimation problems, the goal
is to obtain a high-fidelity estimate of a signal from a lower-fidelity measurement
contaminated by noise. A common approach to generate this estimate involves
conducting an optimisation over the signal space which is achieved by minimising a
specific cost function. This cost function quantifies the fidelity of the estimate in relation
to the measured signal and integrates any constraints on the signal, such as those imposed
by regularisation. In such frameworks, regularisation is achieved by imposing a
constraint to the cost function that includes the desirable characteristics of fidelity and

sparsity expressed using various norms. The [,-norm ||x|| of a signal vector x; is
P

defined as

voo\p
||x||p — (ZIxi|p> (3.2)

where x; is the i-th element in a vector x. The most common norms in signal estimation
are the [y, [;, and [, norms. The [, norm, a direct measure of sparsity, is defined as the
number of non-zero elements in the signal vector, while the [; norm is the sum of the
absolute value of the elements. Minimising the [;norm promotes sparsity and is often
used in practice for sparse recovery due to its computational efficiency and convexity®.
The [, norm, calculates the square root of the sum of the squared coefficients but does

not promote sparsity as effectively as the [;norm.

A function is convex if for any two points a and b in the domain of a function f, and for any t in the range [0, 1], that

f(ta + (1 — )b) < tf(a) + (1 — t)f(b) [154].
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Figure 3.6: Geometrical interpretation of different norms in 2D space. (a), (b) and (c) are
the unit ball representation of [y, [; and [,, respectively. The two arbitrary axes are the
vertical and horizontal components of vector where the yellow contour represents a
constant value of the residual error between the approximation and ground truth.

The previous discussion can be explained through visual representation with
Figure 3.6 where the solid red line represents the aforementioned regularisation norms.
Assume in a 2D space and for the [, norm, the same value lies along either the x; or x,
axis, as there is only one non-zero element. The [; norm can be visualised with a
diamond that distance between each corner to the origin equals, whereas the [, norm is
expressed as a unit circle. Each contour represents a constant value of the error term
between the estimation and the ground truth. The error is minimised at the red point and
increases as the contour moves away from it. As the contour approaches the origin, it
touches the constraint imposed on the solution. For the [; norm, the solution is found
where the contour touches the diamond's corner and intersects the x, axis, yielding a
sparse solution with one of the two coefficients (the x; coordinate) in the 2D vector being
zero. This is the same solution that would be achieved with an [, norm [152]. However,
minimising the [, norm results in a non-sparse solution, with both x; and x, components

non-zero.
3.4.4 Basis pursuit denoising (BPDN)

In the 1990s, Donoho first recognised that by applying linear programming methods to

minimise a cost function involving an [; norm, one can find an estimate of a signal within
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an overcomplete signal basis dictionary® that maximises the sparsity of the representation
[152]. This optimisation method, called the basis pursuit, was shown to have an wide
applicability across many fields including image processing [171], [172],
communications [166], spectral estimation [159], speech processing [166], [173], music
[165], [173], medical imaging [174] and biomedical signal processing [174], [175] in
which signals of interest are empirically known to be sparse in some basis.

A formulation of the problem of finding a sparse estimate of a given signal that is
amenable to efficient, global optimisation using convex optimisation methods is the basis
pursuit denoising (BPDN) problem. This problem has been widely applied and has been
shown to be effective at reducing noise and at achieving super-resolution [170], [172] in
many fields including OCT imaging. The conventional formulation of the BPDN problem

is typically presented as the minimisation of a cost function, expressed as:

1
argmin <§I|s— Dx||2 +/1||x||1) (3.3)
X

Where x is a vector on a defined, overcomplete dictionary D, s is a signal to be sparsely
represented and, A is a regularisation parameter [176]. The first term in the cost function
represents the squared error between a measured signal s and its sparse representation
Dx. The second term is the A-weighted [; norm of the vector x. As famously shown by
Donoho [152], minimising the [; norm of a vector maximises its sparsity and so the
second term in the cost function favors solutions in which x is more sparse. The
regularisation parameter A balances the trade-off between sparsity and fidelity where a
larger value of A emphasizes sparsity [161], [176], leading to a sparser representation, but
potentially sacrificing some fidelity between the estimate and the measured signal. On the

other hand, a smaller value of A prioritizes the fidelity term, resulting in an estimate that

2 In signal processing, a dictionary refers to a set of elements or components that can be used to construct or reconstruct
signals. A dictionary is deemed complete if it enables the reconstruction of a signal with a linear combination of the
smallest number of elements. This concept is embodied in Fourier analysis, which is often regarded as a complete
dictionary since it consists of sine and cosine functions at varying frequencies. On the other hand, an overcomplete
dictionary possesses more elements than the essential minimum required for signal reconstruction. This surplus of
elements provides an added level of flexibility in the reconstruction process, thereby offering more versatility in
handling diverse or complex signals [152], [169], [170].



63

more closely resembles the measured signal but with a less sparse representation. An
acceptable value of A generally needs to be determined empirically on the class of signals
being sparsely represented.

While capable of producing excellent sparse representations of signals, the BPDN
problem is computationally intensive to solve, and its complexity increases with the size
of the dictionary [164]. However, for time- or space- invariant signals that have a
convolutional structure, this structure can be exploited to substantially reduce the size of
the required dictionary for BPDN and hence the complexity of the optimisation problem
[156]. The convolutional basis pursuit denoising problem CBPDN is a variant of BPDN

that assumes a convolutional structure for the signal. Its general formulation is [176]:

1 M 2 M
argmin S|1s— z dp * x| +4 Z |12, 111 (3.4)
. m=1 2 m=1

Where the search is conducted over multiple sparse vectors x,,, and the dictionary
consists of multiple convolution kernels d,, that are convolved with the x,,, and summed
to sparsely approximate the measured signal s.

For the purposes of the present study, we make the simplification that M = 1
since we aim to deconvolve a single PSF from the measured signal. This simplifies

equation results in (3.4) to

1
argmin {- [1s(2) - d(2) « @)} + A1} (3.5)

However, these conventional deconvolution and sparsity-based methods require a
priori knowledge of the PSF (i.e. of the convolution kernels d(z)) from either numerical
modelling [177] or experimental measurements [148]. Such methods therefore have
difficulty in addressing sidelobe artefacts when the PSF varies over time due to thermal
and mechanical drift [99] and they require system-specific calibration to measure the
PSF, adding complexity and cost to the system design. Depending on the implementation,
measuring the PSF may also entail interrupting imaging, causing a decrease in frame rate.

A preferred approach, which we demonstrate for the first time in this study, is to
estimate and then deconvolve the axial PSF using only data collected as part of normal

imaging, performing so-called blind deconvolution in which the axial PSF is determined
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from imaging data rather than from a separate measurement. While blind deconvolution
techniques are common in image processing [178] and have been previously been applied
to improving lateral resolution in OCT [179], [180] to the best of our knowledge this is
the first application of blind deconvolution of the complex PSF from OCT A-lines to
address the problem of axial side-lobe artefacts. Our sparsity-regularised approach to
blind deconvolution of OCT A-lines is model-free and requires no modification to
hardware or image sequencing. The method can be applied to already-collected OCT

data, so long as the complex A-line data or spectrogram data was retained.
3.4.5 Convolutional sparse coding

If a signal is known to have a convolutional structure — i.e., to consist of a PSF convolved
with an unknown vector — and the unknown vector is known to be sparse, i.e., to have a
significant fraction of its elements with negligibly small amplitudes, sparse representation
methods can be applied to the problem of estimating the unknown vector and the PSF
from measured signals [181]. While the sparsity of OCT images is application-specific,
many OCT tissue images contain a large fraction of non-reflective regions that would
have zero intensity in an ideal image. This makes OCT images good candidates for
applying techniques that attempt to reconstruct a maximally sparse estimate of the image
consistent with the data.

Over the last 20 years, sparse representation techniques that employ optimisation
over an [ynorm to find the sparsest representation of a vector within an overcomplete
dictionary [182] have been widely applied across many fields of signal processing for
denoising [183], compressed sensing [184], interpolation and unsupervised machine
learning [185]. The general framework for sparse optimisation can be applied to the
problem of deconvolution in which a measured signal is assumed to be formed as the
convolution of a PSF, typically a short pattern that is repeated throughout the signal, and
a sparse vector containing information about where in the signal the pattern occurs and its
local amplitude [164]. In cases where the PSF is not known a priori, dictionary learning
approaches can be used to estimate the PSF from examples of the measured data [164]
which turns the sparse estimation into a blind deconvolution method. In recent years,
such approaches have been extensively developed in the fields of image processing [166],

[169], [186], analysis of neural signals [187], and in the analysis of music [188], [189].
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Sparse representations have previously been used in the processing of OCT
images. Compressed sensing (CS) techniques that use sparse representations have been
applied to reduce the number of spectral or spatial samples needed to form OCT images
[160], [190]. Sparsity-based denoising [191] and image compression [192] techniques
have also been developed for processing of B-mode OCT images. Sparse estimation
techniques have also been applied to A-line reconstruction [193], [194] to improve axial
resolution. However, to our knowledge, sparsity-based processing approaches have not
previously been applied to the deconvolution of A-line OCT data. A-line deconvolution
requires the extension of sparse representation methods originally developed for real-
valued signals to allow for both a complex PSF and a complex sparse vector. It also
requires methods for ensuring that sparse representations correctly capture tissue speckle,
which is an inherently non-sparse and essential feature of OCT imaging data.

In this study we present a novel blind deconvolution method for complex OCT A-
lines based on a sparse representation that is tolerant of tissue speckle. We show that our
method is effective in simultaneously suppressing sidelobe artefacts and noise from OCT

images while preserving tissue speckle.

3.5 Convolutional sparse coding for A-line deconvolution

We approach the deconvolution of OCT A-lines by representing A-line estimation using
the convolutional sparse coding (CSC) problem, a well-studied problem in sparse
estimation theory [195]. The CSC problem is a minimisation problem over the vector

x(z) expressed as

1
argmin {- [1s(2) - d(2) « @)} + A1} (o)

where the cost function in (3.6) includes an [, term expressing the fidelity between an
input A-line signal s(z) and the convolution between an axial PSF d(z) and an estimate
of the scattering amplitude x(z) and an [; regularisation term that enforces the sparsity of
x(z). A regularisation parameter A determines the relative weighting between the fidelity
and sparsity terms. Larger values of 4 will promote the sparsity of the estimate x(z) at
the expense of fidelity while smaller values will favour fidelity between s(z) and d(z) *

x(z) at the expense of sparsity. An acceptable value of A generally needs to be
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determined heuristically on the class of signals being sparsely estimated [171]. (3.6) is a
simplified form of the more general CSC problem (3.4) which involves a sum over
multiple convolutional terms [195]. To be more specific, when applied to OCT A-line
signals with (3.4) as deconvolution method, we can assume a structure for the signals s in
which there is a single convolution kernel, namely the axial point spread function. In this
case we can reduce the sum over m to a single term in which we interpret the
convolutional kernel d (where we have dropped the subscript m) as the PSF and the
sparse vector x as a sparse estimate of the scattering amplitude a(z).

Because the CSC problem is designed to find a sparse estimate of each OCT A-
line, its success depends on the scattering amplitude a(z) of the tissue actually being
sparse. In many applications, OCT A-lines are macroscopically sparse [161], containing
relatively few brightly reflecting structures and large regions with no reflectors.
However, within tissue regions, OCT images exhibit speckle, a temporally static,
spatially random texture that is not microscopically sparse [190], [196]. When sparsely
regularised optimisation methods are applied to speckle-containing images, the
optimisation tends to cause loss of brightness when low-intensity points within a speckle-
containing region are set to zero intensity to increase the sparsity of the estimate x(z).
Within the CSC framework, this effect can be mitigated by using a spatially varying
weighting of the [; term in the cost function whereby a larger weight is applied to the [;
term in regions that are free of structure and a smaller weight is applied in regions

containing structure. This weighted form of the CSC problem is given by [166]:

1
argmin {- [1s(2) - d(2) « @3 + AW @]} (.7)
X
where W (z) is a depth-dependent weighting factor applied to the [, term.
3.5.1 Convolutional dictionary learning for axial point spread function estimation

However, applying CSC-based optimisation as a sparsity-regularised deconvolution
method still requires that the PSF d(z) be known a priori and provided as an input to the
optimisation process. This means that as we have formulated it, CSC is a deconvolution
method rather than a blind deconvolution method. To develop CSC into a blind

deconvolution method, the CSC problem can be extended to also include optimisation
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over the PSF d(z). This enhancement is called convolutional dictionary learning (CDL)
[176]. In CDL, the PSF is determined through optimisation over a set of K OCT A-lines.
The CDL problem can be written as:

argmin {%;Ilsk(z) — d(2) *x,(DI7 + lkz=1||xk(z)||1} (3.8)

dxy
s.t.[ld@)]l; =1
where the minimisation runs over both a PSF d(z) and a set of K sparse A-line estimates
X, (z) such that the average error between the sparse representations d(z) * x;(z) and a
set of K measured A-lines s;,(z) is minimised. When applied to OCT A-lines collected
over a short enough period that the PSF remains stable, the s, (z) can consist of A-lines
at different lateral locations within an image in which case k indexes the lateral location.

The solution to this minimisation problem consists of a set of sparse vectors
x; (z) that are estimates of the scattering amplitude a,, (z) at each of K lateral locations
and an estimate of the axial PSF d(z), assumed to be independent of lateral location
k[109]. In determining d(z), the optimisation identifies axially shift-invariant patterns
that are common across and within the measured signals s, (z) while ignoring features
like background noise that are spatially random across and within A-lines. Used in this
way, the CDL problem of (3.8) amounts to a sparsity-regularised blind axial
deconvolution of a complex 2D OCT image.

The CDL problem can be efficiently solved by alternately optimising for the
xx(2) with d(z) fixed in a sparse coding step and optimising for d(z) with x; (z) fixed
in a dictionary update step [197]. For efficient solution of both the CSC and the CDL
problems, one can use (among other options [176], [198]) the alternating direction of
multipliers method (ADMM) [195].

The ADMM is a mathematical approach for solving convex optimisation
problems by transforming the original cost or objective function which may not
necessarily be convex—into a convex problem [154], [157], [199], [200]. This
transformation is achieved through constructing an augmented Lagrangian of the original
objective function, introducing dual variables, and then iteratively updating the primal
and dual variables. For example, an optimisation question can be expressed in the form

[154]:



68

argmin f(x) + g(z) s.t. Ax+Bz=c¢ (3.9
where x € RS, z € R™, Ae RP*™, Be RP*™, ¢ € RP, that is x, z and c are real-valued vectors
with s, n and p elements, respectively. And A and B are real-valued matrix with p rows
and n column. The augmented Lagrangian can be constructed by defining a dual variable
¥, a penalty parameter p > 0 where it combines the objective function with the
constraints into a single equation that can be solved for the optimisation values [154],

[200]:

Ly(x,2,) = f(x) + g(z) + y"(Ax + Bz — ¢) + g lAx + Bz —c|Z  (3.10)

The result of the second term, denoted as y* (Ax + Bz — ¢), is a scalar value,
which measures the extent of constraint violation. The last term in the Lagrangian
function serves as a penalty factor imposed on the [, norm of the constraint violations.
Denoted by p, this parameter controls the degree of this penalty. Higher values of p lead
to a larger penalty for constraint violations, pushing the optimisation process more
aggressively towards solutions where the constraints are satisfied. Assuming that the
f(x) and g(z) are convex and initializing the variables x, z, and y, The ADMM then
follows a three-step iterative procedure in each k + 1 iteration until a specified
convergence criterion is satisfied [154], [200]:

1. Solve the following to update x while fixing z and y:

xtk+1} = argmin{f(x) + (v)T(Ax + Bzk — ¢)
X

+ (‘2—)) lax + Bz* — cl3) G0
2. Solve the following to update z while fixing x and y:
ZU+1} = argmin{g(z) + (YT (Ax**Y + Bz — ¢)
z
b () axt + 52 - o) o
3. Update the Lagrange multiplier y:
yE+h = yk 4 p(Axtert 4 pztk+1l — ) (3.13)

In the framework of ADMM, the roles of primal and dual residuals, represented as r and

s respectively, are twofold [157], [164]. First, they serve as stopping criteria, bringing the
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iterative process to a halt upon reaching predetermined thresholds. Second, they

dynamically monitor and measure the extent of constraint violations:
rk = xk — zk (3.14)

sk = —p(zk — z¥*1) (3.15)

The rate of convergence in the ADMM is closely tied to the penalty parameter p,
with the performance of ADMM dependent on its initially chosen value. Notably, a
smaller value of p tends to favor a reduction in dual residual, possibly at the expense of a
larger primal residual. Given the dynamic nature of the residuals throughout the iterative
process, a static value of p may not always produce efficient convergence. It is therefore
preferable to dynamically adjust the value of p with an adaptive mechanism, as it
maintains a balance between the primal and dual residuals, ensuring that the algorithm
converges more effectively [164].

The specific methods of updating variables x and z depends on the forms of f(x)
and g(z). If they are differentiable, methods such as gradient descent can be used. In the
case where those functions are not differentiable, alternatives such as proximal methods
can be considered [154], [176], [195], [195], [200].

We describe the ADMM method as applied to the CDL problem below. ADMM
solves the CSC problem in a similar way, only with a fixed, known d(z) and a single
measured A-line s(z) and a single sparse vector x(z) in licu of the ensembles of K

measured A-lines s (z) and sparse vectors xj (z) used in CDL.

3.5.2 Convolution dictionary learning and convolutional sparse coding in the
complex domain

For complex-valued x; (z) and d(z), the sparse coding step in conventional CDL
ADMM solvers designed for real-valued signals must be modified to work with complex
vectors as originally proposed in [201]. The cost function of (3.8) can be generalised to

complex xj (z) and d(z) by defining the [; and [, norms on complex arguments as
N
1@l = ) 1) (3.16)
i=1

and
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Isk(2) — d(2) = x,.(2)I3 = ZISR(Zi) — d(z;) * x(z) | (3.17)

where N is the number of pixels in the axial direction, |-| denotes the magnitude of a
complex number and s, (z), d(z) and x;(z) are all complex vectors.
In the ADMM method, the sparse coding step is solved by converting (3.8) to

matrix form

1
argmm{EnDX—sng +/1||X||1} (3.18)
X

where D € CV*V is the matrix form of the convolution operator with d(z) such that
d(z) * x;,(z) = DX, S = [s,(2), ..., 5, (2), ..., sk (2)] € CN*K is a matrix formed from
the measured A-lines s, (z), and X = [x;(2), ..., Xx(2), ..., xx (2) ] € CV*X is a matrix
formed from the sparse vectors x; (z). DX is then the sparse estimate of S. N is the
number of elements in x and s.

The problem is then transformed into a constrained optimisation problem which is
solved by minimisation of an augmented Lagrangian function containing a dual variable
U € CV*K and an auxiliary variable ¥ € CV>*K_ A real, positive parameter p governs the
rate of convergence. In this study p is selected using the adaptive method described in

[164].
1 2 p 2
Ly(X,Y,U) = = [IDX = SII3 + AVl + 51X =¥ + U[3 (3.19)

3.5.3 Find X that minimises L P with Y held constant

This problem can be formulated as

1
argmin{EHDX—sng +%’||x-y+ U||§} (3.20)
X

This minimisation can be solved by setting the derivative of L, to zero, leading to a linear

equation system:

(DHD + pD)X = DHS + p(Y — U) (3.21)
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where the H superscript denotes the Hermitian transpose. The equation system can be
solved in the frequency domain by taking the discrete Fourier transform (DFT) of both

sides
(DD + pI)X =D"S + p(Y - D) (3.22)

where 4 is the DFT of A. The solution can then be obtained by exploiting the Sherman-

Morrison formula [164].
3.5.4 Find Y that minimises L P with X held constant

This problem can be written as
. P 2
argmin {/1||Y||1 + > |X —Y + U|| } (3.23)
Y

This is the step that must be modified for complex variables. When X, ¥ and U are real-
valued, the problem has a closed-form solution

V=38(X+0) (3.24)
D

where S(+) is the soft thresholding operator defined for real-valued 4 as

S, (A) = sign(4) © max(0, |4| —y) (3.25)
where © denotes element-wise multiplication and the sign(-) and max(-) functions are
applied elementwise.

However, the sign(-) operator is not defined on complex numbers. Following

[201] for A € C we define a complex soft thresholding function

A
CSy/p(A) = m O max(0, |A| —y) (3.26)

which is equivalent to (3.24) when 4 is real. CS;,,(A) preserves the phase of the
complex vector for |A| > y and collapses vectors with |4| < y to the origin on the
complex plane. This function provides a closed form solution to (3.23) for complex
vectors.

The dictionary update step in the ADMM CDL solution is unaffected by whether

d(z), x(z) and s(z) are complex, and therefore does not require modification. A full
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derivation of the ADMM solution to the CDL problem with complex vectors using the
complex soft thresholding function can be found in [201].

In this study, we applied the CDL framework to perform blind deconvolution of
complex OCT A-lines with the goal of suppressing PSF sidelobe artefacts and noise
while preserving structural fidelity. All CDL and CSC processing used the open-source,
Python-based SPORCO toolkit [202] which, for this study, was extended to support
complex-valued sparse estimation using complex soft thresholding. SPORCO supports
several solvers, but all results in this study use its CDL ADMM solver or its CSC
ADMM solver. All source code and example data for the methods applied in this study
can be accessed from our public GitHub repository [203].

3.6 Methods
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Figure 3.7: Standard and proposed OCT A-line processing methods. The proposed method
uses convolutional dictionary learning for axial PSF estimation and convolutional sparse
coding for sparse estimation of the tissue structure.

OCT spectrogram data was collected using a previously described [106], [135]

OCT system designed around a 1550nm akinetic swept laser source (Insight Photonics
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SLE-101) with a sweep bandwidth of 40nm?, axial resolution in air of 40 um, lateral
resolution in air at the focus of 35 pm and a nominal sweep rate of 100 kHz. The beam
was scanned laterally using a 2D MEMS mirror (Mirrorcle A8L2.2). The system was
designed for imaging of the middle ear and by design it has lower axial and lateral
resolution than typical ophthalmic OCT systems. In each image dataset, we collected
10,240 A-lines over 102.4 ms and sampled every 20th line to form a B-mode dataset with
a lateral width of 512 pixels. We applied a standard set of A-line preprocessing steps to
the spectrogram data [82], which we will refer to as standard processing in this study.
Standard processing consisted of windowing with a Hann window to compensate for the
source spectrum non-uniformity, inverse discrete Fourier transformation (DFT) and fixed
pattern noise removal by mean subtraction [204]. The two processing methods are shown
in flowchart form in Figure 3.7. In what follows, the reference images have only had
these standard processing steps applied while the deconvolved images have had these
steps applied before applying the proposed processing.

Because the [; and [, terms in the cost functions of (3.6) and (3.8) scale
differently with s, s}, was normalised by its [, norm on each line prior to performing the
sparse optimisation so that the same value of A could be used across all A-lines. That is,
we rescaled 54 (2) to 5;,(2) = s, (2)/l|sk(2) ||,. Following convolutional sparse coding,
we rescaled x; to X}, = xi||S,(2) ||, to restore the sparse vector signal amplitude to the
level of the measured signal.

The set of normalised complex A-lines s, (z) form the input to the CDL ADMM
solver. In each image, we learned the PSF d(z), demonstrated in Figure 3.8, using a
subset of lines consisting of every fourth line out of the 512 (so that K = 128) using a
CDL solver with A=0.1, and then applied a CSC solver to obtain the sparse vector
X} (z) of all 512 lines using the PSF from the CDL solution. It is noteworthy that CDL
presupposes that the input image possesses features with a sparse convolutional structure,

indicative of a repeated, spatially shift-invariant pattern. In contrast, if the input image is

2 As of the time this manuscript was published [144], the sweep bandwidth was 40nm, as opposed 35.4nm mentioned in
the previous chapter. This sweep bandwidth improvement from 35.4nm to 40nm was achieved through a firmware
update.
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non-sparse or lacks a convolution structure with repeating patterns, it makes the CDL
calculation ill-posed. Although it is possible to learn the PSF starting from a random
initial guess [201], we found that picking one of the normalised A-lines as the initial
guess for the PSF d(z) accelerated the dictionary learning process while arriving at the
same PSF estimate.
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Figure 3.8: In this example of PSF estimation using OCT data, the PSF is estimated from
a subset of A-lines within an OCT dataset of a finger image, with one particular A-line
(indicated by a dashed orange line) serving as the initial guess®.

Figure 3.9 illustrates a comparison between the PSF estimation from OCT data (as seen
in Figure 3.8) and the PSF measured in Figure 2.16. The estimated and measured PSF
were taken in different experiments performed several weeks and so exact agreement
cannot be expected between them owing the variation introduced by environmental

factors and differences in stitching errors across laser calibration. Despite the lack fo

2 The image shows in Figure 3.8 and all images presented in this paper suffer from fan-beam distortion which mean that
the scalebars used are only approximate. Although our group developed a set of correction algorithms to remove fan-
beam distortion from OCT images collected with this system, these algorithms were not available at the time this work
was performed [135].
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detailed agreement, the general shape of the two PSFs is similar. Both the measured and
learned PSFs exhibit small yet discernible sidelobes when viewed on a linear scale. These
sidelobes become even more pronounced when the PSFs are presented on a logarithmic
scale. The difference in the PSF-background values between them is minimal, at only
0.86 dB, while the PSF-sidelobe values show a substantial difference of 12.23 dB.
Differences between the measured and estimated PSFs stem from the fact that the precise
shape of the PSF changes with each laser calibration. This is largely attributed to
stitching errors, which are sensitive by factors such as temperature fluctuations and other
environment factor changes. Consequently, every recalibration of the laser leads to
alternation in laser operational parameters. These differences emphasize the importance
of learning the PSF from image data since a PSF recorded at an earlier time and using a
different calibration likely doesn’t provide a good representation of the current PSF and

so may prove ineffective if used in deconvolution.
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Figure 3.9: From left to right: measured PSF, learned PSF, and an overlay of the learned
PSF on the Measured PSF. The top row illustrates the magnitudes of the PSFs on a linear
scale, while the bottom row represents them on a logarithmic scale. The measured PSF was
derived from the setup depicted in Figure 2.16. For the measured PSF, the PSF-sidelobe
and PSF-background values are 26.26 dB and 43.51 dB respectively. In contrast, the
learned PSF has PSF-sidelobe and PSF-background values of 23.10 dB and 49.18 dB.
Notably, the PSF-background values are nearly identical, but the PSF-sidelobe values
significantly differ between the two on the logarithmic plot.

In what follows we refer to d(z) * x'(z) as the sparse estimate of the A-line and

we construct the sparse estimate image from 20 log,,||d(2) * x},(2)|| where the lateral
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location is indexed by k. We refer to x'(z) as the sparse vector estimate of a(z), i.e., of
the complex tissue scattering amplitudes. We form the sparse vector image as
20 logollxx (2)|]. The sparse vector image is the final output from our proposed

processing method.
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Figure 3.10: Example of applying the proposed processing to an OCT image of a human
middle ear. (a) reference image with only standard OCT processing applied. (b) The
magnitude of the point spread function d(z) learned over a subset of 128 lines within the
512-line image by solving the CDL minimisation problem of (3.8) with A = 0.1. The
regularisation parameter A determines the relative weighting between the fidelity and
sparsity terms, as suggested in (3.6). (c) the sparse estimate image d(z) * x'(z) obtained
by solving the weighted CSC minimisation problem of (3.7). (d) the sparse vector image
obtained from CSC with 4 = 0.05 and without [; weighting (i.e., with W(z) =1
everywhere). (e) sparse vector image from (d) segmented into the tissue-containing regions
using Sobel filter-based edge detection (highlighted with dashed orange overlay). (f) sparse
vector image obtained by solving (3.7) with W (z) = 0.1 in the segmented regions of (e),
and W (z) = 1 elsewhere with a transition from W (z) = 0.1 to W(z) = 1 taking place
over 20 pixels in the regions distal to each segmented region. In all images, red arrows
indicate the sidelobe artefacts and white arrows highlight tissue regions of interest.

Figure 3.10 shows an example of applying the proposed processing to an OCT
image of a human middle ear. All images in this study are displayed on the same intensity

scale with a 50dB dynamic range [141]. Figure 3.10 (a) shows a reference image which is
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affected by sidelobe artefacts proximal to brightly reflecting middle ear structures
(indicated by the red arrows) as well as background noise. White arrows show weakly
reflecting structures in the image. Figure 3.10 (b) shows the learned PSF obtained by
solving the CDL problem of (3.8) and highlights the sidelobes (red arrows) that
contribute the artefacts in Figure 3.10 (a) and Figure 3.10 (c). The insets highlight a
region of the image where these artefacts are sufficiently severe to completely obscure an
empty region between the tympanic annulus and tympanic bone.

Figure 3.10 (c) shows an image generated from the sparse estimate d(z) * x'(z)
obtained from solving the CSC problem with the learned PSF. The sparse regularisation
[, term of (3.6) drives a substantial reduction in the background noise as x'(z) is made
sparse within the empty regions in the proximal and distal portions of the image. At the
same time, the fit d(z) * x'(z) achieves high fidelity with both the tissue structure and
the sidelobe artefacts. Figure 3.10 (d) - (e) depict the influence of applying a spatially
weighted mask on the [; term, as denoted in (3.7). This procedure preferentially reduces
the overall contribution of the sparsity term to the cost function, while keeping the value
of A constant in regions devoid of structure. Figure 3.10 (d) shows an image constructed
from the sparse vectors x'(z) without applying an [; weighting factor (i.e., with W (z) =
1) and with 4 = 0.05.

In this image, the sidelobe artefacts are highly suppressed because they are
contained entirely in the learned PSF d(z) and not in the sparse vectors x'(z). In the top
left quadrant of the image (highlighted in the inset), the empty region that was completely
obscured by these sidelobe artefacts in Figure 3.10 (a) and Figure 3.10 (c) is revealed in
the sparse vector image of Figure 3.10 (d). However, in the tissue-containing regions,
many pixels have been set to zero intensity by the sparse optimisation process to increase
the sparsity of the solution, resulting in loss of speckle brightness in the tissue regions.

This is an example of a central problem in applying sparsity-based image
processing to images that contain strong speckle, such as OCT or ultrasound images
[174]. Because the speckle makes the tissue regions non-sparse, the sparsity-based
optimisation will tend to set low intensity pixels in the speckle to zero intensity in the
sparse vectors X (z), potentially causing a loss of diagnostically useful information.

While it would be possible to apply despeckling prior to deconvolution, the non-linear
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nature of the despeckling process would destroy the convolutional structure of the OCT
image resulting in a lower fidelity deconvolution.

An alternate approach to mitigating the loss of speckle brightness is to apply a
spatially dependent weighting factor W (z) to the [; term in (3.7) that determines how
heavily sparsity will be weighted in different regions of the image. If coarse image
segmentation is applied to the image to roughly determine the extent of speckle-
containing tissue regions, then this segmentation can be used to weight sparsity less
heavily in regions containing tissue as compared to regions that do not contain tissue.

To apply this approach, we first obtained sparse vectors x;(z) at a fixed 1 =
0.05. These sparse vectors were nearly free of sidelobe artefacts due to the deconvolution
of the PSF. However, they also suffered from loss of speckle brightness. We then
segmented the sparse vector image for tissue structure by performing opening (erosion
followed by dilation), median filtering and Sobel filter-based edge detection [151]. Other
common segmentation approaches would serve equally well. The resulting segmentation
contours can be seen in orange overlay in Figure 3.10 (e). We defined a hard step in the
weight map W (z) at the proximal interface of each structure with a value of W(z) = 1
proximal to the interface and W (z) = 0.1 distal to the interface. Because in middle ear
OCT images, the distal boundary of structures is not well defined, a tapered weight was
used at the distal interface of each structure. From the distal interface obtained from
Sobel-filter segmentation, the weight W (z) was increased linearly over 20 pixels until it
equaled 1.

Figure 3.10 (f) shows the result of performing a second pass of the CSC
optimisation (i.e., solving (3.7)) with this weighting mask(orange overlay seen in Figure
3.10 (e)) In this final image, the artefacts remain well-suppressed, but without the loss of

tissue brightness seen in Figure 3.10 (d).
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(b)

Figure 3.11: (a) 3D volumetric OCT image of a human middle ear processed using the
standard processing of Figure 3.7. The red arrows indicate strong sidelobe artefacts arising
from bright specular reflections from the tympanic membrane. (b) The same volume
processed using the proposed processing on a slice-by-slice basis displayed with the same
dynamic range. Sidelobe artefacts are well suppressed. The shown scalar bar might not be
geometrically accurate at the time of this manuscript's publication.

Figure 3.11 shows the results of applying this process to a full volumetric dataset
of a human middle ear. Processing the data using standard processing (Figure 3.11 (a))
results in prominent sidelobe artefacts wherever strong, specular reflections occur (red
arrows) which obscure structures behind the artefact and clutter the image. More subtly,
sidelobe artefacts introduce a haze around all structures at air-tissue boundaries and make
thin structures like the tympanic membrane (TM) appear thicker than they are. Figure
3.11 (b) shows the results of applying the proposed blind deconvolution method on a
frame-by-frame basis within the volume. The sidelobe artefacts are well suppressed and
previously obscured structures become visible. The TM appears thinner because it is no
longer being axially smeared out by the PSF. Figure 3.11 is a still frame of a 3D
volumetric OCT of a healthy volunteer which shows the standard-processed and

deconvolved volumetric datasets being rotated.

3.7 Performance assessment

A wide range of image quality metrics have been used in evaluating OCT image

processing algorithms, particularly despeckling algorithms. The structure similarity index
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measure (SSIM) [205] measures similarity between a gold standard image and a
processed image to determine similarity. It is not an effective measure of the quality of
deconvolved images because there is no gold standard image to compare the sparse
vector image to. Edge preservation index (EPI) [168] measures the edge distortion and
equivalent number of looks (ENL) [206] is a measure of the smoothness of an image
within a region of interest (ROI). While useful in evaluating despeckling algorithms,
these metrics are of little use in evaluating deconvolution algorithms since deconvolution
tends to decrease smoothness by making features better defined, by increasing the
apparent resolution of structures [148], [150] and by increasing speckle variance [148].
As a result, EPI and ENL scores will nearly always be worse for sparsely deconvolved
images, even when these images are perceptually better at capturing the underlying tissue
reflectance than the original image.

Given the limitations of these image quality metrics for our use case, we opted to
quantitatively assess the performance of our CDL processing pipeline using three simple
metrics that have previously been used to evaluate deconvolution algorithms for OCT
and/or ultrasound imaging, the SNR [148] the contrast (C) [207] and the generalised
contrast-to-noise ratio (gCNR) [208]. In applying these metrics, we compare the image
produced using the proposed CDL-based sparse deconvolution and a standard-processed
reference image.

SNR is defined as the ratio of mean intensity in a ROI containing structure to the
standard deviation of intensity in a background region free from structure or sidelobe

artefacts:

U
SNR = 1010g100—h (3.27)

b
where u, and g, represent the mean intensity (in linear units) of a tissue-
containing region and standard deviation of intensity in a background region.
Contrast measures the ratio of mean image intensity between two ROIs within the
image (e.g., regions H, and H, in Figure 3.16):
l'l‘rl

T2

C =10logy (3.28)
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gCNR is a bounded metric ranging from 0 to 1 that quantifies distinguishability in
terms of the Bayesian probability of correctly assigning a given pixel to one of two
defined regions using a threshold-based binary classifier [209]. gCNR is insensitive to
changes in speckle statistics and to the image’s dynamic range. To a good approximation,
gCNR is a simple function of the overlap integral between the greyscale intensity
histograms of two ROIs. A gCNR close to unity indicates that two ROIs can be
distinguished with a high confidence and that their intensity histograms are nearly non-
overlapping while two regions with gCNR close to zero are nearly indistinguishable and
have highly overlapping intensity histograms. Because of its basis in an operational,
Bayesian definition of distinguishability, gCNR offers a valid way of assessing change to
distinguishability between two regions that is free of any assumptions about the speckle

statistics [209]. gCNR is given by:

N-1
gCNR =1 — z min(rl(xk), rz(xk)) (3.29)
k=0

where 7, (x;) and 7, (x;,) are normalised log-intensity histograms on the N = 256
greyscale levels x;, of the pixels within the 50dB display dynamic range in the regions 1

and 2.

3.8 Results and discussions

Figure 3.12 shows the results of applying the proposed processing to in vivo OCT images
of a human middle ear, the palmar aspect of a fingertip, the side aspect of a fingertip, and
an onion. All images were processed with a fixed A = 0.1 for the CDL step, followed by
the two-pass CSC processing method shown in Figure 3.7 with a value of 1 selected
heuristically for each image to achieve the best perceptual image quality. The top row
shows the reference images, processed using the standard processing method. The bottom
row shows the results of applying our proposed processing method.

The values of the regularisation parameter A and weighting factor W (z) are given
above each image. Qualitatively, in all images, both the sidelobe artefacts (indicated by
white arrows) and the background noise level are substantially reduced in the sparse

vector images while the contrast of speckle and tissue boundaries is enhanced. These
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improvements are achieved without noticeable loss of anatomical structure, even for

structures that are weak in the reference images.

(d) onion slice
A=0.04,w=0.1

(a) middle ear
A=0.05w=0.1

(b) index finger (palmar view) (c) index finger (side view)
A=0.03,W=0.1 A=0.02,wW=0.1

Figure 3.12: From left to right: OCT images of a middle ear, index finger (palmar view),
index finger (side view), and onion slice. The top row shows the reference image with only

standard processing applied while the bottom row shows the corresponding sparse vector
images obtained from the proposed two-pass sparse processing shown in Figure 3.7. The
white arrow indicates the sidelobe artefacts caused by the PSF. The shown scalar bar might
not be geometrically accurate at the time of this manuscript's publication [ 144]. The images,
as presented, do not accurately portray the true geometric dimensions. This distortion
mainly originates from the incorrect mapping of spherically acquired data into Cartesian
display space. By the time this thesis was prepared, this geometric distortion had been
appropriately addressed [135].

For a 512(w) x 330(d) pixel image, the CDL solver took 750 iterations and 18
seconds to estimate the PSF from 128 A-lines on a 2019 MacBook Pro with a 2.4-GHz
Intel 19-9980HK processor and 32-GB of 2400 MHz DDR4 memory. Following
dictionary learning of the PSF, the CSC problem was solved using the learned PSF to
estimate all 512 image lines on the same computer in a total time of 1.28 seconds. Given
the fundamental parallelism of line-by-line based image deconvolution, the computation
time of both CDL and CSC could be improved substantially by using parallel processing
employing graphics processing unit (GPU) acceleration [202], although that was not
explored in this study.
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3.8.1 Selection of regularisation parameter and l; weighting

Within the proposed processing method, the regularisation parameter A controls the
relative weighting of sparsity and fidelity in the CSC and CDL cost functions while the
weighting factor W (z) controls the amount of structure loss in regions identified as
structure-containing during segmentation of the sparse vector image from the first CSC
pass. While an appropriate value of 1 can be selected empirically, this process is
subjective and labour intensive and so an automatic method for narrowing down the
range of A is preferrable. We chose 4 by identifying a region of the image that was
known to be free of structure (e.g., the dashed portion of the orange line in Figure 3.13)

and then performed a grid search over a logarithmically spaced grid on 1 € [1075,102].
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Figure 3.13: Eight A were approximated by setting structure-free region (dashed portion of
the orange line) to be zero. The red arrow indicates where the minimum A (0.035) was
found, and the white arrow indicates where the maximum A was found (0.40).

We selected the smallest A for which all points with the structure-free region of
the sparsely estimated line were zero. Here we separated the A-line data horizontally into
eight evenly spaced patches (e.g., red solid lines), and chose the center line from each
patch as the signal A-line for performing a A grid search. Sparsity is a property of the
class of A-lines being analysed [161]. Because of this, even within an image there may be
different optimal values of A for different A-lines. For example, in Figure 3.13 we found

that our method gave a value of A = 0.035 at the A-line indicated by the red arrow
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containing bright discrete structures. In contrast, a value of 1 = 0.40 was found by this
method at the location indicated by the white arrow where the A-line contains mostly
noise. In principle, a different value of 4 could be used to deconvolve A-lines at different
lateral locations within the image, although in this study we generally applied the same
value of 4 across all image lines. An optimal starting point for the A range across all
10,240 A-lines was established by computing the average of A values derived from a
representative sample of eight chosen A-lines with even spacing in the lateral direction.
Heuristically, we found that A between 0.01 and 0.05 and W = 0.1 gave good
qualitative results across the images we investigated, but we also varied both parameters

to investigate the trade-offs from using different values in each image set.

A= 1.00e-05 A=0.01 A= 0.05 4=10.10 = 0.15
%
Ey
g2
QE
g
A= 1.00e-05 A_ODI A=0.05 4=0.10 A=0.15 4=0.40
w=0.1 w=0.1 w=0.1 W=0.1

reference w=0.1

200 200 200 0 200 0 200 0 200 0 200
axlal depth [pixels] ama\ depth [pixels] axml depth [pixels] axial depth [pixels] axial depth [pixels] axial depth [pixels] axial depth [pixels]

normalized
magnitude [a.u.]

%ll
-
— I
-
- I

o = N W

Figure 3.14: Sparse reconstructions of an OCT middle ear image using the same learned
PSF for various values of the regularisation parameter A. The top row shows the sparse
estimate images. The second row shows the sparse vector images with the weighting mask
applied. The red box highlights a bony tissue ROI (lenticular process of the incus) which
is zoomed in the third row. The white arrow indicates the location of sidelobe artefacts
appearing in the reference image and suppressed in the sparse images. The dashed red circle
highlights a weakly reflecting speckle region at the distal side of the ROI where a loss of
structure can be seen as the value of A increases. The green arrow highlights a region of
the tympanic membrane that is completely eroded away in the high A images. The bottom
plots show the A-line magnitude along a selected line in the image (orange line in the
second-row images) for each value of 1.

Figure 3.14 shows the effects of varying A from 107> to 0.40 with W (z) = 0.1

for the middle ear image. A tissue structure ROI (red) was selected around the lenticular
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process of the incus and zoomed in on in the third row. In the case where A = 107° the
problem of (3.8) is ill-posed. The sparse estimate overfits the reference image and the
sparse vector image is a very poor estimate of the underlying structure. In the range A €
[0.01, 0.15] the problem is well-posed, and the solution finds a balance between fidelity
and sparsity that results in a good estimate of the underlying structure with sidelobe
artefacts suppressed. At 1 = 0.01, some of the sidelobe artefacts (white arrow) and noise
from the reference image are retained in the sparse vector image whereas when 4 = 0.05
the sidelobe artefact and noise have been completely removed from the empty regions
without noticeable tissue loss relative to the reference images. For A > 0.15 the
algorithm over-weights sparsity causing a loss of tissue speckle brightness (dashed red
circle). In one region (green arrow) this loss creates an apparent discontinuity in the

tympanic membrane.
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Figure 3.15: Sparse reconstructions of the OCT middle ear image of Figure 3.14 for various
values of the weighting factor W at fixed A = 0.05. Top row: reference and sparse vector
images. A ROI at the lenticular process of the incus is highlighted in the red box. Middle
row: zoomed in image of the ROI from the top images. Bottom row: sparse vector A-line
estimate along the orange line in the top row images.
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Figure 3.15 demonstrates the effect of applying various values of the weighting
factors W(z) in the segmented tissue regions with A fixed at 0.05. Increasing W (z) in the

tissue region is equivalent to locally increasing A and so it also causes progressive loss of
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signal intensity and a higher fraction of zero intensity pixels in the tissue region indicated

by the dashed red circles.
3.8.2 Sparse optimisation performance

In Figure 3.16, we identified a ROI that contained no structure (cyan, labeled B for
background), a ROI that contained no structure but that was contaminated by sidelobe
artefacts from a nearby surface (green, labeled A for artefact) and two ROIs that contain
tissue speckle (red), a brightly reflecting ROI H; and a weakly reflecting ROI H,.

Our proposed processing improved the SNR of H, relative to the background ROI
by 2.2 dB and improved the contrast between H, and background ROI by 5.8 dB. The
processing generally preserved the contrast between tissue regions, with the contrast
between H;and H, changing by only 0.3 dB following processing. gCNR between region
H, and the background improved modestly from 0.53 to 0.59 and gCNR between region
H, and the region contaminated by sidelobe artefacts improved substantially from 0.28 to
0.65. However, the sparse processing also caused a substantial decrease in gCNR
between H; and H, from 0.80 to 0.60.

The decrease in gCNR between H; and H, can be explained almost entirely by an
increase in the number of pixels in H; with greyscale intensity zero created by the sparse
optimisation as can be seen in the intensity histograms in the second row of Figure 3.16.
Because in the sparse representation both H; and H, have a large fraction of zero-
intensity pixels, the histograms have substantial overlap (i.e., orange shading) and the
resulting gCNR is low. Because the observed decrease in gCNR is due to the zero-
intensity pixels, further processing steps that fill in zero-intensity pixels with non-zero
intensity (i.e., despeckling operations) can mitigate the decrease. For example, applying a
2D median filter with a 3 X 3 square kernel to the sparse vector image fills in most of the
zero-intensity pixels in the tissue regions and results in a substantial increase in the gCNR
between H; and H, from 0.60 to 0.87 due to the decrement in the number of zero
intensity pixels. It therefore appears that a processing sequence consisting of sparse
deconvolution followed by despeckling can result in removal of sidelobe artefacts and

suppression of background noise without compromising tissue distinguishability.
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Figure 3.16: Index finger (palmar aspect) images with A = 0.03 and W = 0.1. The
performance of the sparse processing algorithm is assessed within three classes of region
of interest (ROIs): background region B (cyan) where there is no anatomical structure,
region A (green) containing sidelobe artefacts, a brightly reflective tissue speckle region
H, (red) and a weakly reflective tissue speckle region H, (red). OCT 2D images are shown
in the top row and corresponding intensity histograms in the bottom two rows. (a) reference
image (b) image after proposed processing (c) image after proposed processing and median
filtering with a 3x3 kernel (d) plot of gCNR between the ROIs as a function of the
regularisation parameter A. The dashed lines show the gCNR values calculated for the
reference image and the solid lines show gCNR for the sparse vector image as a function
of A, with W held fixed at 0.1.

To study how the gCNR between image regions is affected by the regularisation
parameter A, we applied 4 values from 0.0001 to 1 to the index finger (palmar view)
image of Figure 3.16 and calculated the gCNR between regions at each A. For 1 <
0.0001 the regularisation provided by the sparsity term in (3.8) is inadequate and the
problem is effectively ill-posed leading to solutions like the one seen in the second
column of Figure 3.14. Starting at around 4 = 0.0001, the problem becomes well-posed
and the sparse vector image exhibits comparable or improved distinguishability compared

to the reference image between the tissue regions, and the background and artefact
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regions as measured by gCNRy, /5, gCNRy, /5, gCNRy, j4and gCNRy, 4. As A
increases, all regions become sparser with a greater fraction of their pixels in the zero-
intensity histogram bin. The effect of this change on gCNR depends on the regions
involved. gCNRy, ;4 is improved while gCNRy, spand gCN Ry, /y, decrease due to the
overlap of the zero-intensity bin. gCNRy, ;5 and gCNRy, 4 both reach their peak at

around 4 = 0.03. At around A = 0.08, all gCNR values begin to roll off as all regions
begin to contain a large fraction of zero-intensity pixels, making them less
distinguishable from each other by the gCNR metric. Figure 3.16 (d) supports the
heuristic selection of A in the range 0.01 to 0.05 since, according to the plot, this range
offers good artefact suppression while keeping the loss of distinguishability between the
two tissue regions due to zero-intensity pixels to an acceptable level.

Traditionally, the main method of addressing sidelobe artefacts in the absence of
an independent measurement of the PSF has been through the application of spectral
windowing [112] prior to inverse discrete Fourier transformation of the spectral
interferogram. While simple to implement and computationally efficient, spectral
windowing incurs a trade-off between axial resolution and sidelobe suppression that
limits its effectiveness [82].

We compared our proposed method to spectral windowing with two frequently
used window functions, the Gaussian window, and the Hann window and to processing
without windowing. Figure 3.17 (a)-(c) show images produced with, respectively, no
spectral windowing, a Gaussian window with the same length as the raw spectrogram and
a standard deviation of 10% of the spectrogram width and a Hann window. The Gaussian
window was made narrow to highlight the degradation in axial resolution from
windowing. While windowing does reduce the severity of sidelobe artefacts relative to no
windowing close to the main lobe, the proposed method, shown in Figure 3.17 (d),
significantly outperforms windowing, particularly for artefacts lying 20 pixels or more
from the main lobe. The inability of traditional windowing to suppress these artefacts is
also highlighted in Figure 3.17 (e) which shows the directly measured axial PSF from a
mirror reflector, calculated with various windows applied. While windowing successfully
reduces the sidelobes directly adjacent to the main lobes, other lobes, presumably arising

from to source spectrum imperfections and/or sweep non-linearity are not suppressed by
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windowing. Figure 3.17 (f) shows the spectrogram corresponding to the three PSFs in

Figure 3.17 (e).
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Figure 3.17: Comparison of spectral windowing with CSC for sidelobe artefact suppression
for the index finger (palmar aspect) image. Windows are applied on the full 1460 sample
spectrograms then truncated to 330 pixels following inverse discrete Fourier
transformation. Separately, a mirror reflector was imaged to provide direct measurements
of the PSF and corresponding spectrogram. The insets show pixel intensities in regions H,
and A. (a) image with no spectral windowing applied. (b) Image with Gaussian windowing
(0 =0.10 of spectrogram width). (c) Image with Hann windowing. (d) proposed
convolutional sparse coding method with a PSF learned from the image. (¢) Measured PSF
from a mirror reflector with no window, Hann window and Gaussian window (¢ = 0.10
of spectrogram width) applied. The arrows indicate features that contribute to the sidelobe
artefacts and that are not suppressed by windowing. (f) Spectrogram with no window, Hann
window and Gaussian windows applied. The plotted spectrogram is the average over
15,000 laser sweeps. The PSFs in (e) are obtained by inverse Fourier transformation of the
spectrograms in (f).

The superior artefact suppression of the proposed method allows it to achieve
higher gCNR between the weak tissue ROI H, and sidelobe artefact ROI 4, and a larger
SNR improvement between the weak tissue ROI H, and background region B than the
windowing methods without noticeable degradation in axial resolution relative to the no-
window case. The counterintuitive drop in gCNRy, /4 between Figure 3.17 (a) and Figure
3.17 (b)-(c) can be attributed to the artefact region being brighter than H, in Figure 3.17
(a) which makes the two regions more distinguishable than in Figure 3.17 (b)-(c) where
they have similar intensities. Figure 3.17 (b) shows the degradation in axial resolution

that comes from the use of a narrow Gaussian window. Despite incurring a significant
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degradation in axial resolution, the image of Figure 3.17 (b) still shows visible sidelobe

artefacts demonstrating the limitations of windowing as a sidelobe suppression technique.

3.9 Conclusion

Blind deconvolution using convolutional sparse coding with dictionary learning is a
promising approach for reducing artefacts and noise and for enhancing contrast in OCT
images containing bright reflectors where contrast is limited by sidelobe artefacts from
the PSF. For a fingertip image, we demonstrated an SNR improvement of 2.2 dB and a
contrast improvement of 5.8 dB within a region affected by PSF sidelobes while only
incurring a 0.3 dB contrast change between a brightly reflecting and a weakly reflecting
tissue region. The proposed processing also improved the generalised contrast-to-noise
ratio between tissue and background, and between tissue and artefact regions, but reduced
gCNR between the bright and weak tissue regions due to the introduction of zero-
intensity pixels into the speckle in the bright tissue region. We showed that this effect can
be largely mitigated by applying a despeckling step (e.g., median filtering) after
deconvolution.

We believe this to be the first demonstration of blind deconvolution of complex
OCT A-lines. Unlike previously described deconvolution methods for OCT, the
improvements in image quality we obtain do not require us to obtain an independent
measurement or model-based estimate of the PSF. Rather, a complex valued, axial PSF is
learned from the complex OCT A-lines acquired during imaging. This makes the method
particularly well-suited to OCT systems in which the PSF changes with time because
dictionary learning can continuously update its estimate of the PSF from OCT imaging
data without requiring any additional calibration steps. The stability of the PSF will
depend on the details of the source and interferometer design of each OCT system. In
our swept-source system we found that the PSF estimate could be used to effectively
suppress sidelobe artefacts over a period of tens of seconds before requiring updating. It
also makes the method applicable to previously collected image data, so long as the
complex line data or the spectrogram data was retained.

Our current CSC processing rate of 2.5ms/line (1.28s for a 512-line image) is

suitable for many near-real-time image post-processing applications such as post-
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rendering for 3D visualisation, image segmentation and feature extraction. Further
improvements to speed using GPU accelerated algorithms could plausibly make the
method compatible with real-time, video-rate 2D processing for OCT images of typical
size. While CDL is a slower step (18s for 128 lines) than CSC, it only needs to be
performed periodically and so it may also be compatible with real-time processing rates
with GPU acceleration. For real-time processing, a modified form of the CDL problem
that performs continuous and efficient updating of the PSF estimate called online CDL
may be applied [210].

Effective use of convolutional sparse coding requires the appropriate selection of
the regularisation parameter A and l; weighting factor W. While this optimisation was
done heuristically in this study, performance was only weakly dependent on the exact
values chosen and values of A in the range of 0.01 to 0.05 and W = 0.1 worked well
across the various images we tested.

The removal of sidelobe artefacts and noise from OCT images containing bright
reflectors is an important step for allowing advanced visualisation and analysis steps
including 3D volumetric visualisation, automated segmentation, and automated
diagnostics. Blind deconvolution through convolutional sparse coding with dictionary
learning could prove to be an important image processing technique for many OCT

applications.

3.10 Data available statement

Data and computer source code used to generate the results presented in this chapter are

available in [203].
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J. Wang was responsible for carrying out the experiments, conducting the data

analyses, and serving as the lead author for the journal submission.

4.2 Preamble

This chapter is primarily based on my second peer-reviewed publication [131], with its
core content remaining largely unchanged. However, to avoid redundancy, any
introductory information that overlaps with Chapter 1 has been omitted or revised for the
sake of brevity. I have taken the opportunity to include some unpublished experimental
details and made adjustments to ensure consistency in terminology, style, and the
presentation of results throughout the document.

In particular, the introductory section has been restructured to offer a clearer
understanding of the motivation and novelty of the work at the time the original
manuscript was submitted for peer review. This revision also highlights how the research
fits into the broader narrative of my thesis. Detailed explanations about the origins of the
sidelobe and its impacts can be found in the preceding sections of the document. These
modifications serve to enhance the overall coherence and flow of the chapter, providing

readers with a comprehensive and self-contained account of the research.

4.3 Summary

Hypothesis: Optical clearing agents (OCAs) can render cartilage tympanoplasty grafts
sufficiently transparent to permit visualisation of middle ear structures in the operated ear

with optical coherence tomography imaging.

Background: Optical coherence tomography (OCT) is an emerging technology with
potential clinical relevance to middle ear imaging. A significant application for middle
ear OCT is in the assessment of middle ear reconstructions after surgical tympanoplasty.
However, the optical opacity of autologous graft materials used in tympanoplasty creates
challenges for OCT and other optical imaging modalities in visualising the middle ear
space.

Optical clearing agents (OCAs) are biocompatible agents that can reduce optical

scattering in tissue and increase its transparency. In this study we investigate the use of
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glycerol as an OCA to reduce the opacity of cartilage grafts to allow OCT visualisation of

middle ear structures following cartilage tympanoplasty.

Methods: We cut N = 5, 400um-thick pieces of human tragal cartilage, like those used
in tympanoplasty, and treated them with anhydrous glycerol, a commonly used optical
clearing agent. A reference reflector was imaged through the tympanoplasty as it cleared
at 1 minute time intervals using an OCT imaging system centered at 1550nm. The signal
reflected from the reference reflector was measured as the tympanoplasty optically
cleared over the course of 7 minutes. The reversibility of clearing and the dimensional
changes associated with glycerol absorption were also measured in these samples. In a
separate experiment, a human cadaveric temporal bone was prepared to simulate an
ossiculoplasty surgery with cartilage replacement of the tympanic membrane. The
tympanic membrane and incus were removed, and a partial ossicular replacement
prosthesis (PORP) was implanted onto the stapes superstructure. A 400um cartilage graft
was placed over the prosthesis. The preparation was imaged before and after treating the
cartilage graft with glycerol and the visibility of the prosthesis head under OCT imaging

was assessed.

Main Outcome Measure: In the in vitro experiment we report the rate of decrease in

optical attenuation of the cartilage graft over 7 minutes, the time taken to reach maximal
optical transparency and the total decrease in attenuation. We also report on the change in
cartilage sample dimensions as measured under microscopy due to glycerol absorption
and on the reversibility of dimensional and optical effects of glycerol absorption
following washout in saline. For the cadaveric preparation we report the increase in SNR
and contrast between the prosthesis head and the background and show 2D and 3D

images of the prosthesis through the graft before and after optical clearing.

Results: Following treatment with glycerol, the reflectance of the reference reflector seen
through the cartilage graft increased linearly at a rate of 2.3(4 1.1) dB/min to reach its
maximum signal increase of 13.6(%5.9) dB after 7.2(£2) minutes. Following washout
of the cleared graft in a saline bath for 10 minutes, the reference reflector signal intensity

returned to baseline, confirming that the clearing effect induced by glycerol is reversible.
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Glycerol absorption caused a 31(+ 6) % reduction in cartilage sample area which was
also reversible following saline washout. In the human cadaveric temporal bone
preparation, treatment of the cartilage graft with glycerol resulted in a 13 dB increase in
signal-to-noise ratio and a 13 dB increase in contrast. This improvement in visibility was
clinically significant as it allowed clear visualisation of a middle ear prosthesis through
the graft which could potentially be used to assess postsurgical prosthesis migration or

fixation.

Conclusions: Our results demonstrate that optical clearing agents offer a potential
pathway towards optical coherence tomography imaging of the middle ear in post-
surgical ears with cartilage grafts. The degree of optical clearing achieved in <10 minutes
is adequate to enable visualisation of middle ear structures that were not clearly visible
prior to clearing. The treatment time needed to achieve transparency was short enough to
be compatible with clinical applications. The reversibility of the technique and the

observed level of shrinkage appear consistent with safe use in patients.

4.4 Introduction

One of the most promising applications of ME-OCT is in postsurgical assessments of
middle ear function following tympanoplasty, with or without middle ear reconstruction.
In many procedures that involve tympanoplasty there is a risk of postsurgical
complication or of poor outcomes. For example, in ossiculoplasty, which usually involves
tympanoplasty as a final step, only 72% of patients obtain a postsurgical air-bone gap less
than 20dB [211]. When hearing is assessed postoperatively, clinicians are keen to know
whether any persisting hearing loss is due to implant displacement, poor contact, or the
effects of fluid or scarring. This information is useful as it impacts the likelihood of
success with revision surgery [212]. Computed tomography (CT) is of limited use in
evaluating such cases because of its poor contrast for soft tissue and fluid and because of

artefacts caused by the presence of implants in reconstructed ears.
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4.4.1 OCT imaging with tympanoplasty

When a perforation in the TM occurs, its integrity becomes compromised, leading to an
increased risk of chronic otitis media (COM) [128] and impaired sound transmission, as
pathogens can enter the middle ear through the external auditory canal. In these
situations, reconstructing the TM through procedures such as myringoplasty or
tympanoplasty offers two significant benefits: restoring hearing by repairing the
perforated TM and preventing recurrent infections.

Myringoplasty [77], [213], a relatively simple procedure often performed in
clinics, involves placing a graft, fat, or a temporary seal over the perforation to promote
the natural healing processes of the remnant TM. This technique is typically effective for
small perforations. In contrast, tympanoplasty is regarded as a more invasive procedure
[61], [214], [215], often requiring the lifting of the tympanomeatal flap. Over the years,
various surgical techniques have been developed, such as lateral graft tympanoplasty and
butterfly tympanoplasty. Moreover, tympanoplasty frequently serves as the final step in
middle ear reconstructions that necessitate the replacement or reinforcement of the TM to
avoid prosthesis extrusion.

There is a wide variety of graft materials used in myringoplasty or tympanoplasty
procedures, ranging from autologous materials [216], which are often harvested from the
patient during surgery, to semi-synthetic materials [215]. The most commonly utilised
autologous grafts includes temporalis fascia, tragal cartilage, perichondrium, periosteum,
fat, or skin [61], [216]. Choosing the appropriate graft material and surgical technique is
crucial for ensuring successful outcomes for patients with TM perforations [61]. The
differences in material properties may impact the conductive pathway of hearing [61],
[216], potentially resulting in extended healing times and an increased likelihood of
requiring surgical revisions.

Autologous cartilage is a robust and widely used material for tympanoplasty.
Cartilage offers lower rates of retraction and resorption without compromising hearing
outcomes as compared with more traditional graft materials like fascia [214], [216].
Cartilage is usually harvested from the patient’s tragus or cymba concha and is cut and

carved to the desired dimensions and thickness in the operating room (OR).
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In cases where tympanoplasty results are sub-optimal, optical coherence
tomography’s high soft tissue contrast, high resolution, and ability to detect sound-
induced motion could be very helpful in investigating the issue. Unfortunately, the optical
opacity of autologous graft materials, particularly cartilage, prevents us from obtaining

OCT images of structures medial to the graft.

Figure 4.1: From left to right, (a) microscopic image of a normal tympanic membrane. The
blue line indicates the plane of optical coherence tomography (OCT) image (b) OCT image
of a normal middle ear showing the tympanic membrane (TM), malleus (M), incus (I),
stapedius tendon (ST), and cochlear promontory (CP) (c) microscopic image of a cartilage
tympanoplasty, (d) optical coherence tomography image of a cartilage tympanoplasty (CT).
Scale bars are 1 mm.

Figure 4.1 illustrates this problem. Figure 4.1 (a) and (b) show, respectively a
microscope image of a normal tympanic membrane and an optical coherence tomography
B- mode image of the middle ear seen through it. The malleus, incus, and cochlear
promontory are all clearly visible and accessible to OCT-based vibrometric
measurements to assess mobility [106]. Figure 4.1 (c) and (d) show, respectively a
microscope image of an ear with a cartilage tympanoplasty and the OCT image of the ear.
In the OCT image the cartilage graft and its medial mucosalised surface can be
visualised, but the opacity of the graft precludes visualisation of any middle ear structures
medial to the tympanic membrane (TM) due to the cartilage graft’s thickness and high

optical scattering cross-section.
4.4.2 Optical clearing agents (OCAs)

Tissue scattering is a complex phenomenon influenced by many factors, including
refractive index mismatch among different cellular tissue components, as well as the size,
shape, and refractive indices of these components, all of which contribute to scattering.
One approach to improving the quality of ME-OCT images, especially in cases of

thickened TM resulting from tympanoplasties, is to improve the transparency of these
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grafts, allowing for better observation of medial middle ear structures by reducing the
amount of light scattering. One technique that can achieve this goal is the use of optical
clearing agents (OCAs), which originated in optical microscopy research. OCAs have
been found to be effective in improving image quality by extending the imaging depth of
optical microscopy through reducing the amount of light scattering.

OCAs are a class of biocompatible chemicals which are applied to turbid tissue to
reduce its optical scattering coefficient and increase its transparency [217]. They function
by altering the optical properties of tissue, primarily by homogenising the refractive
indices of different tissue components. This process minimises the refractive index
mismatch between these components, which in turn reduces scattering and permits deeper
light penetration into the tissue. There are several types of OCAs that have been
developed, that achieve optical clearing in a variety of ways [218]-[221]. Chemical
methods, such as delipidation [219], remove lipid contents to reduce refractive index
mismatch. Physical optical clearing methods [217], [219], on the other hand, use
refractive index matching solutions like glycerol, propylene glycol, and glucose to
increase the refractive index of interstitial spaces to better match those of cells.

Cartilage grafts consist of collagen fibers that exhibit complex self-assembled
structures and serve as major scattering centers in the tissue [219]. By utilising a high
concentration of hyperosmotic agents, such as glycerol (n = 1.47, [222], [223]), with a
refractive index similar to that of collagen fibers (n = 1.47 — 1.51 [222], [223]), it is
possible to enhance graft transparency. As glycerol diffuses into the tissue, it displaces
water molecules (n = 1.33, [223]), which in turn reduces light scattering and increases
the tissue's optical transparency. Another approach is mechanical compression [224],
which is achieved by applying high compressive mechanical stress to displace local
interstitial water. This displacement causes a more uniform distribution of tissue
components and a reduction in refractive index mismatch, resulting in decreased
scattering and improved tissue transparency.

Each of these methods has its unique advantages and limitations [219], which
should be considered accordingly when selecting the most appropriate agent or technique
for a given application. In this study, we focus on the application of OCAs using physical

optical clearing methods, as delipidation and mechanical approaches can alter the tissue
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structure and present challenges for potential in vivo applications with ME-OCT [217],
[219], [220].

4.4.3 Application of OCAs in OCT imaging

Most physical optical clearing based OCAs improve tissue transparency through three
physical mechanisms [220]. First, they cause osmotic dehydration of tissue resulting in
more densely packed tissue. Second, OCAs infiltrate the interstitial space and dehydrate
both the interstitial space and intracellular fluids, elevating the index of refraction of
tissue and improving index matching to fibrous and lipid microstructures. Third, in
collagen-containing tissues like cartilage, OCAs cause partial dissociation of collagen
fibrils into microfibrils, thereby achieving reduced scattering through a smaller mean
scatterer size [220]. For in-vivo applications, in addition to achieving good optical
clearing, OCAs must achieve high levels of biocompatibility, must be reversible and must
be capable of being resorbed and excreted from the body. The most commonly used in-
vivo optical clearing agents are aqueous solutions of glycerol, polyethylene glycol (PEG),
glucose, fructose and other sugars, polypropylene glycol (PPG), and acetic acid or
various mixtures of these agents [223]. Most in-vivo use of optical clearing agents has
focused on clearing of the skin [220], although a recent study of possible relevance to the
present work examined optical clearing of articular cartilage using the low-osmolality CT
contrast agent iohexol [221].

Table 4.1 summarizes some applications of OCAs in OCT imaging [225]-[227],
where glycerol in various concentration is often the preferred choice. In the context of
optical clearing in tissue, glycerol passively diffuses from loosely arranged outer layers
(e.g., epithelial) into the intercellular space [223], [228], [229]. The diffusion rate of
glycerol in the tissue is slower than the migration rate of water out of the tissue, as

glycerol has a higher osmolarity and larger molecular size compared to water.
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reference [225] [225] [226] [226] [227] [227]

imaging system Ao = 1300 nm Ao = 1300 nm Ao = 1300 nm Ao = 1300 nm A, =820 nm A, = 820 nm

characteristics ALl =52nm A =52nm ALl =52nm ALl =52nm AA =25nm AA =25nm

OCAs S0% dimethyl 50% glycerol 50% glycerol 80% glycerol 70% glycerol 80% propylene
sulfoxide glycol

Tissue type porcin@ stomach porcin@ stomach porgine skin porgine skin rat skin rat skin

tissue tissue tissue tissue

application topical topical topical topical topical topical

method application application application application application application

time Immediate 50 min 60 min 60 min 40 min 40 min

optical

attenuation 22 dB/mm 18 dB/mm 11 dB/mm 21 dB/mm 20 dB/mm X

improvement

tissue shrinkage | g0 50 min | 8% at T=50min | not significant X X X

percentage

Note ‘Ao -and AA refers to the center wz‘welength and bandwidth of the OCT light sources, respectively. And X

indicates no reporting or not quantifiable measurements were performed.

Table 4.1: Overview of optical clearing agents (OCAs) utilization in OCT imaging

As glycerol penetrates the tissue, it draws intercellular fluids out and pulls
interstitial water further away from cells and fibres, creating a refractive index-matching
environment while increasing the tissue density. Consequently, water displacement from
the tissue is expected in the initial stage of optical clearing, leading to tissue dehydration.
The clearing performance is believed to increase in parallel with the dehydration effect.
Once glycerol fully permeates the tissue during the later stages of clearing (i.e., after 20
minutes [229], [230]), it draws water back into the cells due to its high affinity for water
since glycerol is hydrophilic and has excellent solubility in water. As a result, tissue
rehydration may occur, and swelling could take place due to the rearrangement of
collagen fibres [228].

For the present study we selected glycerol for optical clearing as glycerol is a
widely used component of commercially marketed eardrops for softening and dispersing
cerumen [231], is used at 1,000mg/mL concentration to treat acute otitis media [232], and
is a component in nasal sprays [233]. The long and widespread use of glycerol in these
applications gives some confidence in glycerol’s general safety and capacity to be
tolerated when used in the external ear canal. To our knowledge, while OCAs have
previous been used for increasing the transparency of the TM to improve infrared
otoscopy [6], OCAs have not previously been used to aid middle ear OCT imaging. We
envision a scenario where an OCA would be administered topically to the post-
tympanoplasty TM in clinic as an eardrop. Patients would wait for the clearing effect to
occur, and OCT imaging would be conducted. Following imaging, the OCA would be

rinsed off or resorbed to return the TM and graft to their original state.
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In the present preclinical feasibility study, we focus on assessing the rate of
clearing and the degree of clearing that can be achieved in tragal cartilage (which is used
for autologous grafts in our institution) in vitro. We also focus on demonstrating the
potential clinical utility of OCAs in combination with OCT imaging in a cadaveric model
as a first step toward clinical studies. The experimental outcomes relevant to this
assessment are the amount and rate of clearing achieved, the time needed to achieve full
clearing and the improvement in OCT image quality that results from the clearing. As an
initial assessment of safety of the approach, we also investigate the amount of tissue
shrinkage caused by glycerol absorption [225] and the reversibility of the clearing
process [220].

4.5 Methods

Tragal cartilage samples were obtained from excess material harvested from consenting
patients during cartilage tympanoplasty surgery (N = 5). All human tissues were
collected in accordance with a protocol approved by the Nova Scotia Health Authority
Research Ethics Board (REB FILE# 1022981) and with the Helsinki Declaration (JAMA
2000; 284:3043 — 3049). Samples were cut into 5 mm X 5 mm sections, refrigerated,
and kept in 0.9% saline until used. Subcutaneous fat and pericondrium were removed
from the samples to expose only the cartilage. To measure the reversibility of glycerol
absorption, N = 7 pieces of excess cartilage obtained from trimming the samples were
treated with undiluted glycerol for 90 minutes and washed in saline for 10 minutes.
Samples were imaged under white-light microscopy before and after treatment. ImageJ
[234] was used for estimating the surface area of the samples. Following preparation, the

samples were cut to 400 um thickness using a Kurz precise cartilage knife [235].
4.5.1 OCT imaging set-up

Measurements of cartilage opacity were made using a custom swept-source OCT system
designed for in vivo imaging of the human middle ear operating at a center wavelength of
1550 nm with a sweep range of 40nm, a sweep rate of 100 kHz and a maximum output

power of 9.3mW. The system achieved a lateral resolution of 50um and an axial
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resolution in air of 40um? and a sensitivity of 105dB and could image over a depth range
of 15mm, allowing it to image the full depth of the middle ear in 2D (512 X 330 pixels)
at 20 frames per second or 3D (512 X 512 X 330 voxels) at one volume per 5s. The
system also has vibrometric measurements capabilities [1], but these were not used in this
study. The system is a more advanced prototype of the system described in detail in a
previous publication from our group [1] with the same system architecture and similar

performance.

OCT glycerol

plastic fixture

cartilage
petri dish
: : white paint

translation

-

Figure 4.2: Experimental setup for measuring the reflectance of a reference reflector
through cartilage samples.

A reference reflector consisting of a glass petri dish whose bottom was painted
white was used as a reference target as shown in Figure 4.2. The reflector was imaged
through the cartilage samples as they cleared. At each time point, the cartilage samples
were treated topically with anhydrous glycerol and the glycerol was allowed to diffuse
into the cartilage for 60 seconds. The glycerol was then wiped off the sample with a swab

and an OCT B-mode scan of the sample and target was collected. This produced a set of

@ At the time of this manuscript's publication, the documented lateral and axial resolutions stand at 50pum and 40pm in
air, respectively. These resolutions are marginally inferior to those reported in previous chapters, primarily attributed to
the use of a different laser equipped with an earlier version of firmware.
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OCT images taken at the same location at intervals of one minute. The process was

repeated until no further significant increase in transparency was observed.
4.5.2 Glycerol concentration

Previous studies have suggested that the concentration of OCAs influences the degree of
clearing achievable for specific tissue types. This is due to the varying osmolarity of
different concentrations [222], which affects the rate of water efflux and OCA influx.
Tissues also differ in structure, thickness, and density, further complicating the clearing
process [219], [236]. While higher OCA concentrations generally result in enhanced
tissue transparency, they may require longer diffusion times for optimal clearing [236].
Additionally, high concentrations of standard OCAs (e.g. ethanol, CLARITY) can be
toxic to living tissues or cells [219], limiting their use in in vivo imaging. Therefore,
selecting the appropriate OCA as well as a suitable concentration is essential for
maximising clearing efficacy while preserving tissue integrity and minimising potential
toxicity for in-vivo application [227].

Glycerol is commonly regarded as a preferred optical clearing agent for in vivo
applications [222], [223] due to its high refractive index [220], [223], high osmolarity
[225], low toxicity [223], [237], [238], and reversible dissociation of collagen [223].
Concentrations typically range between 50% and 100% for both immersion and topical
applications [220], [222], [227], [228], [230]. However, determining the optimal glycerol
concentration for optical clearing remains a subject of ongoing debate as selecting the
appropriate concentration involves considering factors such as tissue type, imaging
modality, and desired transparency while considering potential tissue shrinkage [222] or

swelling effects [228].



104

no cartilage lycerol T=0m T=10 m

-®- 50% glycerol e
—#*- 80% glycerol o
—-®- 100% glycerol

‘I
4
W
”3
~,
N,
~
~
]
\

A
i
i
3
®
1

T 20 m T=25m T 30m T=35m

50% glycerol

A
3
B
E3
3
O
._
_.
i
o L
3
'
S
.
.

o
1
‘\\
s
~s

T=0m T=10m /

ﬂ
[
o
3

T 20 m

artilage I cerol
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clearing process at 5-minute intervals, extending up to 35 minutes. At T = 0 min, the
moment when glycerol was applied to the cartilage samples, the cartilage's apparent
disappearance in the presented OCT B-mode images can be observed. This phenomenon
can be attributed to glycerol's high absorption at 1550 nm [239], which effectively absorbs
the incident light, diminishing the OCT signal reflected from the cartilage. The blue, orange,
and green lines represent 50%, 80%, and 100% glycerol concentrations, respectively. The
presented images of the flat reference reflector appear curved due to fan-beam distortion.
By the time this thesis was prepared, the system software was capable of correcting for this
distortion[ 1357, but this correction was not available at this time this study was conducted.

In vitro pilot studies were conducted using a porcine concha cartilage model to
identify the optimal glycerol concentrations for enhancing optical transparency. The
experiment involved topically applying glycerol at concentrations of 50%, 80%, and
100%, as depicted in Figure 4.2, to a set of porcine pinna cartilage samples harvested
from fresh-frozen porcine ears. Each cartilage sample was prepared by removing the
perichondrium from both sides and thinning it to 0.4mm. Glycerol was applied topically
for 35 minutes, with measurements taken at 5-minute intervals. We assessed the time-
dependent two-way optical transmission using optical coherence tomography (OCT)
imaging of a reflector positioned distal to the cartilage. The clearing performance was
estimated by averaging the pixel intensity within the ROI in Figure 4.3, as denoted by the
red box. The reflectance-over-time graph shown on the right side of Figure 4.3 illustrates

that 100% glycerol outperforms both the 50% and 80% glycerol groups, achieving
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maximum clearing level of 9.01 dB (22dB/mm) in reflectance at the 35-minute point. In
addition, each group exhibits a varying degree of porcine pinna cartilage clearing,
showing a consistent increase over time. Furthermore, the 80% glycerol group exhibits a
marginally higher degree of optical clearing performance than the 50% glycerol group
that the 80% glycerol group achieving 2.80 dB (7.0dB/mm) at 35 minutes and the 50%
glycerol group only reaching 0.69 dB (1.7dB) in the same timeframe, T = 35 min. The
clearing effect of the 100% glycerol group was threefold that of the 80% glycerol group
and 13 times that of the 50% glycerol group, indicating that higher glycerol
concentrations are more effective in improving tissue transparency. This observation is in
line with findings from previous studies, further supporting the notion that increased

glycerol concentrations lead to higher tissue clearing efficacy [222], [228], [230].
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4.6 Results
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Figure 4.4: (a) Photograph of cartilage graft pre- and post-optical clearing with 100%
glycerol. (b) A series of OCT B-mode images (zoomed in to highlight the optical clearing
performance) of cartilage with a white paint reference reflector distal to it taken at 1-minute
intervals during optical clearing and at 5-minute intervals following washout in saline. The
white, orange, and red arrows indicate the proximal side of the graft, the distal side of the
graft, and the reference reflector. The red box indicates an ROI of 50x50 pixels in the
reference reflector and a dotted red line traces out the top surface of the petri dish (b) plot
of reference reflector reflectance during clearing. The red dotted line indicates the
reflectance observed in the absence of the graft, and the purple dotted line indicates the
baseline reflectance before glycerol treatment. The solid purple line indicates the
reflectance after washout. The mean reflectance is represented by the orange line, with the
shaded yellow area illustrating the range within one standard deviation.

Figure 4.4 (a) shows a typical tragal cartilage graft harvest from a patient
undergoing surgery lying on a printed paper sheet before and after an immersion in
glycerol for 6 minutes. The increased transparency of the cartilage and the increased

contrast of the text behind it is readily apparent in the photograph. Figure 4.4 (b) shows a
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sequence of OCT B-mode images of the reference target taken at one-minute intervals in
the clearing process for one of the samples. In each OCT B-mode image, the white arrow
indicates the location of a harvested tragal cartilage graft where both the proximal and
distal sides of the graft can be easily identified. The orange arrow points out the top glass
surface of the petri dish and the red arrow shows the painted bottom surface of petri dish.
The brightness of the target (indicated by the red arrow) progressively increases as the
cartilage clears over time. Figure 4.4 (c) displays the degree of optical clearing with
100% glycerol within the region of interest (ROI), denoted by the red box in the B-mode
images, captured at one-minute intervals. The mean reflectance is represented by the
orange line, with the shaded yellow area illustrating the range within one standard
deviation. The red dashed line indicates the baseline ROI mean intensity when the target
is imaged directly with no cartilage between it and the OCT optics. The purple dashed
line indicates the ROI mean intensity observed before glycerol is applied to the cartilage
sample.

Following treatment with glycerol, the intensity of the ROI increased roughly
linearly at 2.3(% 1.1) dB/min and reached saturation in less than 7 mins, with a mean
reflectance increase of 13.6(£ 5.9)dB. Following clearing, the samples were bathed in
saline for 10 minutes and the reflectance remeasured and found to be 0.52(% 0.50dB)
consistent with a return to baseline transparency with no significant difference in mean
intensity before treatment and after washout (p > 0.5). This demonstrates that the

optical clearing caused by glycerol can be reversed.
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Figure 4.5: Photograph of cartilage graft overlaying a 5 X 5 mm grid reference sheet. (a)
Cartilage graft before treatment with glycerol (b) after treatment with glycerol with reduced
area (c) after saline washout for 10 minutes (d) surface area changes for (a), (b), and (c) for
n = 7 samples. NS denotes nonsignificant for a two-tailed t test.

Figure 4.5 shows the results of investigation into glycerol-induced shrinkage of
the cartilage samples. N = 7 small cartilage samples trimmed from the cartilage
harvested from patients were immersed in undiluted glycerol for 90 mins to achieve full
glycerol absorption. A mean reduction in sample area of 31(+6) % was observed under
optical microscopy, presumably due to hyperosmotic dehydration. Following immersion
in a saline bath for 10 minutes, the samples returned to 102(%2) % of the original area
indicating that the dimensional changes associated with optical clearing are also

reversible.
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4.6.1 OCA application in ossiculoplasty

(f)SNR: 20.2 dB; Contrast: 2.0 dB

/ﬁ
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Figure 4.6: Imaging of a simulated ossiculoplasty model. (a), (d), and (g): 3D OCT image,
B-mode image and microscopic image of the untreated cartilage graft overlaying the PORP;
(b), (e), and (h): 3D OCT image and B-mode image of middle ear through cleared cartilage
and transcanal microscopic photo with cartilage graft removed to show orientation of
PORP; (¢), (), and (i): 3D OCT image and B-mode image through cleared cartilage graft
of the middle ear after PORP was deliberately dislodged and otoscopic photo of the middle
ear taken through a posterior tympanotomy showing the dislodged PORP. The PORP was
not visible in transcanal microscopy after it was dislodged. The 3D images have been
oriented so as to highlight the location of the PORP with a different orientation used in
each image. A set of cartesian axes are provided to show the orientation. The red arrow
points laterally in the direction of the ear canal, the white arrow points superiorly and the
green arrow points anteriorly. The yellow ellipse/box in (a), (b)/(d), (e) highlight the
location of the PORP whereas the red ellipse/box in (c)/(f) indicates the original position
of the PORP before its simulated dislodging in 2D and 3D images. PORP indicates partial
ossicular replacement prosthesis.

Figure 4.6 shows the result of a preclinical validation of the use of optical clearing
for post-operative visualisation of the middle ear in a cadaveric temporal bone model. A
cadaveric temporal bone was prepared by removing the pinna and cartilaginous ear canal
to improve access. The incudostapedial joint (ISJ) was disarticulated and the tympanic
membrane and incus were removed through the canal. A partial ossicular replacement

prosthesis (PORP) was placed on the stapes superstructure and covered with a tragal
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cartilage graft harvested from the same cadaveric temporal bone, prepared in the same
way as in the in vitro experiment and cut to fit the dimensions of the tympanic annulus.
3D OCT images, 2D OCT images and microscopic photos of the middle ear were
obtained through the untreated cartilage. In the 2D OCT image, two ROIs were selected
in the PORP (solid red boxes), and in the empty background region (solid green box).
SNR and contrast between the PORP and background were used to assess the
improvement of visibility in the simulated ossiculoplasty model. It is important to
highlight, as demonstrated by (2.1) and (2.4), that OCT quantifies the intensity of light,
which is proportional to the square of the electric field. SNR is defined as [85], [240]:

SNR = 1010g10& 4.1)
Op

Where pis the mean intensity in the PORP (signal) ROI and gy, is the standard
deviation of the intensity in the background ROI. Contrast is defined as [85], [240]:

C = 10logyo =2 4.2)
Hp

Where p;, is the mean intensity in the background region. Both SNR and contrast are
expressed in decibels. However, in instances where the objective is to measure field
quantities, an alternative definition of SNR and contract may be more suitable [85],
[240], [241].

After obtaining baseline images with uncleared cartilage (Figure 4.6 (a), (d), (g)),
the cartilage was removed and placed in a glycerol bath for 10 minutes to achieve full
optical clearing, wiped clean of glycerol with a swab and placed onto the annulus. Figure
4.6 (h) shows the PORP and handle of the malleus with the cartilage removed. In the
OCT images of Figure 4.6 (a) and (d), prior to glycerol treatment, the PORP (indicated
with a yellow arrow) is barely visible in the 2D and 3D OCT images. Following
treatment, the PORP with its distinctive circular plate with holes is readily visible. The
improvement in SNR between Figure 4.6 (d) pre-treatment and (e) pos-treatment was 13
dB. In particular, the contrast of PORP saw a significant improvement, from practically
imperceptible 2.4 dB to a readily discernable 15.4 dB. To demonstrate that clinically
significant changes could be observed with this technique, the shaft of PORP was
detached from the stapes footplate to simulate the postoperative dislocation of the PORP
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as seen in Figure 4.6 (i). The middle ear was again re-imaged through the cleared
cartilage graft using OCT from the ear canal. In both 2D and 3D OCT images, the PORP
is no longer visible at its original location (indicated by the dashed red ellipse for 2D and

box in 3D images).

4.7 Discussion

While optical clearing of skin has been extensively studied, to our knowledge there has
only been one previous study examining optical clearing of cartilage. In this study, a 0.90
mm thick sample of bovine articular cartilage was cleared with iohexol and the OCT loss
slope was found to decrease by 30dB/mm within 50 minutes after treatment [221], this
degree of clearing is consistent with the clearing observed in this study of 34 dB/mm
following 7 minutes of clearing in a 0.40 mm sample. Other studies also confirmed the
similar improvement in contrast with various combination of tissues and OCAs [225],
[227].

In a laser Doppler vibrometry study examining the effect of varying cartilage
tympanoplasty thickness on acoustic vibration, it was found that thinner tympanoplasties
exhibit improved low-frequency sound transmission performance down to 400um
thickness [242]. In practice, the improved acoustic performance from thinner grafts must
be weighed against the increased difficulty in handling them during surgery due to the
tendency of thin grafts to curl, but 400um grafts are generally manageable. The present
study offers a second reason to use thinner grafts, namely, to enable improved post-
surgical follow-up through OCT-based visualisation of the middle ear.

The degree to which cartilage is thinned and whether perichondrium is preserved
on one, both or neither surface of the graft is a matter of personal choice and varies
between surgeons. Some surgeons augment the lateral surface of their cartilage
reconstruction with fascia to facilitate the re-epithelialization of the lateral surface of the
graft from the tympanic membrane remnant or deep canal skin. The medial aspect of the
cartilage graft usually becomes mucosalised with time.

The present study does not account for the interposition of these additional layers
in the reconstruction. As the epithelial covering lateral to an established cartilage repair

and the medial mucosal layer are much thinner than the graft itself, it seems likely that
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they would have little direct optical effect. However, the lateral epithelium may prevent
the diffusion of the OCA into the cartilage from the ear canal thereby slowing the optical
clearing effects. In a clinical scenario, we imagine an optical clearing agent being applied
to the tympanic membrane of a patient followed by a 20-to-30-minute wait for the
clearing to take effect. Whether this is feasible can only be established in an in vivo
model in which the graft is epithelialized.

Three important issues relevant to the safety of using OCAs are graft shrinkage,
ototoxicity, and reversibility. In our experiments we observed 31(+6) % areal tissue
shrinkage corresponding to a 14% change in linear dimensions. While it is reassuring to
see that the cartilage shrinkage seen after treatment with the OCA is reversible, shrinkage
can be expected to create stress on the surrounding tympanic membrane tissue that may
have safety implications. Given the natural compliance of cartilage and the elasticity of
any residual rim of native tympanic membrane, we do not anticipate that the observed
degree of shrinkage would cause any permanent damage to the tympanic membrane
repair. However, careful in vivo studies on well-established, robust, in situ, cartilage
tympanoplasty grafts are required in animals or humans to verify this point.

Should shrinkage prove to present risk to patients, OCAs with lower osmolality
than glycerol are available that may exhibit lower shrinkage, although the ototoxicity of
any candidate OCAs would have be closely evaluated [226]. Glycerol can also be diluted
with water in order to decreases its ability to dehydrate and shrink tissue, but dilution also
decreases its effectiveness as an optical clearing agent [226].

While we are not aware of any formal studies of the ototoxicity of glycerol, its
widespread use in eardrops [231] and nasal sprays argue that it is it is safe to use in the
outer and middle ear. Glycerol is produced endogenously by sebaceous glands and is a
naturally occurring component in blood plasma where it plays a role in maintaining
epithelial hydration levels [243]. As a result, the body is capable of transporting and
metabolising glycerol, although the local uptake rate and mechanisms for glycerol in the
tympanic membrane specifically has not previously been investigated. On this basis it
appears likely that glycerol used in optical clearing of cartilage grafts would be resorbed
naturally by the body, although it is not clear how long this process would take. In our

study, the effects of glycerol clearing on the optical and mechanical properties of



113

cartilage grafts appear to be fully reversible following rinsing with saline which provides
reason to expect that glycerol absorption would be reversible in vivo.

While this study has focused on the visualisation of the middle ear through
autologous cartilage tympanoplasties, many other graft materials are available and have
been used in this application. Autologous graft materials used for tympanoplasty grafts
include fascia, perichondrium, periosteum, vein, fat, and skin [61] with cartilage and
fascia being the most common in modern practice. Additionally, new graft biomaterials
for tympanic membrane grafts remains an active area of research, with grafts having been
demonstrated made from polylactic acid [215], polydimethylsiloxane [215],
polycaprolactone [215], and decellularized porcine tissue [244] among other materials
[245]. The optical clearing techniques we demonstrated in this study for cartilage may be
applied to these other materials as well, and some of these materials may have sufficient
innate transparency as to permit acceptable middle ear imaging without the need for
optical clearing. As middle ear OCT gains adoption, optical transparency (whether innate
or induced with OCAs) may become an increasingly important consideration in the
selection of graft materials alongside traditional considerations of acoustic performance,
biocompatibility, and mechanical strength.

Finally, while the present study focused on the ability of optical clearing agents to
improve visualisation with OCT, our results apply equally well to other optical imaging
modalities including traditional optical modalities like optical microscopy/otoscopy and
more advanced methods like Raman spectroscopy. And while this study focused on the
clearing of tympanoplasties, the same techniques could potentially be used to clear
thickened, scarred, calcified or fibrotic TMs which can also make visualisation of the

middle ear space difficult.

4.8 Conclusion

We have measured the optical attenuation of a cartilage tympanoplasty model using
optical coherence tomography before and after application of glycerol as an optical
clearing agent. We observed a mean reduction in attenuation in cartilage grafts of
13.6(% 5.9) dB at an estimated linear rate of clearing of 2.3(% 1.1) dB/min following

topical application of glycerol. We also showed that this degree of clearing was clinically
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significant for imaging of post-ossiculoplasty ears and that it generated SNR and contrast
improvements of 13dB and 13dB in imaging a prosthesis. The process of glycerol
absorption appears reversible, at least in terms of the optical clearing and the dimensional
changes that it generates. The amount of clearing achieved, and the rate of clearing
appear consistent with the clinical application of this technique to facilitate visualisation
in post-operative ears and provide strong motivation for the extension of this work to in

vivo studies in patients.
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Chapter 5

Conclusions and future direction

This final chapter summarizes the research conducted, synthesizing the key findings and
highlighting their significance within the broader context of the study area. Furthermore,
we outline promising directions for future investigations that may expand the utilities of

ME-OCT in clinical otology.

5.1 Conclusion

New medical imaging technologies have the potential to improve the diagnosis and
clinical management of diseases [143], while also contributing to a better understanding
of their pathogenesis and the development of novel therapies [82]. One such technology
is ME-OCT, which aims to extract diagnostically relevant information from acquired
images and present easily interpretable images to clinicians [82], [94]. However, the
clinical translation of ME-OCT can be impeded by suboptimal image quality, resulting in
image artefacts and limitations that restrict imaging depth due to optical loss as well as to
imperfections in the light source and optics that can result in undesired sidelobes in the
axial point spread function (PSF). These limitations can ultimately limit the diagnostic
utility of ME-OCT and even lead to misinterpretation of images or incorrect diagnoses
when spurious structural information is present. As ME-OCT gains popularity in clinical
otology, there is an increasing need to improve image quality to facilitate more accurate
diagnoses which motivated the development of this thesis.

Chapter 3 of this work presents an innovative approach by applying convolutional
basis pursuit denoising with dictionary learning to complex OCT A-line data. This
method produces OCT images in which anatomical structures are retained with high
fidelity, while axial sidelobe artefacts and stochastic noise are highly suppressed. The
application of this processing technique offers additional advantages such as enhanced

image contrast at tissue boundaries and an increase in the SNR, attributable to the
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substantial reduction of both sidelobe artifacts and background noise. Dictionary learning
is particularly well-suited to OCT systems in which the PSF drifts with time because it
can provide continuously updated estimates of the PSF from imaging data without
requiring any additional calibration steps. Convolutional basis pursuit denoising is
substantially less computationally demanding than conventional basis pursuit methods
that have previously been applied to OCT image analysis. While real-time processing
was not demonstrated in this study, our processing rate of 1.28s/frame on consumer grade
hardware, without using GPU-based acceleration makes it seem feasible that, with further
optimisations and integration, CSC could be performed at video rates.

Admittedly, learning the PSF is a slower step in comparison, but it only needs to
be done periodically, on the order of once per frame or less and so it may also be
compatible with real-time processing rates. Even at non-real-time rates, the proposed
technique is still a useful post-processing step that can be applied to images intended for
storage or post-rendering, such as in volumetric data acquisition. For instance, this
method has significantly enhanced the interpretation of ME-OCT images collected in our
studies [130], [131], [135], demonstrating its utility and practical benefit within our
research group.

The results of Chapter 3 demonstrate that sparsity-based deconvolution can
effectively suppress sidelobe artefacts and enhance the image quality of ME-OCT. In
particular, the described technique ensures good preservation of anatomical structures, a
key aspect for the appreciation and exploration of the middle ear space in ME
visualisations with OCT. Furthermore, although, this method was initially conceived to
enhance the image quality of ME-OCT, it has also demonstrated promising outcomes in
diverse applications. Notably, it has been successful in improving the quality of OCT
images of index fingers and onion slices, signifying a possible broader utility beyond the
field of otology.

One significant hurdle in ME-OCT visualisation stems from signal attenuation
caused by the scattering of light. As light traverses through the TM, multiple scattering of
light occurs. In instances where the overall thickness of the TM alters due to pathologies
or the use of grafts, the thickened TM can preclude the visualisation of the middle ear

space with OCT. Chapter 4 delves into the application of optical clearing agents (OCAs),
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which improves the effective penetration depth of light when imaging through highly
scattering tissue (i.e., TM), as a potential method to enhance the imaging quality of ME-
OCT. More specifically, the study conducted an ex-vivo experiment using both animal
and cadaveric models and focused on a common clinical scenario: TM thickness increase
as a result of cartilage tympanoplasties. In middle ear surgery for CHL, patients could
receive a TM graft made from a sheet of autologous cartilage taken from the patient's
tragus. Given that this graft is optically opaque, the presence of the graft hampers OCT's
ability to visualise post-operative middle ear structures.

Chapter 4 highlights the potential of anhydrous glycerol, a hyperosmotic and non-
toxic compound, in its role as an effective optical clearing agent (OCA) to reduce the
optical scattering coefficient of cartilage over less than 10 minutes. The level of clearing
demonstrated in that study significantly improved the ability to visualise the middle ear
with OCT. These results are promising for the eventual clinical use of optical clearing
agents to allow OCT-based visualisation of the post-surgical middle ear. Moreover, the
reversible nature of this technique, in combination with a consistent level of observed

tissue shrinkage, argues for the method's safety for patient use.

5.2 Future direction

Chapter 3 and Chapter 4 detail two distinct methods aimed at enhancing the image
quality of ME-OCT. The first approach is computational, employing signal processing
techniques, while the second involves physically altering the imaging tissue's properties
using a biocompatible and osmotically active chemical. These techniques enable
improved visualisation of middle ear pathologies using ME-OCT, leading to a more
precise interpretation of ME-OCT images.

One potential avenue for further exploration involves the in-vivo application of
glycerol as an optical clearing agent (OCA) for visualising the middle ear. An
unanswered question is whether the same degree of clearing, sufficient for clinical utility
in OCT visualisation and measurement within the middle ear, can be achieved in vivo.

More specifically, the study presented in Chapter 4 did not assess the ability of
glycerol to increase the transparency of cartilage grafts that have fully healed and

undergone epithelialization. It also did not investigate the efficacy of glycerol in clearing
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fibrotic, tympanosclerotic, or otherwise thickened TM for which appropriate cadaveric
models do not exist. One intermediate strategy involves applying optical clearing agents
(OCAs) to healthy, normal tissues. This will allow us to establish a baseline against
which we can compare and assess the effectiveness as well as possible address possible

adverse effects of the OCAs that was not present in the ex-vivo studies.
5.2.1 In vivo application of OCAs in healthy normal

Prior in-vitro studies on cartilage grafts have demonstrated that the topical application of
glycerol can increase optical transparency by 13 dB, enabling structural imaging of
middle ear structures through the graft. However, it remains uncertain whether the same
degree of clearing can be achieved in vivo with thickened eardrums due to

tympanoplasties or CHL pathologies.

(a) baseline(R)-OCT (b) OCA(R)-OCT (c) baseline(L)-OCT (d) OCA(L)-OCT

(e) baseline(R)-otoscopic (f) OCA(R)-otoscopic (g) baseline(L)-otoscopic (h) OCA(L)-otoscopic

Figure 5.1: In vivo application of OCAs was performed on the author with the over-the-
counter eardrops for ear cerumen removal that contain anhydrous glycerol [246]. The top
rows are the 3D-OCT still images of the baseline (i.e., without glycerol) and the OCA
application of both right (denoted as R) and left (L) ears. The bottom rows are the otoscopic
images (Macroview ® basic otoscope, Welch Allyn).

To develop a clinical protocol for applying the OCA on patients with
tympanoplasties or calcified or fibrosed eardrums, we administered an eardrop containing
anhydrous glycerol, a commercially available solution for ear cerumen removal [246], to
a healthy individual. The contact of the eardrop with the eardrum was confirmed through

otoscopic examination, and the TM was evaluated for any signs of inflammation,
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damage, or permanent changes. After leaving the clearing agent on the ear for 10
minutes, it was removed using a cotton swab, and the eardrum was subsequently re-
examined with OCT where still 3D images were captured. The images obtained were
compared to a control image taken in the same ear prior to the eardrop administration in
the same display range. Throughout the process, the volunteer reported no discomfort and
did not experience any sensations of irritation which was previously suggested in
literature [227].

Although only a qualitative assessment was performed, Figure 5.1 (b)
demonstrates that the increased optical transparency allows for an improvement in image
SNR. The increase transparency manifests as a higher brightness of a visible portion of
the cochlear promontory (CP) when compared to the baseline in Figure 5.1 (a) for the
right ear. For the left ear, the partial incus in the before image becomes brighter following
treatment as does the cochlear promontory. Furthermore, when comparing Figure 5.1 (h)
and (i), the TM becomes less bright following treatment, an indication that it is
generating less optical scattering. The TM also appeared more transparent under otoscopy
post-treatment as compared to pre-treatment. These results provide some preliminary
findings that glycerol can increase TM transparency in vivo without generating adverse

events, an important step in investigating this approach in patients.

In summary, this thesis presents a cohesive body of work highlighting the author's
contributions to enhancing the imaging quality of middle ear OCT. While still an
emerging clinical technology, OCT could potentially be used as a non-invasive, ionizing
radiation-free imaging technique to diagnose ME disorders. The improvement of middle
ear OCT image quality holds clinical significance, as diagnosing conditions based on
morphological changes in structures can benefit from artefact-suppressed images with an
extended effective imaging depth. When combined with future research and validation,
the work presented here could pave the way for the eventual clinical adoption of OCT as

a standard diagnostic tool for otology.
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Appendix A: Analytic derivation of OCT interferogram

Optical Coherence Tomography (OCT) employs low coherence interferometry to detect
backscattered light from the sample. A classic Michelson interferometer setup, as
depicted in Figure A.1 (a), consists of a light source, a reference arm, a sample arm, a
beam splitter, and a detector.

Light emanates from the source and travels toward a beam splitter, where it is
divided into two separate paths: the reference arm and the sample arm. The light reflected
from each arm recombines, creating interference that depends on the optical path lengths
of both paths. The detector then converts the interfered light intensity into an electrical
signal. One can express the amplitude of the light emanating from the source as [82],

[100]:
E, = s(k, w)e/kz-»t) (A.1)
where E, is the electric field amplitude and s(k, w) is the slow-varying complex envelope

of the electric field. s(k, w) is the function of wavenumber k = 27/ and angular

frequency w = 2mv where A and v represents the wavelength and the frequency of the

light wave.
(a) reference mirror (b) )
T A o, Ga derector2
v A
A
reference E‘ ‘ detector 1
i 1
m/ a o
‘ ‘ = S ?p.:'trlnurz f‘/’l\
2 - E £ ’
¢ beam : .
'tunable splitter sample ¥ ; ? v
light source
E,
¢¢ E+E, b k e = reference
8 L - E“ A A LI mirror 2
tunable T bem '
photo detector light source "

Figure A.1: FD-OCT system in (a) classic Michelson configuration where solid red and
blue arrows indicate the direction of light waves propagating in the optical path and (b)
Mach-Zehnder configuration, where the curly orange arrow indicates the direction of light
waves propagating in the optical path whereas dashed red and blue indicate the phase of
the light.

We can further express the light wave reflected from the reference and sample arms as
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E .

E = T%areJZRZr (A.2)
E o

E, = T%aselzk"Zs (A.3)

E,, a,, and z,.denote the reflected light wave, reflectivity and path length of the reference
arm, while E, a,, and zgrepresent the same properties for the sample arm. 71 is the
complex refractive index where 1 = n + i« includes both refraction and losses [82],

[100], where we substitute 71 with n for the sake of clarity and simplicity in the following

derivation. The term % comes from splitting of light power in half at the beam splitter.

The detector converts the combined light waves from both arms where we assume the

responsivity of the detector to be 1 for simplicity:

|E, + E|? .
2

1
I1(k) = 3 < |E.|* + |Es|* + E,E} + E,"E, >

(k) =<

1 .
1(k) = = < |E, %, + |E, |as + 2|E, |2 [a,as(e/2Fn@r=2s)

4 (A4)

+ e—j2kn(zr—zs)) >
1
I(k) = Z < IEolzar + IEolzas + 2|Eo|2\/ O{rO{S[COS (an(zr - Zs)] >

|s(k)I?
4

where z, — z; = Az. (A.4) suggests the wavenumber, k, allows for encoding the

1(k) =

<a,+a;+2/a.a,cos(2knAz) >

path length difference between the reference and sample arms and it is inverse of the
wavelength by k = 2m/A.

In a comparison between the Michelson and Mach-Zehnder interferometers, the
distinguishing factor is their distinct geometrical arrangements. The Mach-Zehnder
interferometer, in particular, is characterized by the presence of two beam splitters. This
configuration effectively separates the optical path of light returning from the reference

arm and sample arm, a distinction that sets it apart from the Michelson interferometer.
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The total separation of the of optical paths allows for a greater flexibility in the system
design and achieving higher degree of beam splitting efficiency [81]. In the case of SS-
OCT, an improved configuration could be considered. Instead of a conventional 50:50
ratio in both beam splitters, one might alter the arrangement. The first beam splitter could
use a 90:10 ratio, favoring the power directed towards the sample arm. Meanwhile, the
second beam splitter can maintain a balanced 50:50 ratio, ensuring an optimized
detection [106]. This alteration could potentially enhance the performance and sensitivity
of the SS-OCT system and it is also important to point out the optimal ratio can depend
on many factors, such as the specific characteristics of the sample and remains to be a
much-debated topic [82]. In addition, Mach-Zehnder interferometer features two outputs
that complement each other with a phase difference of m. Assuming beam splitter 1 splits
the light equally and simplify the discussion by omitting the full forms of the wave

equations:

E,=E, =— (A.5)

The two waves are then recombined at the second beam splitter (50:50 beam splitter) to

produce two output waves at each detector:

El = Er\/_EES ) EZ = Er\/-i_EES

The difference in sign accounts for the cumulative phase shift that occurs as light

(A.6)

propagates through the beam splitters. When a sample is positioned in the sample arm
and introduces a phase shift, A, this leads a change in the intensity of the beam entering

the two detectors:
I = |E1|> = |E,|* - [1 — cos(4¢)]/2 (A7)

I = |E;|* = |Eo|? - [1 + cos(4¢)]/2 (A.8)
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Appendix B: Permission of reproduction

This appendix includes the essential written permissions for reproducing content from the
two journal articles that form the foundation of Chapter 3 - Chapter 4 in accordance with
Dalhousie University's copyright requirements for thesis submission, it also contains
permissions for reproducing borrowed materials featured in Figure 1.1, Figure 1.2 and

Figure 2.1. These permissions ensure compliance with intellectual property guidelines.
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preceding or following the entire portion of the Work copied) (i) permit "publishing ventures" where any
particular anthology would be systematically marketed at multiple Institutions.

i) Subject to any Publisher Terms (and notwithstanding any apparent contradiction in the Order Confirmation
arlsing from data provided by User), any use authorized under the academic pay-per-use service Is limited as
follows:

A) any License granted shall apply to only one class (bearing a unigue identifier as assigned by the institution,
and thereby including all sections or other subparts of the class) at one institution;

B) use is limited to not more than 25% of the text of a book or of the items in a published collection of essays,
poems or articles;

C) use is limited to no more than the greater of (a) 25% of the text of an issue of a journal or other periodical
or (b) two articles from such an Issue;
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D) ne User may sell or distribute any particular anthology, whether photocopied or electronic, at more than
one institution of learning;

E) In the case of a photocopy permission, no materials may be entered into electronic memary by User except
in order to produce an identical copy of a Work before or during the academic term (or analogous period) as
to which any particular permission is granted. In the event that User shall choose to retain materials that are
the subject of a photocopy permission in electronic memeory for purposes of producing identical copies more
than one day after such retention (but still within the scope of any permission granted), User must notify CCC
of such fact in the applicable permission request and such retention shall constitute one copy actually sold for
purpeses of caleulating permission fees due; and

F) any permission granted shall expire at the end of the class. No permission granted shall in any way include
any right by User to create a substantively non-identical copy of the Work or to edit or in any other way
modify the Work (except by means of deleting material immediately preceding or following the entire portion
of the Work copied).

Iv) Books and Records; Right to Audit. As to each permission granted under the academic pay-per-use Service,
User shall maintain for at least four full calendar years books and records sufficient for CCC to determine the
numbers of copies made by User under such permission. CCC and any representatives it may designate shall have
the right to audit such books and records at any time during User's ordinary business hours, upen two days' prior
notice. If any such audit shall determine that User shall have underpaid for, or underreported, any photocopies
sold or by three percent (3%) or more, then User shall bear all the costs of any such audit otherwise, CCC shall
bear the costs of any such audit. Any amount determined by such audit to have been underpaid by User shall
immediately be paid to CCC by User, together with interest thereon at the rate of 10% per annum from the date
such amount was originally due. The provisions of this paragraph shall survive the termination of this License for
any reason.

b) Digital Pay-Per-Uses of Academic Course Content and Materials (e-coursepacks, electronic reserves, learning
management systems, academic institution intranets). For uses in e-coursepacks, posts in electronic reserves, posts
in learning management systems, or posts on academic institution intranets, the following additional terms apply:

i) The pay-per-uses subject to this Section 14(b) include:

A) Posting e-reserves, course management systems, e-coursepacks for text-based content, which grants
authorizations to import requested material in electronic format, and allows electrenic access to this material
to members of a designated college or university class, under the direction of an instructor designated by the
college or university, accessible only under appropriate electronic controls (e.g., password);

B) Posting e-reserves, course management systems, e-coursepacks for material consisting of photographs
or other still images not embedded in text, which grants not only the authorizations described in Section
14(b)(i){A) above, but also the following authorization: to incude the requested material in course materials
for use consistent with Section 14({b){i)(4) above, including any necessary resizing, reformatting or modification
of the resolution of such requested material (provided that such modification does not alter the underlying
editorial content or meaning of the requested material, and provided that the resulting modified content is
used solely within the scope of, and in a manner consistent with, the particular authorization described in the
Order Confirmation and the Terms), but not including any other form of manipulation, alteration or editing of
the requested material;

C) Posting e-reserves, course management systems, e-coursepacks or other academic distribution for
audiovisual content, which grants not only the authorizations described in Section 14{b)()(A) above, but also
the following authorizations: (i) to incdude the requested material in course materials for use consistent with
Section 14{b)I){A) above; (1)) to display and perform the requested material to such members of such class in
the physical classroom or remotely by means of streaming media or other video formats; and (iii) to "clip" or
reformat the requested material for purposes of time or content management or ease of delivery, provided
that such “clipping” or reformatting does not alter the underlying editorial content or meaning of the
requested material and that the resulting material is used solely within the scope of, and in a manner
consistent with, the particular authorization described in the Order Confirmation and the Terms. Unless
expressly set forth in the relevant Order Conformation, the License does not authorize any other form of
manipulation, alteration or editing of the requested material.
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i} Unless expressly set forth in the relevant Order Confirmation, no License granted shall in any way: (1) include
any right by User to create a substantively non-identical copy of the Work or to edit or in any other way modify the
Work (except by means of deleting material immediately preceding or following the entire portion of the Work
copied or, In the case of Works subject to Sections 14(b)(1)(B} or (C) abowve, as described In such Sections) (i)
permit "publishing ventures" where any particular course materials would be systematically marketed at multiple
institutions.

i) Subject to any further limitations determined in the Rightsholder Terms (and notwithstanding any apparent
contradiction in the Order Confirmation arising from data provided by User), any use authorized under the
electronic course content pay-per-use service s limited as follows:

A) any License granted shall apply to only one class (bearing a unique identifier as assigned by the institution,
and thereby including all sections or other subparts of the class) at one institution;

B) use is limited to not more than 25% of the text of a book or of the items in a published collection of essays,
poems or articles;

C) use is limited to not more than the greater of (&) 25% of the text of an issue of a journal or other periodical
or (b) two articles from such an Issue;

D) no User may sell or distribute any particular materials, whether photocopied or electronic, at more than
one institution of learning;

E) electronic access to material which Is the subject of an electronic-use permission must be limited by means
of electronic password, student identification or other control permitting access solely to students and
instructors in the class;

F) User must ensure (through use of an electronic cover page or other appropriate means) that any person,
upon gaining electronic access to the material, which Is the subject of a permission, shall see:

© aproper copyright notice, identifying the Rightsholder in whose name CCC has granted permission,
© astatementto the effect that such copy was made pursuant to permission,

o a statement identifying the class to which the material applies and notifying the reader that the material
has been made available electronically solely for use in the class, and

o astatement to the effect that the material may not be further distributed to any person outside the class,
whether by copying or by transmission and whether electronically or in paper form, and User must also
ensure that such cover page or other means will print out in the event that the person accessing the
material chooses to print out the material or any part thereof.

@) any permission granted shall expire at the end of the class and, absent some other form of authorization,
User Is thereupon required to delete the applicable material from any electronic storage or to block electronic
access to the applicable material,

iv) Uses of separate portions of a Work, even if they are to be included in the same course material or the same
university or college class, require separate permissions under the electronic course content pay-per-use Service.
Unless otherwise provided in the Order Confirmation, any grant of rights to User Is limited to use completed no
later than the end of the academic term (or analogous period) as to which any particular permission is granted,

v) Books and Records; Right to Audit. As to each permission granted under the electronic course content Service,
User shall maintain for at least four full calendar years books and records sufficient for CCC to determine the
numbers of coples made by User under such permission. CCC and any representatives it may designate shall have
the right to audit such books and records at any time during User's ordinary business hours, upen two days' prior
notice. If any such audit shall determine that User shall have underpaid for, or underreported, any electronic
copies used by three percent (3%) or more, then User shall bear all the costs of any such audit; otherwise, CCC
shall bear the costs of any such audit. Any amount determined by such audit to have been underpaid by User
shall immediately be paid to CCC by User, together with interest thereon at the rate of 10% per annum from the
date such amount was originally due. The provisions of this paragraph shall survive the termination of this license
for any reason.
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¢) Pay-Per-Use Permissions for Certain Reproductions (Academic photocopies for library reserves and interlibrary
loan reporting) (Non-academic intermal/external business uses and commercial document delivery). The License
expressly excudes the uses listed in Section (c){i)-{v) below (which must be subject to separate license from the
applicable Rightsholder) for: academic photocopies for library reserves and interlibrary loan reporting; and non-
academic internal/external business uses and commercial document delivery.

i) electronic storage of any reproduction (whether in plain-text, PDF, or any other format) other than on a
transitory basis;

ii) the input of Works or reproductions thereof into any computerized database;
iii) reproduction of an entire Work (cover-to-cover copying) except where the Work is a single article;
iv) reproduction for resale to anyone other than a specific customer of User;

v) republication in any different form. Please obtain authorizations for these uses through other CCC services or
directly from the rightsholder.

Any license granted is further limited as set forth in any restrictions included in the Order Confirmation andfor in
these Terms.

d) Electronic Reproductions in Online Environments (Non-Academic-email, intranet, internet and extranet). For
"electronic repreductions”, which generally includes e-mail use (including instant messaging or other electronic
transmission to a defined group of recipients) or posting on an Intranet, extranet or Intranet site {incuding any
display or performance incidental thereto), the following additional terms apply:

i) Unless otherwise set forth in the Order Confirmation, the License is limited to use completed within 30 days for
any use on the Internet, 60 days for any use on an intranet or extranet and one year for any other use, all as
measured from the "republication date" as identified in the Order Confirmation, if any, and otherwise from the
date of the Order Confirmation.

i) User may not make or permit any alterations to the Work, unless expressly set forth in the Order Confirmation
(after request by User and approval by Rightsholder); provided, however, that a Work consisting of photographs
or other still images not embedded in text may, If necessary, be resized, reformatted or have its resolution
medified without additional express permission, and a Work consisting of audiovisual content may, if necessary,
be "clipped" or reformatted for purposes of time or content management or ease of delivery (provided that any
such resizing, reformatting, reselution modification or “clipping’ does not alter the underlying editorial content or
meaning of the Work used, and that the resulting material is used solely within the scope of, and in a manner
consistent with, the particular License described in the Order Confirmation and the Terms.

15) Miscellaneous.

a) User acknowledges that CCC may, from time to time, make changes or additions to the Service or to the Terms, and
that Rightsholder may make changes or additions to the Rightsholder Terms, Such updated Terms will replace the
prior terms and conditions in the order workflow and shall be effective as to any subsequent Licenses but shall not
apply to Licenses already granted and paid for under a prior set of terms.

b) Use of User-related information collected through the Service is governed by CCC's privacy policy, avallable online
at www.copyright.com/about/privacy-policy/.

¢) The License Is personal to User. Therefore, User may not assign or transfer to any other person (whether a natural
person or an organization of any kind) the License or any rights granted thereunder; provided, however, that, where
applicable, User may assign such License in its entirety on written notice to CCC in the event of a transfer of all or
substantially all of User's rights in any new material which includes the Work(s) licensed under this Service.

d) Mo amendment or waiver of any Terms is binding unless set forth in writing and signed by the appropriate parties,
including, where applicable, the Rightshalder. The Rightsholder and CCC hereby object to any terms contained in any
writing prepared by or on behalf of the User or its principals, employees, agents or affiliates and purporting to govern
or otherwise relate to the License described in the Order Confirmation, which terms are in any way inconsistent with
any Terms set forth in the Order Confirmation, and/or in CCC's standard operating procedures, whether such writing
Is prepared prior to, simultaneously with or subsequent to the Order Confirmation, and whether such writing appears
ona copy of the Order Confirmation or in a separate instrument.
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e) The License described in the Order Confirmation shall be governed by and construed under the law of the State of
New York, USA, without regard to the principles thereof of conflicts of law. Any case, controversy, suit, action, or
proceeding arising out of, in connection with, or related to such License shall be brought, at CCC's sole discretion, in
any federal or state court located in the County of New York, State of New York, USA, or in any federal or state court
whose geographical jurisdiction covers the location of the Rightsholder set forth in the Order Confirmation. The
parties expressly submit to the personal jurisdiction and venue of each such federal or state court.

Last updated October 2022
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Appendix B.2: Copyright permission for Figure 1.2

2023.06.14
Dear Optica copyright officer,

I am preparing my master’s degree thesis for submission to the Faculty of Graduate Studies at Dalhousie
University, Halifax, Nova Scotia, Canada. I am seeking your permission to include a manuscript version of
the following paper(s) as a chapter in the thesis:

1. Figure 5, subplot (a) from
In vivo imaging of middle-ear and inner-ear microstructures of a mouse guided by SD-OCT combined
with a surgical microscope

2. Figure 9, subplot (a) from
Picometer scale vibrometry in the human middle ear using a surgical microscope based optical coherence
tomography and vibrometry system

Dalhousie graduate theses are collected and stored online by Dalhousie University and
Library and Archives of Canada. | am seeking your permission for the material described
above to be stored online in Dalhousie University’s institutional repository and in Library and
Archives of Canada (LAC)’s Theses Canada Collection.

Full publication details and a copy of this permission letter will be included in the thesis.

Yours sincerely,

Young Wang

Permission is granted for:
a) the inclusion of the material described above in your thesis.

b) for the material described above to be included in the copy of your thesis that is sent to the
Library and Archives of Canada inclusion in Theses Canada.

¢) For the material described above to be included in the copy of your thesis that is sent to Dalhousie
University’s institutional repository.
Authorized Agent, Optica
Name: Hannah Greenwood Title: _Publishing Group

Signature: Date: 6/27/2023
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Appendix B.3: Copyright permission for Figure 2.1

e ‘”ﬁ THESIS COPYRIGHT PERMISSION FORM

Title(s) of the Image(s): Chris Gralapp owns the copyright to the following image(s):

Title(s) of illustration(s):
1.Coronal perspective of the anatomy of the ear
las. stanford.edu/otologi i tomy-of-th ot -Bone/#iLi ,_image_1}/0

2. Sliding the cartilage beneath the scutal edge helps stability the prosthesis by creating longitudinal tension

tanford. edu/otologic-surger -place. image 1],

Description of the Work: Chris Gralapp hereby grants permission to reproduce the above image(s) for
use in the work specified:

Thesis title: Improved middle ear imaging with optical coherence tomography for clinical otology
University : Dalhousie University
Digital Object identifier (DO!) and Journal ISSN, if available:N/A

License Granted: Chris Gralapp hereby grants limited, non-exclusive worldwide print and electronic
rights only for use in the Work specified. Chris Gralapp grants such rights “AS IS” without representation
or warranty of any kind and shall have no liability in connection with such license.

Restrictions: Reproduction for use in any other work, derivative works, or by any third party by manual
or electronic methods is prohibited. Ownership of original artwork, copyright, and all rights not
specifically transferred herein remain the exclusive property of Chris Gralapp. Additional license(s) are
required for ancillary usage(s).

Credit must be placed adjacent to the image(s) in the following format:
@ (copyright year) Chris Gralapp, used with permission

Permission granted to:
Name: Junzhe (Young) Wang
Mailing address: 63 Portland Estates Blvd W, Dartmouth, NS B2W 6E5, Canada
Email address: Junzhe.wang@dal.ca
Phone number: (902)-830-7568

srgnarure!ﬂm -

Junzhe Wang

Chris Gralapp, CMI

Christine Gralapp | Medical lllustration
204 Ridgeway Avenue, Fairfax, CA 94930
(415) 454-6567
eyeart@chrisgralapp.com
www.chrisgralapp.com

Appendix B.4: Copyright permission for Chapter 3
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Friday, April 14, 2023 at 19:40:32 Atlantic Daylight Time

Subject: RE: Copyright request[https://doi.org/10.1364/BOE.447394] for thesis use
Date: Friday, February 24, 2023 at 12:15:42 Atlantic Standard Time

From: Optica Publishing Group Copyright

To: Young Wang, Optica Publishing Group Copyright

Attachments: image002.png

CAUTION: The Sender of this email is not from within Dalhousie.

Dear Young Wang,

Thank you for contacting Optica Publishing Group.

For the use of material from Junzhe Wang, Brendt Wohlberg, and R. B. A. Adamson, "Convolutional

dictionary learning for blind deconvolution of optical coherence tomography images," Biomed. Opt.

Express 13, 1834-1854 (2022):
Because you are the author of the source paper from which you wish to reproduce material,
Optica Publishing Group considers your requested use of its copyrighted materials to be
permissible within the author rights granted in the Copyright Transfer and Open Access
Publishing Agreement submitted by the requester on acceptance for publication of his/her
manuscript. It is requested that a complete citation of the original material be included in any
publication. This permission assumes that the material was not reproduced from another
source when published in the original publication.

If the entire article is being included, it is permissible to use the version of record.

While your publisher should be able to provide additional guidance, we prefer the below citation
formats:

For citations in figure captions:

[Reprinted/Adapted] with permission from [ref #] © Optica Publishing Group. (Please include
the full citation in your reference list)

For images without captions:
Journal Vol. #, first page (year published) An example: Opt. Express 19, 2720 (2011)
Please let me know if you have any questions.

Kind Regards,
Hannah Greenwood

Hannah Greenwood
February 24, 2023
Authorized Agent, Optica Publishing Group

OPTICA Formerly
PUBLISHING GROUP | OSA



144

Appendix B.5: Copyright permission for Chapter 4

217/23,12:04 PM Rightslink® by Copyright Clearance Center
cce ARMR-REAR
Home Help v Live Chat Sign in Create Account
RightsLink

Optical Clearing Agents for Optical Imaging Through Cartilage
Tympanoplasties: A Preclinical Feasibility Study

Author: Junzhe Wang, Gaurav Chawdhary, Xiaojie Yang, et al
0_ Wolters Kluwer Publication: Otology & Neurotology

Publisher: Wolters Kluwer Health, Inc.

Date: Apr 1, 2022

Copyright © 2022, © 2022, Otology

License Not Required

Wolters Kluwer policy permits only the final peer-reviewed manuscript of the article to be reused in a thesis. You are
free to use the final peer-reviewed manuscript in your print thesis at this time, and in your electronic thesis 12
months after the article’s publication date. The manuscript may only appear in your electronic thesis if it will be
password protected. Please see our Author Guidelines here: https://cdn-tp2.mozu.com/16833-m1/cms/files/Author-
Document.pdf?_mzts=636410951730000000.

BACK CLOSE WINDOW
© 2023 Copyright - All Rights Reserved | Copyright Clearance Center, Inc. | Privacy statement | Data Security and Privacy
| For California Residents | Terms and ConditionsComments? We would like to hear from you. E-mail us at

customercare@copyright.com




