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Abstract

Accurate energy ranking is a key facet to the
problem of first-principles crystal-structure pre-
diction (CSP) of molecular crystals. This work
presents a systematic assessment of B86bPBE-
XDM, a semilocal density functional combined
with the exchange-hole dipole moment (XDM)
model, for energy ranking using 14 compounds
from the first five CSP blind tests. Specifi-
cally, the set of crystals studied comprises 11
rigid, planar compounds and 3 co-crystals. The
experimental structure was correctly identified
as the lowest in lattice energy for 12 of the
14 total crystals. One of the exceptions is 4-
hydroxythiophene-2-carbonitrile, for which the
experimental structure was correctly identified
once a quasi-harmonic estimate of the vibra-
tional free-energy contribution was included,
evidencing the occasional importance of ther-
mal corrections for accurate energy ranking.
The other exception is an organic salt, where
charge-transfer error (also called delocalization
error) is expected to cause the base density
functional to be unreliable. Provided the choice
of base density functional is appropriate and an
estimate of temperature effects is used, XDM-
corrected density-functional theory is highly re-
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liable for the energetic ranking of competing
crystal structures.

Introduction

One of the continuing scandals in the
physical sciences is that it remains
impossible to predict the structure of
even the simplest crystalline solids from a
knowledge of their composition.

J. Maddox, Crystals from first principles.
N ature, 1988, 335, 201.

First-principles crystal-structure prediction
(CSP) is a grand challenge in computational
chemistry. Current approaches have shown
promise for small molecules, with limited flexi-
bility and some a priori knowledge of the crys-
tal structure, such as the number of molecules
in the asymmetric unit.1–5 However, there is
presently no general, reliable way to predict
the complex three-dimensional crystal structure
of an arbitrary compound from its molecular
structure.6 CSP protocols essentially consist of
three distinct steps, each posing difficulties of
their own: i) the efficient generation of sensi-
ble candidate crystal structures for the molecule
under study, ii) the screening of these candi-
dates to arrive at a short list of relatively sta-
ble structures, and iii) the accurate calculation
of their free energy differences to determine the
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thermodynamically stable structure. The sec-
ond and third step may use the same method-
ology, but it is also possible to use a more ac-
curate (and more computationally expensive)
method for the final ranking. In this work, we
focus on this third step.

The problem of energy ranking of molecu-
lar crystal structures is intimately related to
polymorphism.7–10 Polymorphism in molecular
crystals is particularly relevant to the phar-
maceutical industry since different polymorphs
will have different physical properties, such as
solubilities, that can affect their bioavailabil-
ity.11–14 The case of the drug ritonavir15 illus-
trates the importance of determining the sta-
ble form of active pharmaceutical ingredients.
Additionally, polymorphism impacts the devel-
opment of energetic materials because differ-
ences in crystal structure will affect their ther-
mal stability and sensitivity to shock.16,17 Poly-
morphism is also key in the design of thin films
and organic electronics since the crystal packing
will affect their charge-transfer efficiency.18–20

To assess the performance of different CSP
protocols, the Cambridge Crystallographic
Data Centre (CCDC) periodically holds blind-
test competitions.1–5 In these tests, unpub-
lished experimental X-ray crystal structures
are obtained for a small number of organic
compounds. The molecular diagram of these
compounds are announced and research groups
have a period of one year to submit their top
three candidate crystal structures, which are
then compared to the experimental result. To
date, there have been six blind tests, orga-
nized in 1999,1 2001,2 2004,3 2007,4 2010,5

and 2016.21 In this work, we focus on com-
pounds from the first five blind tests, which
will be labeled as BT1 to BT5 in the rest of the
article.

In the previous blind tests, the vibrational
and entropic effects are generally assumed to
be minor,22 and the crystal structures with
lowest electronic energy are commonly taken
to be the most thermodynamically favourable.
Nyman and Day23 recently demonstrated that
thermal effects can change the identity of the
most stable candidate structure for about 9%
of compounds, based on a computational com-

parison of the energies for 1061 experimental
structures of 508 organic molecules. A fur-
ther largely unavoidable assumption is that the
experimentally-observed structure is indeed the
thermodynamically stable phase, which may or
may not be the case.24

Most groups participating in the published
blind tests use force-field methods to rank can-
didate crystal structures using either atomic
charges or a distributed-multipoles force field,
with empirical R−6 dispersion terms. Neu-
mann et al.25 participated in the last two blind
tests (CSP20074 and CSP20105) and obtained
good results using dispersion-corrected density-
functional theory.26 Brandenburg and Grimme
have also recently assembled a benchmark for
organic-crystal energy ranking using the com-
pounds from the sixth blind test.27

DFT methods have been shown to provide
good results for polymorph ranking in oxalyl
dihydrazide,28,29 p-diiodobenzene,30 glycine,31

pyrazinamide,32 and ice.33 In all cases, the en-
ergy differences between isolable polymorphs
are necessarily quite small, nearing degener-
acy.34 In recent years, the applicability of
DFT to molecular crystals has greatly in-
creased, thanks to the development of dis-
persion corrections that can be paired with
popular base density functionals. These in-
clude Grimme’s D2 and D3 methods,35,36 the
non-local van der Waals density functional
(vdW-DF),37,38 the Tkachenko-Scheffler39 and
the more-recent many-body dispersion (MBD)
model,40 and the exchange-hole dipole moment
(XDM) model,41–43 co-developed by one of us.
The XDM method has been shown to yield ex-
cellent accuracy for sublimation enthalpies of
molecular crystals44 and for the calculation of
the enantiomeric excess of a solution at the chi-
ral eutectic.45

The XDM44 method, as well as others,46–48

has demonstrated good performance in the cal-
culation of absolute lattice energies of molecu-
lar crystals on standard benchmark sets.44 In
this work, we take a different approach and as-
sess the performance of XDM (specifically, the
B86bPBE-XDM functional) for energy ranking
of molecular crystals using the blind-test struc-
tures as our benchmark data set. The calcu-
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lated XDM-corrected energies for the top three
crystal structures submitted by each group are
compared with the energy for the experimental
structure. As in previous blind tests, we as-
sume that the experimental structure is given
the electronic energy minimum. We consider
only rigid, planar molecules, or co-crystals of
two rigid molecules, which limits the study to
14 out of a total of 21 compounds from the
first five blind tests. B86bPBE-XDM predicts
the experimental structure to be lowest in en-
ergy for 12 of 14 compounds, while the 13th
requires that thermal effects are taken into ac-
count through calculation of the free energy dif-
ferences. The remaining exception is the or-
ganic salt, for which good performance is not
expected due to the inherent charge-transfer
(delocalization) error49–54 of the base density
functional. Overall, B86bPBE-XDM is shown
to be a viable method for accurate energy rank-
ing of molecular crystal structures, with a com-
putational cost that is essentially the same as
any other periodic GGA crystal geometry re-
laxation. Hence, it is a very good option for
the final ranking step in a CSP protocol.

Computational Methods

All crystal structures were obtained from the
supplementary information of the previous pub-
lished blind tests.1–5 Only the three most sta-
ble structures from each method that were sub-
mitted to the blind test competition were con-
sidered. Full geometry relaxations were per-
formed for all crystals with the B86bPBE55,56

density functional and the XDM dispersion cor-
rection.41,42 B86bPBE-XDM has shown excel-
lent performance in the calculation of abso-
lute42 and relative45 lattice energies of molecu-
lar crystals, as well as in the modeling of more
exotic non-covalent interactions, such as ad-
sorption on metal surfaces.57

B86bPBE-XDM has the correct asymptotic
exchange enhancement factor behavior in the
limit of large reduced density gradient, and is
therefore expected to give an accurate represen-
tation of three-body (three-molecule) exchange-
repulsion and induction effects.54 Errors in the

intermolecular three-body energy term (par-
ticularly when using the PBE functional) are
typically much higher than non-additive three-
molecule dispersion contributions.54 In conse-
quence, although an extension of XDM in-
cluding Axilrod-Teller-Muto dispersion terms
is available,58 we use the canonical pairwise
implementation of XDM. It should be also
noted that the XDM dispersion coefficients are
dependent on properties of the electron den-
sity through the exchange hole multipole mo-
ments. This means that the dispersion coeffi-
cients are quite sensitive to changes in chem-
ical environment57,59 and, due to this density
dependence, XDM implicitly accounts for non-
additive many-atom effects on the dispersion
coefficients in a similar fashion to the MBD ap-
proach.40

All calculations used the periodic-boundary,
plane-wave/pseudopotentials approach and the
Projector Augmented Wave (PAW) formal-
ism60 with either version 4.3.2 (modified to in-
clude XDM42) or version 5.1.2 of the Quantum
Espresso program.61 An 80 Ry plane-wave cut-
off, an 800 Ry density cutoff, and a 4×4×4 Γ-
centered k-point grid were used in all cases. Ini-
tial calculations used the default convergence
criteria, but to resolve the small energy differ-
ences between structures, further calculations
with tighter convergence criteria of 10−5 Ry on
the energy and 10−4 Ry/bohr on the forces were
performed for structures found to be less than
0.4 kcal/mol higher in energy than the exper-
imental structures. Atomic charges for the or-
ganic salt were calculated using the Yu-Trinkle
algorithm62 within the critic2 program.63

Results and Discussion

Single-Molecule Crystals

The results for the 11 single-molecule crystals
are summarized in Table 1. The notation cho-
sen follows the blind test nomenclature, where
the structures are identified by the last names of
one member of the participating groups and ei-
ther 1, 2, or 3 to indicate the rank within that
group’s three submitted structures. The cal-
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Table 1: Summary of XDM-corrected and base density-functional results for the single-molecule crystals.
The blind test (“BT”) in which the crystal structures were reported is indicated, and the roman numeral
is the compound identifier in the blind test articles. The 3 symbol indicates that the experimental crystal
structure was correctly predicted to be the lowest in energy. The 7 symbol indicates that at least one other
polymorph was predicted to be lower in energy than the experimental structure. The difference in energy
between the most stable candidate and the experimental structure is also shown with and without XDM
(∆EXDM and ∆Ebase, both in kcal/mol). The latter was calculated at the B86bPBE-XDM equilibrium
geometry.

Compound Number BT XDM Base ∆EXDM ∆Ebase

I 1 3a 7 — -0.30

II 1 7 3 -0.26 —

III 1 3 7 — -2.21

VII 1 3 7 — -0.30

VIII 3 3 7 — -0.19

IX 3 3 7 — -0.34

XI 3 3 7 — -0.07

XII 4 3 7 — -0.11

XIII 4 3 7 — -0.47

XVI 5 3 3 — —

XVII 5 3 3 — —

aTwo experimental polymorphs were identified for this compound.1 Energies and volumes are reported
relative to form 1, predicted to be more stable by 0.17 kcal/mol with DFT-XDM.
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culated energies for each structure, relative to
experiment, are also shown graphically in Fig-
ure 1, with and without the XDM dispersion
correction.

The DFT-XDM approach is found to cor-
rectly predict the experimental crystal struc-
ture as the energy minimum for all but one
of the compounds considered in Table 1. Con-
versely, the base functional alone (at the DFT-
XDM geometry) only predicts the experimental
structure to be lowest in energy for three com-
pounds (II, XVI, and XVII). Figure 1 shows
that, in absence of the dispersion correction,
the base functional predicts many structures to
be more stable than the experimental crystal—
some of them by as much as 2 kcal/mol. In
all the cases where the base functional fails, a
lower-density structure is predicted to be more
stable (data given in the SI). This is to be ex-
pected since dispersion typically favours more
dense packing, so neglect of dispersion should
favour lower-density structures. A similar re-
ranking of structures when a dispersion correc-
tion is applied has been reported by Braun et
al.64,65 Interestingly, the authors show that en-
ergy ranking is sensitive to the type of disper-
sion correction at the DFT level, indicating the
need of benchmarking results for dispersion cor-
rected DFT methods.

Neumann and co-workers participated in the
BT4 and BT5 using dispersion-corrected DFT
together with a system-specific potential fit-
ted to reproduce dispersion-corrected DFT re-
sults for each compound.26 Specifically, they
used the PW91 functional66,67 and an empir-
ical dispersion correction based on the work
of Wu and Yang68 that involves a pairwise
sum over C6 terms only. The C6 coefficients
were obtained by fitting to reproduce molecu-
lar dispersion coefficients. Changes in C6 with
chemical environment59 are taken into account
using explicit atom typing according to hy-
bridization.26 Neumann et al. correctly pre-
dicted the experimental structure for all four
of the single, planar-molecule crystals consid-
ered (XII, XIII, XVI, XVII). The similar, ex-
cellent performance of both this methodology
and DFT-XDM implies that ranking lattice en-
ergies of molecular crystals is an easier prob-

lem for dispersion-corrected DFT compared to
computing accurate lattice energy differences.45

Given the considerable difference between Neu-
mann et al.’s and B86bPBE-XDM methodolog-
ical approaches, we conclude that the results for
the present set of compounds do not appear to
be particularly sensitive to the choice of base
functional or the form of the dispersion correc-
tion.

In the remainder of this section, details re-
garding the crystal structures of the compounds
in Figure 1 and Table 1 are discussed at
length. First, the structure of compound I
(the rigid molecule from BT1 with only C, H,
N, and O1) was correctly predicted by four
participants (Verwer-1, Williams-1, Gavezzotti-
1, and van Eijck-3) and is identified as the
minimum-energy structure by B86bPBE-XDM.
Compound I is particular in that a second poly-
morph (with space group P21/c), different from
the blind test target (Pbca) has been deter-
mined, a fact that was unknown at the time
the blind test contest was held, but discussed
in the subsequent article.1 None of the other
methods applied were successful in ranking the
P21/c structure as close in energy to Pbca, even
though the candidate was often generated, and
many groups point to the inadequacy of the em-
ployed force fields.1 B86bPBE-XDM predicts
the P21/c polymorph to be 0.17 kcal/mol higher
in energy than Pbca (blue line in Figure 1),
which is within the ±1 kJ/mol typical energy
range for isolable polymorphs proposed by Ny-
man and Day23 (in the following, the “polymor-
phism energy range”). The remaining struc-
ture shown in red in Figure 1 is van Eijck-3,
which was identified as correct in the blind test
but, when relaxed using B86bPBE-XDM, con-
verges to a slightly different equilibrium struc-
ture where the molecules are displaced with re-
spect to one another along the molecular plane.
Given the small energy difference, the two min-
ima are likely interconvertible when crystal vi-
brations are taken into account.

The only single crystal where DFT-XDM pre-
dicts a structure to be more stable than exper-
imental is compound II, 4-hydroxythiophene-2-
carbonitrile. This case is complicated by the
fact that, in a occurrence similar to what is
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Figure 1: Relative DFT-XDM energies for all submitted structures, ordered by blind test (blocks
marked as 1, 3, 4, 5) in kcal/mol per molecule. The experimental structure is taken as the zero
of energy in both plots. The top figure shows the dispersion-corrected (black) and uncorrected
(purple) energies. The shaded region (±1 kJ/mol around zero) represents the typical energy dif-
ferences between isolable polymorphs.23 The bottom plot shows the dispersion-corrected energies
in a smaller region around zero. The red lines correspond to candidate structures that are not
observed experimentally. The energies for the experimental structures are shown in green. Blue
lines are alternative experimental structures: for compound I, the blue line is the energy for the sec-
ond observed polymorph (P21/c); for compound XXI, the blue lines correspond to different proton
orderings.
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Figure 2: Comparison of predicted structures for compound II. Shown are the experiment structure
(left), the very similar Verwer-2 structure (center), and the Verwer-3 structure, which has the lowest
energy with DFT-XDM (right). Two different views are shown for each crystal, one per row.

seen for compound I, the potential-energy sur-
face for the experimental form is very flat with
respect to the “slip” between the stacked rings,
as shown in Figure 2. As such, relaxations
for the experimental structure and the Verwer-
2 structure, which was deemed to match ex-
periment according to analysis of the molecu-
lar packing,1 converged to yield slightly differ-
ent unit-cell volumes and energies. The DFT-
XDM energies differ by only 0.05 kcal/mol per
molecule in favour of Verwer-2. Additional
calculations using the Nudged Elastic Band
(NEB) approach and the Climbing Image tech-
nique61,69,70 demonstrated that interconversion
between these two structures is actually bar-

rierless, so these should be properly viewed as
equivalent. The geometry optimization appears
to converge to the slightly higher-energy struc-
ture due to the flatness of the potential.

Even taking Verwer-2 as our reference, DFT-
XDM identifies Verwer-3, also shown in Fig-
ure 2, as lying 0.25 kcal/mol per molecule
lower in energy. This crystal is character-
ized by a wine-rack motif, rather than the
tilted rows of π-stacked molecules seen in the
experimental/Verwer-2 packing arrangement.
Given the small energy difference, it is possible
that the vibrational free-energy contribution is
sufficient to preferentially stabilize the exper-
imental structure. Thankfully both unit cells
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for the compound are quite small (44 atoms for
experiment versus 22 atoms for Verwer-3), so it
was possible to determine the extent of the free-
energy correction using a quasi-harmonic proce-
dure analogous to the one used in our previous
benchmark study.44

Phonon calculations were performed using the
finite displacement method (as implemented
in the phonopy program71) on the experimen-
tal, Verwer-2, and Verwer-3 crystal structures.
For each crystal, four negative pressures were
considered: 0, −0.25, −0.5, and −0.75 GPa,
and the equilibrium geometries, energies, and
phonon frequencies at Γ under those pressures
were calculated. The volume-dependent vibra-
tional free energy contribution was fitted to a
second-degree polymial and the thermal pres-
sure determined from its derivative at the equi-
librium volume, in a procedure analogous to the
one we used in the past for the C21 set.44 Fi-
nally, the vibrational contribution is interpo-
lated from the free energy vs. pressure curve.
Naturally, we are limited to this rough estimate
because of computational cost constraints—
higher quality calculations necessitate a proper
reciprocal-space sampling (see Ref. 23 and ref-
erences therein).

Including this quasi-harmonic thermal correc-
tion, it was found that the experimental struc-
ture is indeed more stable than Verwer-3 by
0.58 kcal/mol per molecule. While the correct
energy ranking is now recovered, this indicates
that thermal contributions may be quite impor-
tant in some cases, as recently pointed out by
Heit and Beran.72 Indeed the finding that ther-
mal effects are needed to recover the correct en-
ergy ranking for 1/11 molecules is statistically
consistent with the work of Nyman and Day,
who showed that thermal effects change the en-
ergy ordering for 9% of organic compounds.23

The results for the rest of the compounds in
BT1 and BT3 illustrate the advantage in accu-
racy B86bPBE-XDM has over the force fields
used in early blind tests. This increased perfor-
mance comes at a quite higher computational
cost, making a two-step approach to energy
ranking (pre-screening with a force field and fi-
nal ranking with XDM) very attractive. Of the
considered compounds (III, VII, VIII, IX, and

XI), force-field approaches had success in only
four instances: Mooij-1 and van Eijck-1 for III,
Mooij-1 for VII, and Day-1 for IX. In contrast,
B86bBPE-XDM predicted experiment to be the
global energy minimum for all five compounds.
Some of the force-field failures could be ascribed
to deficiencies in the candidate generation al-
gorithm1 (like, for instance, the treatment of
torsional flexibilty in III). In other cases, the
molecule was not among the typical moieties for
which the force field were parametrized (XI), or
the molecule contained unfamiliar atoms (such
as iodine in compound IX).1,3

Another observation derived from our results
is that a large number of candidates were found
within a small energy range for most of these
five crystals.1,3 Although a more exhaustive
ranking using the extended list would be de-
sirable, Figure 1 shows that B86bPBE-XDM
has a discriminating effect on the proposed can-
didates compared to the blind test predictions
and to the non-dispersion corrected B86bPBE
results. In compound III, for instance, no can-
didates are found within the polymorphism sta-
bility region (±1 kJ/mol23). The separation ef-
fect caused by the dispersion correction seems
to be stronger in polar systems and in com-
pounds that can form hydrogen bonds. For
hydrophobic systems like VII or XI, where the
main contributor to binding is a non-directional
non-specific interaction like dispersion, a num-
ber of structures are found within the polymor-
phism energy range. However, B86bPBE-XDM
is still accurate enough to identify the experi-
mental structure as the one with lowest lattice
energy.

Appreciable discussion in the third blind test
involved compound XI, azetidine. The exis-
tence of two molecules in the asymmetric unit,
the relatively uncommon structure (a four-
member ring) and the dominant character of
dispersion effects (that necessitate higher accu-
racy, according to the preceding discussion) pre-
vented any of the participants from predicting
the correct structure.3 Many candidate struc-
tures were found within a very small energy
range, and some participants found that a sym-
metry breaking from the experimental P21/c
space group to the P1̄ subgroup lowered the
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energy of the system. This raised the question
of whether the experimentally observed P21/c
structure was an energy minimum or the ther-
mal average of competing P1̄ minima. The
symmetry breaking argument is refuted by our
B86bPBE-XDM results which not only predict
the experimental structure as the global mini-
mum, but also preserve the P21/c symmetry of
the crystal arrangement.

The single-molecule crystals in BT4 and
BT54,5 (XII, XIII, XVI, and XVII) were cor-
rectly predicted by Neumann et al. using a
dispersion-corrected DFT methodology similar
to the one presented in this article (and with
a comparably high computational cost). For
some of them, other groups were successful
in their predictions as well (XII: Ammon-2,
Boerrigter-1, and Schweizer-2; XIII: Ammon-
2, Day-1, and Price-1; XVI: van Eijck-2; XVII:
Price-2). In all cases except XVI, only the ex-
perimental crystal structure is found within the
polymorphism energy range.

Co-Crystals

The DFT-XDM and base-functional results for
the co-crystals are summarized in Table 2 and
Figure 1. From the results in the table, DFT-
XDM correctly identifies the stable structure
for two of the three co-crystals, but favours
an incorrect structure for the salt. The pre-
diction of 1:1 co-crystal structures is challeng-
ing for the candidate generation algorithm be-
cause of the increased number of degrees of free-
dom (see Ref. 4 and references therein). How-
ever, there is nothing particularly more diffi-
cult about the energy ranking in these systems
compared to the single-molecule crystals, and
B86bPBE-XDM, as well as the methods of Neu-
mann et al. and of van Eijck, correctly pre-
dicted the structure of compound XV.4

For gallic acid monohydrate (XXI), two stable
polymorphs had been characterized experimen-
tally prior to the blind test.73,74 Two additional
forms had been submitted as CSP candidates,
but form three had a disordered hydrogen-
bonding network and was therefore deemed un-
suitable, so form four was used as the single
target of the blind test.75,76 This form is charac-

Figure 3: Experimental structure for the hy-
drate (left) and the structure predicted to be
lowest in energy with dispersion-corrected DFT
(right), which differ only in the hydrogen posi-
tions.

terized by an absence of carboxylic acid dimers
and instead involves hydrogen bonds from the
carboxylic acid moiety to both water and the
polyphenol groups.

The polymorphism in compound XXI was
subsequently studied computationally and ex-
perimentally by Braun et al.7 The authors
found that gallic acid, both in its anhydrate and
hydrated structures, presents extensive poly-
morphism. In particular, three anhydrates and
five hydrates were experimentally determined,
and it was shown that more than 20 other
solvates are experimentally obtainable as well.
The occurrence of each individual form depends
on experimental conditions, mainly tempera-
ture and humidity.7 To assess B86bPBE-XDM
in this compound, we restricted our calculations
to the submitted crystal structures similar to
form 4 of the monohydrate (no carboxylic acid
dimers) to avoid predictions that would corre-
spond to one of the other stable forms.

The situation for this crystal is complicated
further because the experimental X-ray struc-
ture does not identify the hydrogen positions.
Different structures can be obtained depending
on the proton ordering.5 Two structures (Price-
1 and van Eijck-2) were found to match the
experimental heavy-atom packing, but not the
hydrogen positions. With DFT-XDM, these
two structures were predicted to be degener-
ate and this H-bonding arrangement is slightly
more stable than the experimental structure by
0.15 kcal/mol per molecule. The different H-
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Table 2: Summary of XDM-corrected and base density-functional results for the co-crystals. The
blind test (“BT”) in which the crystal structures were reported is indicated, and the roman numeral
is the compound identifier in the blind test articles. The 3 symbol indicates that the experimental
crystal structure was correctly predicted to be the lowest in energy. The 7 symbol indicates that
at least one other polymorph was predicted to be lower in energy than the experimental structure.
The difference in energy between the most stable candidate and the experimental structure is also
shown with and without XDM (∆EXDM and ∆Ebase, both in kcal/mol). The latter was calculated
at the B86bPBE-XDM equilibrium geometry.

Compound Number BT XDM Base ∆EXDM ∆Ebase

XV 4 3 7 — -1.19

XIX 5 7 7 -1.11 -1.90

XXI 5 3a 7 -0.15 -0.56

a The lowest-energy structure differs from experiment only in the hydrogen-atom positions, which
cannot be assigned uniquely from X-ray data.

bonding motifs are shown in Figure 3.
Finally, turning to the organic salt (XIX), it

is not expected that the present methodology
would accurately predict the minimum-energy
structure, due to the inherent charge-transfer
error in the base functional.49–52 Generalized-
gradient approximation (GGA) functionals,
as used in the present work, are well-known
to preferentially stabilize electron distribu-
tions with fractional, rather than integer,
charges.53,54,77–79 This is the case for the salt,
where the charges on each monomer are found
to be ±0.82, according to Bader analysis80 of
the B86bPBE-XDM electron density, evidenc-
ing the strong charge-transfer component in
this crystal.

DFT-XDM matches the previous DFT rank-
ing25 and predicts the Neumann-1 structure to
be the most stable, lying 1.1 kcal/mol lower
in energy than experiment. This difference
is almost entirely due to the base functional
alone, rather than originating from a differ-
ence in dispersion stabilization, an effect sim-

ilar to our observations for halogen-bonded
dimers.53 Delocalization error is expected to
affect hydrogen-bonded systems as well, al-
though to a lesser extent.54 The experimental
and DFT-XDM minimum-energy structures for
the salt are shown in Figure 4. They both con-
sist of alternating rows of cations and anions,
but differ in the H-bonding arrangements. In
the Neumann-1 structure, all the NH+–COO−

H-bonds occur along the same adjacent row
but, in the experimental structure, successive
cations form H-bonds to anions in opposite
rows. The interlayer packing of Neumann-1
matches the experimental structure in all other
respects, so it is this difference in H-bonding
that determines the relative ordering. Further
analysis of the Bader charges reveals that the
atomic charges for the hydrogen-bond donors in
the Neumann-1 structure are smaller in mag-
nitude and farther from integer values, which
justifies its greater stability, relative to the ex-
perimental structure.

In principle, an energy ranking of the same
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Figure 4: Experimental structure for the organic salt (left) and the structure predicted to be lowest
in energy with dispersion-corrected DFT (right). The cations are shown in blue and the anions in
red to highlight the differences between structures. Unit cells are represented by boxes.

accuracy as the other compounds could be ob-
tained for the organic salt, provided a base
functional that minimizes delocalization error
is employed. Although delocalization error is
at present an unsolved problem in DFT, hybrid
functionals that incorporate 50% of exact ex-
change and range-separated functionals (such
as LC-ωPBE) have demonstrated success in
similar systems, such as halogen-bonded dimers
or the beyond-3-body interactions in HF clus-
ters.53,54 However, application of these methods
to molecular crystals is currently not computa-
tionally feasible.

Equilibrium geometries

Table 3 compares the geometries submitted by
the blind test participants and the B86bPBE-
XDM equilibrium geometries with the exper-
imental X-ray structures. Two similarity in-
dices are used. The “POW” adimensional
index is a similarity measure based on the
overlap between calculated powder diffraction
patterns using cross-correlated weighting func-
tions82 as implemented in critic2.63 The other
index (“RMSD15”) is similar to the one used
in recent blind tests and implemented in the
mercury program.81 This index is calculated by
building a molecular environment containing 15
molecules for the two crystals, and then calcu-

lating the RMSD between the two environments
in the situation of maximum overlap. For both
indices, zero indicates a perfect match. Being
based on powder diffraction spectra, the POW
index is more sensitive to changes in the cell
shape and dimensions than RMSD15, while the
opposite is true about atomic displacements in
the molecular motif.

In general, the B86bPBE-XDM values show
good agreement with experiment, although it
is outperformed by at least one of the force
fields for most compounds. The geometries cal-
culated by van Eijck et al. seem to be in par-
ticularly good agreement with the X-ray re-
sults. The geometries predicted by Neumann
et al. using dispersion-corrected DFT are also
in excellent agreement with experiment, with
essentially matching powder diffraction pat-
terns. However, B86bPBE-XDM obtains bet-
ter RMSD15 results than Neumann et al. ex-
cept in compounds XIII, for which they obtain
the same RMSD15, and XV, which is 0.005 Å
higher.

The results in Table 3 should be interpreted
with care. The B86bPBE-XDM geometries, as
well as many of the structures submitted by
the participants, are minima of the electronic
energy and are not directly comparable to the
experimental geometries because of thermal ex-
pansion effects.44 For instance, Heit and Beran
have reported a systematic underestimation of
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Table 3: Similarity indices comparing the DFT-XDM equilibrium structure (“B86bPBE-XDM”)
and the structures submitted by the blind test participants to the corresponding experimental
structures. The powder diffraction index (“POW”) computed using the critic2 program63 and
the RMSD index (“RMSD15”, in Å) computing using the mercury program81 are shown. The Nc

column shows the number of matching molecules calculated by mercury (out of a total of 15).

Structure POW RMSD15 Nc

I B86bPBE-XDMa 0.1225 0.077 15
I Gavezzotti-1a 0.1599 0.204 15
I van Eijck-3a,b 0.1557 0.189 11
I Verwer-1a 0.2603 0.195 15
I Williams-1a 0.3296 0.298 15
II B86bPBE-XDM 0.0646 0.074 15
II Verwer-2c 0.1608 0.591 15
III B86bPBE-XDM 0.1317 0.117 15
III Mooij-1d 0.5640 0.91 10
III van Eijck-1 0.0801 0.223 15
VII B86bPBE-XDM 0.3357 0.495 10
VII Mooij-1 0.3409 0.133 9

VIII B86bPBE-XDM 0.2332 0.175 15
VIII Day-1 0.5161 0.326 15
VIII van Eijck-1 0.1554 0.326 15
VIII Facelli-2e — — —
VIII Pantelides-1e — — —
IX B86bPBE-XDM 0.1796 0.183 15
IX Day-1 0.0159 0.076 15
XI B86bPBE-XDM 0.2711 0.125 15

XII B86bPBE-XDM 0.2711 0.115 15
XII Ammon-2 0.3632 0.178 15
XII Boerrigter-1 0.1693 0.157 15
XII Neumann-1 0.0366 0.128 15

Structure POW RMSD15 Nc

XII Schweizer-2 0.2362 0.178 15
XIII B86bPBE-XDM 0.0306 0.080 15
XIII Ammon-1 0.0925 0.358 15
XIII Ammon-2d 0.1879 0.500 15
XIII Day-1 0.0310 0.157 15
XIII Neumann-1 0.0210 0.080 15
XIII Price-1 0.0560 0.143 15
XV B86bPBE-XDM 0.0935 0.083 15
XV Neumann-1 0.0089 0.078 15
XV van Eijck-3f 0.4344 n/a 0

XVI B86bPBE-XDM 0.0616 0.127 15
XVI Neumann-1 0.0462 0.157 15
XVI van Eijck-2 0.0943 0.247 15
XVII B86bPBE-XDM 0.0029 0.025 15
XVII Neumann-1 0.0029 0.045 15
XVII Price-2 0.0186 0.134 15
XIX B86bPBE-XDM 0.1336 0.144 15
XIX Neumann-3 0.0381 0.150 15
XIX van Eijck-2 0.0558 0.218 15
XXI B86bPBE-XDMg 0.0524 0.132 15
XXI Price-3g,h 0.3570 0.583 15
XXI van Eijck-1g,h 0.0259 0.219 15
XXI van Eijck-2g,h 0.3868 0.583 15

a Compared against the Pbca polymorph.
b Converged to a structure similar to experiment but with a slight tilt.
c Converged to a structure similar to experiment but slightly displaced in the molecular plane.
d Was not marked as correct in the blind test, but converged to the experimental structure upon
geometry relaxation using B86bPBE-XDM.
e Structure not given in the SI.
f Differs from experiment by methyl-group rotation.
g Compared against experimental form 4.
h Heavy atoms match, different proton ordering.
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cell volumes of 5–10% on average caused by ne-
glect of vibrational effects.72

The impact of missing thermal expansion on
the similarity indices in Table 3 can be esti-
mated easily by comparing the equilibrium and
thermally expanded structures for the crystals
in the C21 set reported in Ref. 44. In those
crystals, thermal expansion has been modeled
by relaxing the equilibrium geometry of the
crystal under a (negative) thermal pressure de-
termined from the calculated vibrational free
energies at different cell volumes. The aver-
age POW index between the 21 equilibrium and
thermally expanded crystal pairs is 0.254, which
is in the range of the disagreement between
B86bPBE-XDM and other methods with the
experimental structure in Table 3. The mean
RMSD15 deviation for the 21 crystal pairs is
0.078 Å, also in the range of the observed dif-
ferences in Table 3. In addition, the B86bPBE-
XDM volumes of all crystals except for XVII
are underestimated, with a root-mean-square
volume difference of 3.2%. The agreement with
the experimental XVII structure in Table 3 is
either the result of an unusually small thermal
expansion or of an error cancellation between
an overestimated B86bPBE-XDM equilibrium
volume and the neglect of vibrational effects.

Conclusions

This work presents a systematic benchmark
of DFT-XDM for energy ranking of molecu-
lar crystals, which is the essential final step in
any crystal structure prediction method. The
B86bPBE density functional combined with the
exchange-hole dipole moment dispersion model
(XDM) was found to reliably identify the exper-
imental structure as the lowest-energy candi-
date for all but one of 14 planar compounds and
co-crystals from the CSP blind tests. Further
investigation of the suitability of DFT-XDM for
energy ranking for the non-planar and flexible-
molecule compounds of the blind tests, where
more complicated effects may be at play, are
planned. Based on the current results, DFT-
XDM is an excellent method for energy rank-
ing of organic molecular crystals. In particular,

B6BPBE-XDM holds promise for application to
crystal-structure prediction of energetic materi-
als, organic electronics, or active pharmaceuti-
cal ingredients.

Supporting Information Available: Ta-
bles of the relative energies and crystal vol-
umes per molecule computed for each submit-
ted candidate structure. This material is avail-
able free of charge via the Internet at http:

//pubs.acs.org/.
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