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Abstract

Machine Learning (ML) methods have been gaining prominence over time as interest in Ar-

tificial intelligence (AI) has been rising. Researchers have tried to explore these methods

for time series forecasting models, moving away from the traditional statistical methods,

but forecasting results from these models are still not impressive enough compared to tra-

ditional statistical methods in terms of forecasting accuracy and also the computational

requirements.

In this research, we explored the unique strengths of both traditional statistical method

and machine learning algorithms to propose a hybrid forecasting system based on a de-

composition approach, with the objective of improving forecast accuracy across multiple

forecasting horizons. Our proposed methodology uses the Seasonal and Trend decomposi-

tion using Loess (STL) decomposition procedure to break down time series data into trend-

cycle, seasonal and covariance stationary components, where these components produce

individual forecasts and these forecasts are aggregated back to whole using an aggrega-

tion procedure, with the sole purpose of minimizing errors. Various types of Exponential

Smoothing algorithms were employed for the trend-cycle, seasonal components because

of its unique weight combination approach while vectors of features were extracted auto-

matically from the nonlinear covariance stationary subseries to create appropriate Machine

Learning models.

We carried out our research using NN3 dataset and a large subset of 48,000 real-life

monthly time series used in the M4 competition, which is characterized by considerable

seasonality, trend and a fair amount of randomness so as to cover a wide range of time

series structures. Our result reveals that the combination of decomposition, Exponential

smoothing, Machine learning methods, and feature extraction gives less forecasting errors

when compared to other combinatory approach and benchmark classical approach.
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AI Artificial intelligence.

ANN Artificial Neural Networks.

AR Autoregressive.

GAs Genetic Algorithms.

LS-SVM Least Square Support Vector Machine.
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Chapter 1

Introduction

Time series is defined as a collection of observations xt made sequentially at specific time.

Various examples of this kind of data occur in a variety of fields, ranging from economics

to engineering, and the method of analyzing time series constitute an important area of

statistics [1]. Time series data are known to be univariate records of only one variable, or

multivariate - records of multiple variables in nature. On the other hand, these data could

also exist in a continuous or discrete data form. In discrete form, the time series contains

observations that are measured at successive discrete points of time with uniformly spaced

intervals, while they are measured at some time intervals in continuous form. [2].

In discrete time series, the variables observed are assumed to be measured as a continu-

ous variable using the real number scale. In different circumstances, continuous time series

are easily transformed to discrete by merging data together over a specified time interval.

This direction provided the foundation for this research work to focus on discrete time se-

ries, as it is known that the observations are recorded at equally spaced time intervals such

as hourly, daily, weekly, monthly or even yearly.

Examples of time series are the variations of a stock index, sales figures, the annual

flow volume of the River Nile at Aswan, the consumption of a certain goods, the daily

blood pressure of an individual, daily air temperature or monthly precipitation in a specific

location, the number of web page visits per second, the brain electrical activity of a patient

measured at 256 Hz in an electroencephalogram (EEG), or innumerable other sequences

based on industrial, economic, social phenomena, studies in medicine, geophysics, and

engineering. Other types of data such as DNA or videos are not time series in their raw

format, but they can be converted to time series. This transformation enables the use of a

large number of algorithms, specially tailored to time series on other types of data.

1
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1.1 Introduction to Time Series Analysis

Time series analysis provides methods useful for extracting potentially useful information

from time-series data. These methods either help discover the characteristics of a physical

system that generate the time series, to predict the changes of a time series, and to improve

controls over the physical system. These time series analysis objectives are mostly classi-

fied as description, explanation, predictions, and controls. Description provides the simple

properties of a times series data which include the trends or periodicity, seasonal variation,

sudden or gradual changes. Explanation describes the variations between two or more re-

lated time series. Control is used to collect and analyzed appropriate corrective measures

for a series of data. Lastly, prediction or forecasting provides future values of the time series

using the observed past values and explained by [3] in Smoothing, Forecasting, and Pre-

diction of Discrete Time Series where they used prediction to describe subjective methods

and forecasting to describe objective methods. All these objectives require identification of

a time series model, which interprets the series behavior and uses it for forecasting future

values.

The process of discovering valid patterns and extracting useful information from a large

amount of data using Machine Learning (ML) methods and statistical approaches is called

Data Mining. With the amount of data being generated every microsecond, data mining

mostly involves a large amount of data which are mostly referred to as Big data, available

and mined for several reasons ranging from classification, clustering, and prediction or

forecasting. The main topic of this thesis focuses on forecasting and is described as a broad

research area concerned with the estimation of future events or conditions. Forecasting has

been known to be very important in various fields and useful for various reasons, ranging

from forecasting of stock prices and exchange rate in finance to forecasting variables like

gross national product or unemployment in macroeconomics, or even used by companies

to forecast the demand for their products to support planning and decision-making.

Forecasting applications are becoming widespread across various domains and have

urged researchers, practitioners, educators, and decision makers to carry out ground-breaking

research that improves forecasting knowledge. These research experiments constantly im-

prove the accuracy of these forecasting models by testing and comparing with multiple

reasonable methods. These have most recently prompted researchers to begin using more

of evidence-based checklist for forecasting [4] as guidelines, similar to that used by other
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practitioners in other fields likes medicine, aeronautics, and engineering [5]. This evidence-

based check is meant to guide researchers against proposing forecasting methodologies

without strong objective evidence regarding their relative performance over other standard

forecasting tools, claiming methodology superiority with methodology inadequacies rang-

ing from conclusions based on few or even single time series, and method evaluation on

only a step ahead forecasting, and not comparing methods with benchmark methodologies.

Figure 1.1: Forecasting methods application checklist 1

Testing multiple hypotheses by comparing the accuracy of forecast methods with the

accuracy of the forecast from currently used methods or benchmark methods are core re-

quirements of a scientific approach in forecasting [6]. Combining this approach with meth-

ods guided by evidence-based forecasting approach which are consistent with forecasting

principles have been shown to provide out-of-sample2 forecasts with superior accuracy and
1Source: http://forecastingprinciples.com/index.php/selection-tree
2Out-of-sample forecast is similar to the test set in machine learning algorithm. It is used to formally

evaluate the predictive capability of a model developed by forecasting observations that were not part of the
data sample used to build the model
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are always recommended [7].

This thesis focuses on ways of combining the unique strengths of several evidence-

based forecasting to improve out-of-sample point forecasts accuracy because it has been

established that it is unlikely for a single technique to consistently outperform to a great

extent competitor method across a large number of series. We, therefore, focus on com-

bining techniques from judgemental and quantitative methods to improve out-of-sample

point forecasts accuracy. Example of these judgemental and quantitative methods are de-

composition method and forecast combination, respectively, and Figure 1.1 shows a visual

representation of the forecasting methods checklist.

1.2 Goals

The major objective of this thesis focuses on combining decomposition and forecast com-

bination methods to improve forecasting accuracy across multiple forecasting horizons.

Decomposition is achieved by making the best use of knowledge present in these series

of data to break down a forecasting problem into several parts, forecasting each part sepa-

rately, and combining the forecast of these different parts into a whole. And on the other

hand, combining Statistical Methods (SM) and Machine Learning (ML) approaches to cre-

ate a combination of methods where approaches in machine learning, statistical techniques,

feature extraction, and many other methods are used for error minimization, thereby, sig-

nificantly improving the out of sample forecast accuracy of our forecasting algorithm. The

combinations of these two techniques or as most call it “A Hybrid Approach” is based on

various assumptions that the data from the initial decomposition approach and the fore-

cast produced from this hybrid methods are intended to be better than forecast from single

individual methods.

For example, our proposed hybrid model could be useful for financial analysts to fore-

cast the behavior of stock prices for economic profit by breaking down the historical data

of the behavior of stock prices into several parts to understand the historical component of

the series, producing individual forecast on these sub series and merging them back to form

a whole series. The objectives of this research are to contribute to a better understanding

about ways of exploiting findings and discovering patterns that enrich our understanding of

ways decomposition and combination methods can help improve forecasting accuracy and

the other factors that may affect it. At a general level, the following questions are presented
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in order to investigate and clarify the above gaps.

• How does the performance of our proposed hybrid methodology compare to the other

individual state-of-the-art classical approaches?

• How effective are Machine Learning models in hybrid methodology for time series

forecasting?

• Does the decomposition of combinational approach compare to the other combina-

tion techniques like pooling, average and weighted average?

1.3 Contribution

The research summary and contributions of this thesis can be summarized as follows:

1. We present an approach to creating hybrid forecasting method using a simple and

linear combinatory method. Most hybrid methods are implemented using a complex

combinatory method via estimation of combination weights and this often introduces

more error into the hybrid system which overwhelms intended gains expected.

2. We propose an approach that leverages on the unique combination of various meth-

ods such as Decomposition techniques, transformation, statistical methods, and ma-

chine learning methods to improve the forecasting power of a time series forecast-

ing model. Our contribution highlights how these decomposition and transforma-

tion techniques passively help to improve the accuracy of point forecast in their own

minute way.

3. We provide a scalable hybrid methodology that improves times series forecasting

by effectively combining statistical techniques with machine learning methods. We

show effective ways in which the modeling ability of machine learning methods

could be harnessed in combination with statistical methods to improve the forecast-

ing accuracy of hybrid models.

4. Lastly, a paper “Improving the Accuracy of Time series Forecasting using Hybrid

Approach”was submitted and accepted for a presentation at the 39th International

Symposium on Forecasting 2019 in Thessaloniki Greece.



Chapter 2

Introduction to Time Series Forecasting

Time series forecasting has always been a part of the temporal data mining functionalities

alongside with classification, clustering and outlier detection. Time series forecasting of a

set of time-ordered time series observation is the predictive task that involves the analysis

of the time series data in order to predict future unknown changes or future values of the

given observation. It involves the use of measured variables as potential predictors of future

values of the target observations. The general assumption is that there is an unknown

function that “maps” the past observations y1, y2, ..., yt into the future values yt+h where yi
is the value of Y measured at time time i and h is the forecast horizon as shown in Figure

2.1. i.e. yt+h = f(< DescriptorOfThePast >) and the learning goal is to approximate

this function using some prediction error criterion and historical record of the observed

values [8].

Figure 2.1: Time-series modeling and forecasting. The figure shows a uniform sampled time
series(black), a model fit(blue), and out of sample forecast h of the fitted model(orange).

In general, time series forecasting describes a broad research method concerned with

the estimation of future events similar to other methods in data analysis, ranging from

methods like classification, clustering, and regression. We create models using timed data

6
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to estimate future out-of-sample period, which is used for forecasting performance, com-

paratively to classification task that attempts to predict, for each individual in a population,

to which class does this individual belong to. According to [9], forecasting approaches can

be subdivided into two categories, which are qualitative models and quantitative models.

• Qualitative models, the models assume sufficient knowledge of an underlying process

which is often based on experts judgment, subjective belief, and intuition that cannot

be quantified.

• Quantitative models involve the automatic prediction of numerical data.

As briefly explained in Chapter 1, our main focus of this research is to find ways of

improved methods of mining univariate discrete time series, which are modeled based on

quantitative forecasting automatic prediction of numeric data using various methods, where

data are being investigated for regularities and patterns in their past to extract knowledge

that can help to predict the future data [10].

Time series forecasting can be classified based on forecast horizon h as short-term

forecasting when the forecasting period is a short period of time usually less than three

points or long time forecasting when the forecasting period is above twelve points and

lastly, mid-term forecasting focuses on periods between the short and the long-term periods.

2.1 Time Series Forecasting Techniques

This section looks at forecasting techniques from a broad technique category point of view,

ranging from Statistical Method (SM) to Machine Learning (ML) and Neural Network

(NN) technique and lastly to the Fuzzy-based technique, which are mostly used for obser-

vations with more than one attribute. The literature review focuses on technique catego-

rization instead of individual forecasting algorithm since all the forecasting algorithms can

all be properly categorized into the above categories, and as there are variant of individual

techniques used to different research to suit different reasons. We considered and reviewed

three popular categorizations of different approaches for time series forecasting, discussing

the contributions and publication on genuinely new forecasting algorithms. These catego-

rizations are

1. Traditional or Classical Forecasting Techniques.
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2. Stochastic or Machine Learning Forecasting Techniques.

3. Fuzzy Based Forecasting Techniques.

Most of these forecasting techniques have been used for various applications in nu-

merous practical fields such as business, economics, science, engineering and many more

[11][12]. These techniques involve appropriate model fitting that represents the underlying

time series data. They could either be used individually by combining various techniques

to create a hybrid model, or even using an optimization algorithm alongside with the fore-

casting model [13] to develop an efficient model with improved forecasting accuracy.

2.2 Traditional or Classical Forecasting Techniques

Out of the numerous approaches employed for time series forecasting, traditional tech-

niques are known to be very popular and frequently used. The basic assumption about this

approach is that the underlying time series is linear, has a particular statistical property

such as normal distribution and that they are based mathematical formula and techniques,

which are improved using several tools and automation methods. There are two widely

used approaches, Autoregressive (AR) and Moving Average (MA) [14][15] and the combi-

nation of these two popular models give birth to more models like Autoregressive Moving

Average (glsARMA) and Autoregressive Integrated Moving Averages (ARIMA) [16]. In

this review, we will be discussing regressive models and Exponential Smoothing models,

giving real-life examples of their application to the problem of time series forecasting.

2.2.1 Regressive Models

These models have drawn so much attention because of their relative simplicity in under-

standing and implementation. This method is a statistical method mostly implemented for

predicting future response based on types of relationship between the data to be predicted,

response history and the other factors that it depends on. There are different variables in-

volves in regressive models. The dependent variable the main variable that we are trying

to predict its values and the independent variables- whose influence and factor may affect

the dependent variables.

Regressive models depend on the representation of various conditions used for predict-

ing the future data and methods implemented to calculate these factors. These factors uses
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historical data that helps understand the data and predicts values that closely represents the

behavior of the dynamic system from which the experimental or observational data were

gotten. Time series regression models are commonly used for modeling and forecasting of

economic, financial, and biological systems. Various kinds of regressive models exist, but

for the purpose of this review, we will be limiting our discussion on linear and multiple

regression.

Linear Regression establishes the relationship between two variables using a straight

line, by drawing a line that comes closest to the data by finding the slope and intercept

that define the line and minimize the regression errors. The research of [17] explained the

electricity load forecasting problem as one of the numerous forecasting problems where re-

searchers try to predict the magnitude of the electricity load. The forecasting task is known

to be a complex problem because of the changes and fluctuations in the electricity market.

They stated that the load depends on numerous factors like the customer characteristics,

the various days and the condition of the weather and utilized linear regression methods for

this task.

The linear regression model requires several variables such as annual changes, the daily

load changes and the seasonal changes. The transformation function was used to convert

the previous year load data to future predictions using reflection and transformation. The

linear regression mathematical model for this forecasting task is given below.

L(t) = Ln(t) +
∑

aixi(t) + e(t) (2.1)

L(t) - normal load at time t

ai - estimated varying coefficient

xi(t) - independent factors that affect load

e(t) - estimated varying coefficient

n - independent factors that affect load

Mbamalu and El-Hawary [54] computed regression coefficient using weighted least

square for their proposed multiple regression method that predicted the electricity load and

demands. In general, the mathematical model of the multiple regression model employed

is given below
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Regression coefficient were computed using weighted least square, these coefficients

were used to propose a multiple regression method that predicted the electricity load and

demands [18]. In general, the mathematical model of the multiple regression model em-

ployed is given below

Yt = vtat + εt (2.2)

t - sampling time

Yt - total load at time t

vt - vector of variables that affect the load

at - vector of the regression coefficient

εt - model error

Due to their relative simplicity in understanding, regression models have drawn so much

attention, but most practical time series shows non-linear patterns and several researchers,

for example [19] presented a methodology how non linear models are appropriate for

predicting volatility changes in economic and financial time series.

2.2.2 Exponential Smoothing

Exponential Smoothing (ES), a very known classical method used in many forecasting-

based applications with an approach for smoothing time series data using the exponential

window function. Exponential Smoothing methods originated in the 1950s and 1960s with

the work of brown [3] and Holt [20], and have been widely used in business and industry

domain.

In Optimal Properties of Exponentially Weighted Forecasts, Muth[21] suggested a sta-

tistical foundation for Simple Exponential Smoothing (SES) using exponentially weighted

average that provides the optimal cast for a random walk plus noise , while the work

of Pegels [22] used a simple classification of trends and seasonal patterns depending on

whether they are additive linear or multiplicative nonlinear.

Exponential Smooothing model was proposed by Mogram and Rahman [23] using the

functions given below and further steps towards putting exponential smoothing within a

statistical framework provided by Box and Jenkins.
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y(t) = β(t)Tf(t) + ε(t) (2.3)

f(t) - fitting function

β(t) - coefficient vector

εt - white noise

Several works have been done by numerous researchers using Exponential Smoothing

and in various contexts like computer components [24], air passengers [25], production

planning [26] and electricity load forecasting [18].

Taxonomy that provides a useful categorization for describing the various methods of

Exponential Smoothing was explained by [27]. Each method consists of one of five types

of trends (none, additive, damped additive, multiplicative and damped multiplicative) and

one of three types of seasonality (none, additive, and multiplicative). These 15 different

simple ES methods are (no trend, no seasonality), Holts linear method (additive trend,

no seasonality), Holt-Winters’ additive method (additive trend, additive seasonality), and

Holt-Winters’ multiplicative method (additive trend, multiplicative seasonality) [28]. These

various SES methods have been very useful in forecasting and also will be explored during

the course of this thesis.

2.3 Stochastic or Machine Learning Forecasting Techniques

Time series data are not always linear as stated in the previous section and requires more

complex approaches for data forecasting. The unique patterns in these series make fore-

casting difficult using linear regressive models, therefore, introducing stochastic models

and computing based forecasting models, where models are built using one or more ran-

dom variables or using Neural Networks. Future data are predicted using these types of

models and in this research, we collectively regarded them as Machine Learning (ML)

models. Stochastic modeling present data or predicts outcomes and estimates how prob-

able outcomes are within a forecast for different situations. The Monte Carlo simulation,

Support Vector Machine (SVM) are few out of the numerous Stochastic methods available.

Support Vector Machine and its numerous variants have been known to produce close

forecast when compared to other forecasting methods such as Artificial Neural Network
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and Bayesian Network, due to the proper selection of its hyper-parameters and problems

such as overfitting, large out of sample types of data and local minimum problems can be

avoided [13]. The SVM learning method is much simpler and easy to model and we will

be considering SVM hybrid approaches and SVM with optimization approaches in this

section.

Research by Xing Yan [29] compared the forecasting accuracy using Support Vector

Machine (SVM) and the Least Square Support Vector Machine (LS-SVM) on the Electric-

ity Market Clearing Price (MCP) forecasting dataset and the two methods showed several

variations among which are that the LSSVM methods employ the equality constraints and

a Sum-Squared Error (SSE) cost function while the traditional SVM uses a quadratic for-

mula.

Xing also proposed a combinatory model of Support Vector Machine (SVM) and the

Autoregressive Moving Average with External input (ARMAX) [11]. He compared the

hybrid SVM-ARMAX model with existing single models such as single SVM, single

LSSVM, single ARMAX and a hybrid LSSVM- ARMAX. The comparison showed that

the hybrid SVM-ARMAX model is more accurate than other listed model because SVM

models can obtain better forecasting accuracy by accumulating a linear module and its

capability to handle outlier data.

Other methods uses optimization approaches to improve forecasting by combining Ge-

netic Algorithms (GAs) optimization techniques with SVMs. H.Frohlich [28] used a wrap-

per method, depending on the learning algorithm based on SVM, to produce point forecast

and these forecast results were based on ranking, while Genetic Algorithms (GAs) helped

improve the ranking and parameter optimization.

Other methods use optimization approaches to improve forecasting by combining Ge-

netic Algorithms (GAs) optimization techniques with SVMs. A wrapper method was used

by H.Frohlich [30], depending on the learning algorithm based on SVM, to produce point

forecast and these forecasts results were based on ranking, while Genetic Algorithms (GAs)

helped improve the ranking and parameter optimization.

On the other hand, Artificial Neural Networks (ANN) and Neural Network (NN) have

gained immersed popularity in the last few years, due to its successful results achieved in

solving a huge amount of task ranging from different areas such as time series forecasting,

pattern recognition, data clustering and classification. They are biological motivated and
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are used to recognize regularities and patterns such as trends and seasonality in data, learn

from experience and then provide generalized results based on previously known knowl-

edge. The successes achieved by Neural Network models in the past few years are due to

the fact that they are self adaptive, data-driven and nonlinear in nature, making them more

practical and accurate in modeling complex data patterns as opposed to various traditional

linear methods such as ARIMA [31][12].

Feedforward network (FNN) [12],Time Lagged Neural Network (TLNN)[32] and Sea-

sonal Artificial Neural Networks [33] are some of the important NN models that have been

used for forecasting problems while Probabilistic Neural Network (PNN) and Generalized

Regression Neural Network (GRNN) [34] were used for classification and regression prob-

lems respectively. Neural Networks are amazing and powerful models used for forecasting

but requires crucial network parameter selection and data transformation to produce an ac-

curate forecast and in some cases face overfitting problems and issue of optimal network

parameters determination.

In [35], Neural Network methods were employed to model quarterly time series pre-

diction of trend and seasonal data while Temizel [36] provided a hybrid Neural Network

technique using many random search algorithm and gradient search algorithms to improve

the performance of seasonal time series prediction. In [37], they proposed a hybrid genetic

optimization, where a gradient-based optimization was used for modeling the Radial Bias

Function Network Based Autoregressive model (RBF-AR) on the United States of Amer-

ica(USA) census bureau data and the result was compared with the previously existing

approaches such as SVM, ANN, ARIMA, and TDNN models

2.4 Fuzzy Based Forecasting Techniques

Fuzzy based techniques are mostly used for forecasting problems with more than one value

of attributes or observation. This technique employs fuzzy sets for modeling and was de-

veloped by Song [38]. Fuzzy techniques comprise of three main phases which are the

fuzzification stage, fuzzy rules, and relations definition stage and lastly the defuzzification

stage. Fuzzy based time series prediction is most preferable for time series with complex

pattern and is combined with other linear time series forecasting techniques.

A novel hybrid method was proposed by Egrioglu [39] where they combined the fuzzy
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C-means clustering algorithm with the Artificial Neural Network (ANN) to solve the fore-

casting problem. The Fuzzy C means clustering algorithm was used to define the fuzzy

rules and then fuzzy forecast was derived using the ANN.

Table 2.1: Summary of various techniques used for time series forecasting with few advan-
tages and disadvantages showing their strength and weakness.

These forecasting techniques categorization gives an overview of several methods that

have been applied to forecasting problems in the past, but these techniques come with var-

ious strengths and weakness as seen in Table 2.1 , with a summary of each models pros

and cons. It’s been widely accepted that no universal single best method for solving these

forms of forecasting problem “No Free Lunch Theorem”. This has prompted researchers

to focus on more techniques and methodologies to improve forecasting accuracy by com-

bining various individual methods and harnessing their strengths to improve the forecasting

model predictive accuracy. Forecasting competitions and discussion within the academic
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forecasting community has helped open up new areas of academic research which has led

to improved practice on valid and experimental designs [40].

On this note, we plan to explore the advantages of Machine learning methods and Statis-

tical methods, to exploit their gains to improve forecasting accuracy by a careful combina-

tion of some of these methods. To forecast the behavior of future stock price, for example,

we will examine the individual series and compare with methods gives best forecasting re-

sults and carefully combine them for our methodology gain as it has been established that

Machine learning methods are used for complex and nonlinear methods while statistical

methods are good for linear series.

2.5 Combinatory Methods

Results from accumulated researches over the past few years have continued to show the

substantial improvement in forecasting accuracy as a result of combinatory approaches of

different categories of forecasting techniques. For instance, linear data series achieve a

high forecasting accuracy when a model with regressive models than when modeled with

an Artificial Neural Network (ANN) or a Support Vector Machine (SVM). Also, some

forecasting models tend to adapt well to a various component of time series data than oth-

ers, thereby providing a good forecasting accuracy on these trended or seasonality data. A

comprehensive research regarding the combination of forecasts [41] provided compelling

evidence on the advantages of hybrid or combined technique forecasting. Combining ap-

proaches such as simple arithmetic average, weighted average and model switching are

numerous techniques that have been employed for combinatory forecasting. These com-

binatory or hybrid approach have continued to show its superiority over individual tech-

niques and this was also recently confirmed in the just concluded M-competition [53]

where the best forecasting approach was a hybrid approach over a large number of time

series data.The M-competition is a time series forecasting competition that enables re-

searchers in the forecasting domain compare methodology with each other and learns how

to improve forecasting accuracy and how these learning can be applied to advance the the-

ory and practice of forecasting. The competition also compares techniques from experts

with simple methods used as benchmarks. The major finding from the competition has

always helped improve forecasting accuracy and directing research to methods that help

improve forecasting accuracy. Introduction of hybrid models or combination of common
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several methods and machine learning algorithms was confirmed to improve forecasting

performance, which is one of the major conclusions from the last M4-competition [42] and

likewise the NN3 [43] forecasting competition, which is a replica of the M3 competition

[40] with an extension towards neural networks and computational intelligence methods.

Researchers have explored many combinatory approaches and results have shown that

forecast from a combinatory method provides increased forecast accuracy compared to the

individual methods [41]. Several combination techniques ranging for simple to complex

are used, but simple methods are always advised and as stated by Timmerman [44]. Sim-

ple methods often outperform more complicated weighing schemes as errors are likely

introduced through complex estimation of combination weights and, may overwhelm any

gains from the setting the weight to their optimal values. Likewise, estimation errors from

weight combination are known to be a serious problem for many combination techniques,

especially when the sample size is small relative to the number of forecasts [45] [46] [47].

Combining forecast improves forecast accuracy majorly due to the diversification strength

of each of the models. Also, models compliment each other against biases, measurement

errors and loss functions. In this research, a simple form combinatory approach was used to

improve on minimizing the error and more details about this form of combinatory approach

are well explained later in this thesis.

2.6 Decomposition Methods

The main concept behind the proposed hybrid approach is the ability to capture all different

patterns present in real-world time series data. We approached the combinatory method via

the use of a decomposition function by breaking down time series into several components.

We used several diverse methods to forecast each component separately and aggregating

these individual forecasts back to a whole, making best use of individual data knowledge

to ensure that relevant information is included in the forecast, leaving no valid reason for

forecast adjustment. Our hybrid approach models the linear component of the series us-

ing well known statistical methods such as Exponential Smoothing variants while vectors

of features are extracted from the complex patterns and modeled using Machine learn-

ing algorithms such as Gradient Boosting Algorithm and Support Vector Machine (SVM).

This approach has been explored by various researchers and has led to an improvement

in prediction performance as the nonlinear models overcome the limitations of the linear
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models in modeling the nonlinear part of the time series data. The rest of this thesis pro-

vides detailed description and understanding of the various methods and approached we

employed in the course of this research and is structured as follows: chapter three provides

the methodology in details of our proposed model with a focus on the individual methods

employed to create these hybrid model. chapter four provides explanation on our series of

experiments and provide results and evaluation. Chapter five states clearly the challenges,

our conclusion, and future plans.



Chapter 3

Time series Component

Time series components are defined as various factors that are responsible for bringing

changes to the values of an observation in a time series data [48]. These components of

variations are Trend (T ), Cyclic Variations (C), Seasonal Variations (S) and Random or

Irregular movements (I).

These components may be combined in different ways such as

Additive Model

yt = T + S + C + I (3.1)

Multiplicative Model

yt = T × S × C × I (3.2)

Trend Components

Trends are long term change in the mean level of the time series data. They are observed

to exhibits an increasing long-term pattern or decreasing long term pattern. If a time series

does not show any increasing or decreasing pattern, then the series is regarded as stationary

in the mean [48].

Seasonal Variation

Seasonal variations are short term movements that occur in data due to seasonal factor.

They have the same or almost the same pattern of movement during a short period of time.

Seasonality variation are present in a time series if the data are recorded hourly, daily,

weekly, quarterly or monthly [48].

Cyclic Variation Components

Cyclic components are long term up and down movement around a specific trend. It is a

kind of oscillations present in the time series and the duration are dependent on the type of

business or industry being analyzed.

18
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Irregular Components

These are the unpredictable component of time series that cannot be explained by trends,

seasonal or cyclic movements. These variations are sometimes called residual or random

components because their fluctuations are not systematic in nature and also show several

unclear patterns. In time series forecasting, the objective is to model all the components to

the point that the only component that remains unexplained is the random component [48].

3.1 Dataset

Two major types of datasets were used in our study to demonstrate the effectiveness of

our proposed hybrid method. These datasets are the NN3 dataset [43] and the M4 monthly

dataset [42]. They are from major forecasting competition events in the forecasting commu-

nities where the forecasting accuracy of various approach and methodology are compared

with various benchmark models ranging from naive forecasting to advanced new statistical

models and machine learning methods.

3.1.1 NN3 Dataset

The NN3 dataset contains 2 sets of datasets. Dataset A is a complete dataset of 111 different

monthly time series drawn from a homogeneous population of empirical business time

series. Dataset B is a subsample of 11-time series from the 111 series and is therefore

contained in the larger dataset1. The subsample of 11 time series was used as validation

dataset in the process of our experiments.

3.1.2 M4 Dataset

The M4 Competition Dataset consists of 100,000 time series data of yearly, quarterly,

monthly and Other observation2. The dataset comes mainly from the Economic, Finance,

Demographics, and Industry areas, while also including data from Tourism, Trade, Labor

and Wage, Real Estate, Transportation, Natural Resources and the Environment. However,

in this study, we only considered a subset of the M4 dataset, the 48,000 real-life monthly

time series. We considered and used M4 and NN3 dataset in the scope of this research be-

cause it provides us numerous types and forms of data set in various lengths on which we
1http://www.neural-forecasting-competition.com/NN3/datasets.htm
2https://www.mcompetitions.unic.ac.cy/the-dataset/
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can experiment with our proposed methodology. It also gives the opportunity to compare

our methodology with other published methodologies, giving us valuable insight on how

our proposed model performed relative to benchmark methods of these competitions.

Figure 3.1: Image showing sample Time series data, M4 dataset(top) and NN3 dataset (bottom).
The x-axis shows the range of values of the individual time series data and the y-axis is the number
of observation (in months) available for modelling a forecasting model.

3.2 Methods

Several methods were employed for the various sections of our proposed hybrid methodol-

ogy. In this section, we provided a detailed description of the different methods used in our

proposed methodology as seen in Figure ??. These methods include Data transformation,

Data Decomposition, Statistical models and committee of Machine learning models.
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Figure 3.2: Image showing an overview of the various methods employed to create our hybrid
model.

3.2.1 Data Transformation

Data transformation in the field of forecasting involve re scaling of historical data to simple

patterns. Data transformation helps improve the accuracy of forecasting models because

the transformation of a time series data leads to a stabilized variance series and helps make

a linear relationship between the variable in a regression task. It also helps improve the

fit of a forecasting model. Time series transformation could be scaling but in the con-

text of this research, we carried out the transformation in terms of normalization by using

mathematical transformation. The logarithmic transformation, square root transformation,

and power transformations are few among the numerous mathematical transformation ap-

proaches employed by researchers.

The Box-Cox transformation is a popular and general class of transformation that was

created by Box and Cox [49] in 1964 to stabilize the variance of a time series. It includes

both logarithms and power transformation to remove heteroscedasticity (non-constant vari-

ance) of a variable and make the series look like more normally distributed. It depends on

a parameter lambda λ and is defined as follows.

wt =

{
log (yt) , λ = 0(
yλt − 1

)
/λ, λ ̸= 0

(3.3)

This statistical technique is very useful for statisticians and economists regarding nor-

mality and homoscedasticity assumptions for linear models. A good value of lambda λ

makes the size of seasonal variation constant across the whole series, thereby making the

forecasting model simpler. But the difficulty of choosing an optimal lambda λ restricted
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our intervals to be between [1,1]. To obtain the value of lambda λ, we followd the methods

of [50] which divides the series into subseries of length equal to the seasonality, then the

mean m and the standard deviation s are calculated and the lambda λ is chosen in such a

way that the coefficient of variation s/m(1−λ) aross the subseries is minimized.

Figure 3.3: Original series(above) and the Box-Cox transformation version of NN3-008 time series
from the NN3 dataset with lambda λ = 0.2494. The transformation function converted the range of
values of the original NN3-008 series is transformed from a range of 3000-9000 to a range of 26 -
35

After a forecast has been generated from the transformed data, a reverse transformation

is used to obtain the forecast on the original scale using the reverse Box-Cox transformation

that is defined by

yt =

{
exp (wt) if λ = 0

(λwt + 1)1/λ otherwise
(3.4)

Box Cox transformation was employed as a major transformation tool in this research

because of its interpretable3 nature due to its logarithms and power transformation. It is

useful for time series data that grows exponentially and constrain forecast to stay positive

on the original scale [51]. It also produces a normal distribution of the transformed data and

3The logarithm in Box-Cox transformation is always a natural logarithm. So, if lambda λ = 0 natural
logarithm is used, but if lambda λ ̸= 0, then a power transformation is used, followed by some scaling.
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a constant variance which is valuable in removing spurious interactions and helps identify

the factors that are really significant.

3.2.2 Decomposition

Time series decomposition is a statistical forecasting technique that decomposes historical

data into various components, where each component is representing an underlying pattern.

It helps extract various components of the series, forecast separately and combine thereby

improving the understanding out the time series data and also the forecast accuracy. Classi-

cal decomposition, Fast Fourier Transformation (FFT), Discrete wavelet transform (DWT)

and STL decomposition are popular known decomposition technique mostly used.

FFT uses spectral analysis to convert a time series data into a representation in the

frequency domain [52] while DWT produces a time-frequency representation of a time

series with a higher resolution of time [53]. These two approaches were flawed in our

research because they lack the abstraction of breaking down series into systematic and

unsystematic components. A given time series is thought to consist of three systematic

components including level, trend, seasonality, and one non-systematic component called

noise.

On the other hand, Classical and STL decomposition are relatively simple procedures of

time series decomposition, that breaks down a series into components that actually make up

the composition of the series itself. These components are Trend (T ), Cycle (C), Seasonal-

ity (S) and Irregular movements (I) as explained earlier. Classical decomposition employs

a simpler method to determine the different components which results in the trends and

rapid rises and falls of the seasonal component being over-smoothed. It also assumes that

the seasonal component repeats from year to year and the first few and last observation in

the trend estimate are always unavailable. This is caused by using moving average filter

to determine the trend component. These difficulty attributes of the classical decomposi-

tion make out of sample forecast tedious to compute. These flaws were improved in STL

decomposition and thus provide more advanced functionality which is robust to outliers

[51].
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3.2.3 Seasonal Trend Decomposition using Loess

Seasonal and Trend decomposition using Loess smoother, mostly called STL decomposi-

tion method was developed by Cleveland, McRae, Terpenning [54]. It is a simple, versatile

and robust method for decomposing time series with the help of a sequence of applications

of Loess smoother. It uses loess interpolation to smoothen the cyclic sub-series to deter-

mine the seasonal component and to smooth out the estimated seasonal component In a

final step, the de-seasonalized series is smoothed again to find an estimation of the trend

component. This process is repeated several times to improve the accuracy of the estima-

tions of the components.

Figure 3.4: STL decomposition into trend, seasonal part and residue of the Box-Cox transformed
version of series NN3-008 from the NN3 dataset.

The periodicity of the observed series, an important parameter, based on the kind of

series being observed. Our experiment only made used of monthly data from NN3 and
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M4 dataset, thereby defining our period parameter p = 12 for all series under considera-

tion. STL decomposition of series into trend, seasonal and reminder are mostly additive in

nature i.e. summing the parts give the original series again. Advantages of STL decompo-

sition in this experiment over other decomposition method is that the seasonal component

can change over time, robust to the effect of outliers on the calculation of trend and sea-

sonal component and it includes all points of the time series data in the result of the STL

decomposition. In the implementation, the trend component is calculated by substituting a

configurable Loess regression for the convolutional method used in seasonal˙decompose.

Figure 3.4 shows the STL decomposition of series NN3-008 from the NN3 dataset as an

example.

3.2.4 Feature Extraction

In data mining and machine learning, feature extraction methods involve ways of looking

for characteristics in data that help solve the given problem. It is defined as a process

of creating new features from an initial set of data, where these features encapsulate the

central properties of a data and represent it in a low dimensional space that facilitates the

learning process. These extracted features include statistical features such as correlation

structure, distribution, entropy, stationarity and scaling properties, which provides vector

feature representation of the time series and also facilitates time series fit into a range of

time series models. These features are mainly related to the statistical information of the

data set.

Feature extraction can be performed using various time series analysis and the feature

can be obtained by using several techniques such as data time feature, lag feature and

rolling window features [55]. Data time features are the simplest form of feature. These

features are extracted from the date and time of each observation and are generally known to

produce poor model because they do not capture the statistical properties of the underlying

time series data. Lag features are features generated from observation at prior time steps.

However, the order of the observation in lag feature must always be preserved in order for

the model to produce expected result.

Our research used the rolling or sliding window feature strategy for engineering feature.

The statistical properties of the series are modeled by breaking the series into fixed length.

A sliding window w is defined and the statistical informative feature is extracted from the
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window. This information is then transferred into a feature vector that is incorporated into

our proposed framework to produce a point forecast as explained in Figure 3.5. These

features include various statistical properties such as mean, median, skewness, kurtosis,

autocorrelation and many more.

Figure 3.5: Image showing how the moving sliding window which extracts statistical features and
then predict the next step forward (not included to extract feature)4

.

Table 3.1 shows a description and names of different time series features extracted to

make point forecast.These statistical features of the residue components are used to train

and build Machine learning methods that develop forecasting models used for predicting

the next set of points.

3.2.5 Forecasting Models

The dynamic combination of several expert models have shown to provide a superior pre-

dictive performance relative to a single algorithm [56] and the work of [57] shows one of

the numerous examples of combining these experts based on arbitrating.

Our hybrid methodology employs the combination of a diverse set of both statistical

4https://tsfresh.readthedocs.io/en/latest/text/forecasting.html
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Table 3.1: Classical time-series features that were extracted from the residual component
of the time series data

methods and machine learning methods to make predictions. After which they are lin-

early combined together, based on the applied decomposition techniques. Statistical meth-

ods such as Holts Linear Trend [58] and Holt-Winters seasonal [59] methods are the two

variants of Exponential Smoothing algorithm used to capture the trend and seasonality

complexity of the series after being broken down into systematic components by STL de-

composition. On the other hand, boosting algorithms such as XGBoost [60] and Gradient

Boosting Machine [61], and Support Vector Regression (SVR) [62] were employed due to

their ability to model complex structure of data, to fit the extracted features of the residual

components from the time series data.
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Statistical Models

• Naı̈ve Method: These are forecasting technique that assumes that the next expected

point is equal to the last observed point. Hence, the naı̈ve method assumes that

the most recent observation is the only important one, and all previous observations

provide no information for the future.

γt+1 = yt (3.5)

The naı̈ve method is mostly useful for stable datasets and is used in the evaluation

metrics. As all methods are meant to better than forecast from naı̈ve methods.

• Exponential Smoothing: Exponential smoothing algorithms have been one of the

most frequently used forecasting techniques for numerous reasons. It is known for

its incredible track record of success with minimal data requirement. The forecasting

formula behind this awesome model is very simple to understand and only requires

smoothing constant called the weighting factor, the forecast for the current period

and the actual demand for the current period to predict the forecast for the next pe-

riod. Forecasts are calculated using weighted averages where the weights decrease

exponentially as observations come from further in the past, the smallest weights

are associated with the oldest observations. The simplest version of Exponential

Smoothing (ES) algorithm is the Simple Exponential Smoothing (SES) and is most

suitable for data with no clear trend or seasonality pattern. SES formula is given as

St+1 = αyt + (1− α)St (3.6)

Which can also be written as

St+1 = St + αϵt (3.7)

t > 0,0 ≤ α ≤ 1 is the smoothing parameter. ϵt is the forecast error for the period

t.

• Holts Linear Trend Method: Holt Linear Trend Method[58] is similar to Simple

Exponential Smoothing, but extending it to allow forecasting of data with a trend. It

takes the trend level into account without any assumption. This method is improved

by the introduction of a second equation with a second constant, γ , which is always
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chosen in conjunction with α ,

ℓt = αyt + (1− α) (ℓt−1 + bt−1) 0 ≤ α ≤ 1

bt = γ (ℓt − ℓt−1) + (1− γ)bt−1 0 ≤ γ ≤ 1
(3.8)

The first smoothing equation adjusts St directly for the trend of the previous period,

bt−1 by adding it to the last smoothed value, St−1. This helps to eliminate the lag and

brings St to the appropriate base of the current value.

Therefore, the forecast equation for the next value will be

St+h = ℓt + hbt (3.9)

• Holt-Winters seasonal method: This statistical forecasting method was created by

Holt [58] and Winter [59] by extending the Holts method to capture seasonality.

It takes account both trend and seasonality by using three smoothing equation to

forecast future values.

ŷt+h|t = ℓt + hbt + st+h−m(k+1)

ℓt = α (yt − st−m) + (1− α) (ℓt−1 + bt−1)

bt = β∗ (ℓt − ℓt−1) + (1− β∗) bt−1

st = γ (yt − ℓt−1 − bt−1) + (1− γ)st−m

(3.10)

Machine Learning Models

Numerous data series from NN3 and M4 contains complex structure which seems very

difficult to be modeled by a single Machine Learning (ML) method. Due to this, we created

a committee of Machine Learning methods that models separately and select model with

the lowest in-sample error from the complex structure of the residual component. Our

committee of Machine Learning models contains Boosting Algorithm and Support Vector

Regression algorithm, and they helped handled appropriately the intrinsic properties of the

time series data based on the statistical feature extracted.

• The Boosting Algorithm: The XGBoost algorithm [60] is a decision tree- based en-

semble Machine Learning algorithm that used a gradient boosting framework. Neural
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Network has been proven multiple times to outperform all other algorithms when the

problem is relating to data in its unstructured form [63]. However, when it comes to

structured data, decision tree-based algorithm is considered best-in-class right now.

XGBoost algorithm [60] has been used for a wide range of applications ranging from

regression, classification and prediction problems. It is similar to the Gradient Boost-

ing Machine (GBM) as both use ensemble tree method that apply the principle of

boosting weak learning using gradient descent architecture. However, XGBoost im-

proves GBM framework by providing optimization enhancement such as tree pruning

and parallelization, as well as algorithms enhancement such as regularization.

• Support Vector Regression (SVR): The Support Vector Regression [64] is a suc-

cessful method based on using a high-dimensional feature space formed by trans-

forming the original variables. It uses the same principle as the Support Vector Ma-

chine (SVM) for classification, with only a few minor differences has the output here

as an infinite possibility. SVR uses SVM to try and identify the hyperplane that max-

imizes the margin between the classes and minimize the total error under tolerance.

However, the main idea is always the same: to minimize error, individualizing the

hyperplane which maximizes the margin, keeping in mind that part of the error is

tolerated. The prediction as described by [65] is given by

f(x) = ωTx+ b (3.11)

where, ω is the weight vector, b is the bias and x is the input vector. And the error

function is given by

J =
1

2
∥ω∥2+C

M∑
m=1

|ym − f (xm)|ϵ (3.12)

where, xm and ym denotes respectively the mth training input vector and target out-

put. We have the Linear SVR, Non-linear SVR and the kernel functions such as

Gaussian kernel. Since our study in this research focuses on the accuracy rather than

the complexity, forecasts were produces using a ϵ - regression SVM which maxi-

mizes the borders of the margin under suitable conditions to avoid outlier inclusion

from the residue component, allowing the SVM to automatically decide the number
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of support vectors needed. Gaussian Radial Basis Function (RBF) was used in train-

ing and predicting as it is generally known for its good general performance and few

parameter requirements.

3.3 Evaluation Metrics

Various types of error metrics exist for time series forecasting problems, with these metrics

having limitations, and if not used properly could leads to misleading results. In this sec-

tion, we discussed four types of forecast error metrics, which are the absolute error-metric,

the percentage error metric, the relative error metric, and the scaled free error metric. We

discuss their shortcoming in relation to our proposed model and dataset used for testing,

giving an appropriate reason for the error metric we chose for our research.

• The Absolute Error Metrics: Examples of the absolute error metric are Mean Ab-

solute Error (MAE), Mean Square Error (MSE), Geometric Mean Absolute Error

(GMAE). Absolute and squared in this type of error metric are used to prevent cases

where negative and positive error offset each other. They are very easy to understand,

compute and interpret and are best when computing the forecasting error on a single

series. However, when measuring forecasting error across multiple series of data, the

absolute error metric cannot be used because it is scale dependent.

MAE =

∑n
i=1 |yi − γi|

n
(3.13)

MSE =

∑n
i=1 (yi − γi)

2

n
(3.14)

where,

y = Actual Forecast

γ = Forecast

• The Percentage Error Metric: The Percentage error metric is also very easy to un-

derstand and interpret in terms of Percentage Better. It has the advantage of being

immune to outliers, likewise being scale independent and can be used to compare

forecast performance between different series. Examples of this kind of metric is
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Mean Absolute Percentage Error (MAPE). Limitation of measurement based on per-

centage errors is that percentage values could be infinite or undefined if there are

zero values in the series, and with the occurrence of zero periods of demands in

intermittent-demand data, using percentage metric leads to confusing results.

MAPE =
100%

n

n∑
i=1

|yi − γi|
yi

(3.15)

The Symmetric MAPE (sMAPE) , which solves the problem of MAPE of putting a

higher penalty on positive errors than on negative errors, was used in the M3 com-

petition [40] . It is defined below and employed for error measuring metrics in this

research.

sMAPE =
100%

n

n∑
i=1

|yi − γi|
(|yi|+ |γi|) /2

(3.16)

• The Relative Error: This scale dependent type of error allows us to compute error

metrics by dividing each error obtain by error obtained from benchmark methods

usually naı̈ve method. The relative error is generally denoted by et/e
∗
t , where e∗t is the

error obtained from the benchmark methods.Examples are Mean Relative Absolute

Error (MRAE), Median Relative Absolute Error (MdRAE), and Geometric Mean

Relative Absolute Error (GMRAE). One of the major issues with the relative error is

that, in cases of intermittent demand data, errors will be small and will result in zero

errors and division by zero.

• The Scaled Free Error: Mean Absolute Scale Error (MASE) was proposed by Hyn-

dman and Koehler [66]. It is a scale-independent error metrics, generally accepted

for comparing forecast accuracy across multiple series because of its scale-free na-

ture. It is also very easy to understand and interpret as they scale error based on the

in-sample MAE from the naı̈ve methods, with values above less than one signifying

a good forecast accuracy for one step ahead forecast horizon. The values may be

larger than one in multiple forecast horizon.

MASE =
1

h

∑h
t=1

⏐⏐⏐Yt − Ŷt

⏐⏐⏐
1

n−m

∑n
t=m+1 |Yt − Yt−m|

(3.17)

MASE is widely used as one of the most accepted forecasting error metrics because

of its scale independent nature and also used as a measuring metric in this thesis
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alongside sMAPE. It can be used to measure forecasting accuracy on single series

and across multiple series by averaging the MASE values on each series. Hyndman

[66] stated that MASE is the only error metrics that can be used on forecasting sit-

uations with common origin, varying origin and forecast from multiple series. It is

also more preferable than MAD/MEAN, as the latter assumes the series is stable over

time which makes it unrealizable when the data exhibits trends, seasonality or other

patterns.

3.4 Multiple Horizon Forecast

There are three major ways in which ML models are used to achieve multiple horizon

forecast, and they are Iterative, Direct and Multi-Neural Network forecasting. In iterative

forecasting approach, the first forecast is achieved the same as the one step ahead, where

the training data up yt are used to forecast yt+1 While for subsequent forecast, the previous

forecasts are used instead of the actual value. For example, to the get the forecast for

horizon 3, we use the forecast value for horizon 1 and 2, until the prediction of all the

horizon. The direct forecasting approach is more complex and computationally demanding

that the iterative approach as uses a Neural Network and require the single NN model to

have h output nodes, which is used to produce all the h various forecast for each horizon

simultaneously.

Multi-Neural Network forecasting approach involves separate NN models to produce

multiple forecast horizon h, separate NN models are trained, where each one is used for

predicting a single h step ahead forecast. Complex approaches of extrapolation through

ML methods, such as direct and Multi NN approach has been explained to give less accu-

rate results when compared to the iterative approach [67]. The advantage of the iterative

approach, being very simple and computationally easy, made it our choice of multiple hori-

zon forecast approach on the ML side of our hybrid approach even though the accuracy of

the forecast deteriorates as the forecast horizon increases because the new forecast depends

on the accuracy of the previous ones. In addition, the length of each series is not so long

for us to consider using NN models as they require a lot of data and take a huge amount of

time training.
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3.5 The Overall Procedure

In this study, we used STL decomposition to obtain the systematic components of the

series involved before mining to produce the forecast. Our proposed hybrid methodology

as shown in detail in figure 8 consist of two major stages which are the decomposition and

the forecast combination after the series has been transformed.

Figure 3.6: The Overall Procedure of Our Hybrid Methodology

In the first stage, after the series has been transformed, it is decomposed into trend, sea-

sonality, and residue which are then mined individually in the second stage. Exponential

smoothing models such as Holts linear and Holts winter methods are employed to produce

out of sample point forecast for the trends and seasonality data, while due to the complex

nature of the residue, statistical methods are not sufficient to detect the non-linear patterns,

therefore set of statistical features listed in Table 3.1 are extracted from the residue sub-

series and Machine Learning algorithms such as Gradient Boosting, XGBoost and Support

Vector Regression algorithm form a committee of models, which models the complex sta-

tistical properties of the residue component. A detailed representation of the algorithmic

flow is explained below with a full detailed algorithmic flow in Algorithm 1 and Algorithm

2.

Algorithmic flow for our proposed hybrid methodology

Input: For time series {y1, y2, . . . , yt}
Output: ŷt+h|t where h is the forecast horizon

For a given series {y1, y2, . . . , yt}:
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1. Transform the time series using the Box-Cox transformation using the optimal pa-

rameter λ to make the series yt as normal as possible. Where the minimum of yt is

non-negative for all series used, we choose λ ∈ (−1, 1) to minimize the Shapiro-

Wilk statistics.

Y ∗
t = fλ (Yt) (3.18)

wt =

{
log (yt) , λ = 0(
yλt − 1

)
/λ, λ ̸= 0

(3.19)

2. Using STL decomposition, the transformed series Y ∗
t is decomposed into its system-

atic components.

Y ∗
t = Tt + St +Rt (3.20)

Therefore, the de-trended data after Box-Cox transformation is

Xt = Y ∗
t − Tt (3.21)

While de-seasonalized data after Box-Cox transformation is

Zt = Y ∗
t − St (3.22)

Time series after trend and seasonality adjustment is

Y ′
t = Y ∗

t − Tt − St (3.23)

Where the measure of trend and seasonality are 1 − Var (Y ′
t ) /Var (Zt) and 1 −

Var (Y ′
t ) /Var (Xt)

3. Using Holts linear trend method to obtain the trend forecast of the series.

T̂t+h|t = ℓt + hbt (3.24)

Where ℓt and bt respectively are the level estimate of the trend and the slope at time

t which are controlled by the smoothing parameter α and γ
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4. Also, the Holt-Winters seasonal method is used to obtain the seasonality forecast.

Ŝt+h|t = ℓt + hbt + st+h−m(k+1) (3.25)

Where k ensures that the estimates of the seasonal indices used for forecasting come

from the final year of the sample.

5. After a series of experiment, an optimal sliding window w and relevant statistical

features list were determined, a vector of statistical features is extracted from the

residue {rt−w, . . . rt}, which helps in the prediction of r̂t+1

6. The model selection algorithms perform an in-sample forecast and assign weights

to models to determine which machine learning model is best suitable for the time

series at hand.

7. After returning the best model suitable, the next forecast point r̂t+1 is determined

and merged back to the series {rt−w, . . . rt, r̂t+1} to determine r̂t+2. This process is

repeated until we have all the point forecast until r̂t+h.

8. With the forecast of the three systematic components available, T̂t+h|t, Ŝt+h|t and r̂t+h|t,

and the knowledge that STL division is additive, we linearly combine these compo-

nents to form a whole.

9. An inverse Box-cox transformation is used to obtain the forecast on the original scale

ŷt+h|t = f−1
λ

(
T̂t+h|t + Ŝt+h|t + r̂t+h|t

)
.
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Algorithm 1: Out of Sample Point Forecast Algorithm for predicting time series

forecast points.
Input : Time series Y up to time t

Input : Window size w

Input : Forecast horizon h

Input : [FeatureList]

Output: ŷt+h

1 λ← Boxcox.Lambda(Y )

2 Y.bc← Boxcox(Y, λ)

3 if (Y.bc is seasonal) then

4 [trend, seasonality, remainder ]← stl(Y.bc)

5 else

6 seasonaliy← 0

7 trend,remainder← loess(Y.bc)

8 end

9 residue← Y.bc− trend− seasonality

10 .

11 α, y ← holt.smoothingParameter (trend)

12 m̂odelt ← holt.model t(trend, α, γ)

13 t̂h ← m̂odelt.forcast(trend, h)

14 .

15 α, γ, k ← WinterHolt.smoothingParameter(seasonality)

16 m̂odels ← WinterHolt.models(seasonality, α, γ, k)

17 ŝh ← m̂odelt.forcast(seasonality, h)

18 .

19 [FeatureList]← ExtractFeatures(residue, window, FeatureList)

20 model←ModelSelection([FeatureList], residue)

21 r˙h← model.forcast(residue, h)

22 .

23 Y.bc← t̂h + ŝh + r̂h

24 Ŷ ← InvBoxcox(Y.bc, λ)
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Algorithm 2: Model Selection Algorithm for selecting the appropriate Machine

Learning Method with lowest sMAPE

1 Function ModelSelection ([features], residue);

2 M← commitee of ML models

3 Mf ← [. . . ]

4 sMAPE ← [. . .]

5 for model m in M do

6 model← TrainModel([features], residue)

7 Mf · append (model)

8 yhat ← model. forecast( [features ][−h :], h)

9 sMAPE. append (y hat , residue[−h :])

10 end

11 returnMf [index(SMAPE.min())]
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Experimental set up

In this section, we demonstrated our highly comparative proposed feature-based hybrid

approach to time series out of sample point forecasting. We illustrated the method using

monthly series from the M4 [42] and NN3 [43] competitions. These series are considered

to have a variety of features such as seasonality, some exhibit a trend (exponential or lin-

ear), and some are trendless, just fluctuating around some level. We ran our experiments

on both time series data. These allowed us to compare our result with published forecast

results from these competitions, their benchmark techniques and also methods employed

to create our hybrid methodology. Statistical measure such as MASE and sMAPE were

used to evaluate the performance of this approach as explained in chapter 3. All perfor-

mance comparison was based on 18 out of sample forecast points from these datasets us-

ing the iterative approach of multiple steps forecasting for the ML methods. Our reported

model evaluation was limited to the statistical error metrics MASE, sMAPE and the Overall

Weighted Average(OWA), as we only compared the error metrics and average rank of our

proposed method with other statistical, machine learning methods and other researchers

results. Therefore, statistical significance testing was not reported in this thesis, and the

only statistical hypothesis testing that was carried out in this research was limited to model

parameter selection with the hold out validation process [68]. Table 4.1 shows the range of

observations of various group of series under consideration for this experiment.

Table 4.1: Dataset minimum and maximum number of observations over the 3-dataset used
for this experiment

Dataset Count Minimum Number
of Observations

Maximum Number
of Observations

NN3 Reduced 11 133 144
NN3 111 68 144

M4 Monthly 48,000 42 2795
Total

39
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4.1 Parameter Determination

Little modification was done to the parameters of the model because of the large amount

of data we experimented with, and the out of sample model validation as explained by [68]

was carried out with the 11 NN3 reduced dataset due to the small number of time series data

in the dataset, so that we can achieve an efficient search for parameter that helps improve the

model in a controllable manner and also in a very easy fashion. Other ML parameters were

kept at the default parameter of the implementation to reduce the computational complexity

of the thesis. After several runs on our hybrid method, parameters such as smoothing

parameters α, γ, k for the exponential smoothing algorithm, depth of trees t for the boosting

algorithm and the size of the sliding window w were the three important parameters that

influence the accuracy of our model.

The methods used for our hybrid models comprises of linear and non-linear functions,

with the goal of our model to learn by solving an optimization problem by choosing to set

of parameters that help minimize the error function, likewise producing models that have

the overall generalization ability over a range of the diverse dataset. Due to the time de-

pendency nature of our dataset, a hold-out out-of-sample method as explained by [68] was

employed as a validation technique on NN3 reduced dataset to get the optimized parameter

that provide an overall generalization. In the hold-out validation process, the last part of the

training data was used for testing on several horizons ranging from short term to medium

term and long-term horizon. We considered a suitable range of values for each parameter;

for the sliding window w parameter, we depended on the forecast horizon h, so we tested

for possibilities of [h/2, h, h ∗ 2, h ∗ 3]. The smoothing parameters α, γ, k are selected

from a range of [0.2, . . . , 0.8] while the maximum depth of boosting trees max depth from

[5, . . . , 15] and the number of iterations of the algorithm nrounds from [1, . . . , 250]. Since

the reduced NN3 dataset is just 11 series in numbers, we used a grid search approach to op-

timally select the parameters that achieved the lowest sMAPE and MASE before predicting

the test dataset of the NN3 and M4 dataset. The final set of perimeters was max depth = 5,

nrounds = 100 and sliding window w = h ∗ 2.5.
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4.2 Results

Results from Table 4.2 and Figure 4.1 shows the overall average and standard deviation of

sMAPE and MASE for the different models compared on the total 11 NN3 datasets on long

forecast horizon of 18 points.

Table 4.2: Forecast Performance and Standard Deviation on 18 point out-of-sample fore-
cast on 11 NN3 Reduced Dataset

Figure 4.1: Forecast Performance and Standard Deviation of on the 11 NN3 Reduced Dataset using
sMAPE performance metrics

The predictive performance of our proposed hybrid model was compared with other sta-

tistical methods, Machine Learning methods and also an automatic ARIMA model called

AutoArima. AutoArima [69] automatically discovers the optimal order for an ARIMA

model, a powerful and relevant tool for time series that requires appropriate parameter

definition. AutoArima has the same time complexity compared to our hybrid approach,

because it uses a grid search to try various sets of p and q (and also P and Q for seasonal

model) parameter before selecting a model that minimizes the Akaike Information Criteria
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(AIC) and Bayesian information criterion (BIC). The above result indicated that our pro-

posed technique performed relatively better than AutoArima, Winter Holts and other ML

methods on the NN3 reduced dataset. However, the machine learning algorithms did not

perform so well when used alone for the forecasting task. Our feature based hybrid ap-

proach employed the combination of Holt and Winter method and from Table 4.2 above,

our approach gave a higher performance measure than the linear combination of Holt and

Winter method.

Figure 4.2: The forecast of our model on three of the NN3 reduced time series data. Shown is the
trimmed training period, followed by the out of sample period (the last 18 points). NN3˙103 (top),
NN3˙104 (middle) and NN3˙110 (bottom) with MASE of 0.60,0.37 and 0.94 respectively

This shows with results that a linear combination of these methods does not necessarily

guarantee performance superiority, but a systematic combination as demonstrated by our

methodology shows to produce more accurate out of sample forecast. We could conclude

that our feature-based approach for ML methods and combination of statistical method, as

implemented in our hybrid approach optimally increased the predictive performance of our

model. To illustrate our presented ideas in a concrete manner, Figure 4.2 shows an example

of the time series actual point, together with the out of sample point forecast produced from

our proposed model.

Results from Figure 4.3 and Table 4.3 shows the mean and Standard deviation of the
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Table 4.3: Forecast Performance and Standard Deviation on 18 point out-of-sample fore-
cast on 111 Dataset

Figure 4.3: Forecast Performance and Standard Deviation of on the 100 NN3 Dataset using sMAPE
performance metrics

performance metric of our proposed method against other comparing methods like tradi-

tional statistical models and Machine learning methods. From the results, it shows that our

hybrid method and AutoArima have the best performance metrics and standard deviation,

this implies that, all the sMAPE and MASE values of the individual series are close to the

average sMAPE and MASE. Holt and combination of Holt and Winter gave erratic results

with the worst performance. Perhaps this is because Holts method handles only trend com-

ponent without consideration of other systematic component of the series, likewise, the

combinatory approach of Holts and Winter does not have the flexibility as our proposed

model to handle the complexity of complex real life time series data. The worst models

overall on the NN3 dataset are Holts and linear combination as it consistently gave bad

performance metrics.

Comparing our hybrid method with Machine Learning Models used as components

of our proposed model, our model performed better that each on them because of our
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Figure 4.4: The forecast of our model on three of the NN3 100 time series data. Shown is the
trimmed training period, followed by the out of sample period (the last 18 points). NN3˙058 (top),
NN3˙068 (middle) and NN3˙059 (bottom) with sMAPE of 3.68, 2.83 and 6.01

approach of modelling which only considered the statistical features of de-seasonalised and

detrended series, making the series stationary and perfect to be modelled by a ML model.

This summarizes how effective the Machine Learning part of our proposed method is, with

the help of statistical features extracted, our model was able to reduce the generalization

error on these times series data thereby producing more accurate out of sample forecast.

Figure 4.5: Histogram showing sMAPE of how our hybrid method compared with published result
of the NN3 reduced dataset

We compared our result with the result submission from NN3 Competition [43],Figure 4.5

and Figure 4.7 shows our hybrid method relative performance with other statistical meth-

ods that entered the competition as benchmarks, novel methods from other researchers,
1Source: http://www.neural-forecasting-competition.com/NN3/results.htm
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Figure 4.6: Histogram showing sMAPE of how our hybrid method compared with published result
of the NN3 111 dataset. caption1

Machine Learning or Computational Intelligence (CI) methods. Most of the submissions

from other research are novel methods that uses methods from computational intelligence

methods and statistical methods or even both to automatically make 18 point out of sample

time series forecast.

Results from Figure 4.5 and Figure 4.7 also shows that our hybrid model achieved

among the top 6 models when tested on 11 NN3 reduced dataset, and among the top 8

models with the lowest sMAPE, when tested on 111 NN3 dataset. Among the top 8 models

of the NN3 competition are commercially available softwares like CI Benchmark - Theta

AI by Nikolopoulos [70], Stat. Benchmark - Autobox by Reily [71], Stat. Benchmark

- ForecastPro by Stellwagen [72], Stat. Benchmark - Theta by Nikolopoulos [73], Stat.

Contender Wildi [74] and and lastly Adeodato that applied Fourier analysis and Multilayer

perceptron networks (MLP) for their predictive technique.

Our feature-based hybrid method performance is similar to the commercially available

methods and well ranked as part of the top 10 approaches on all NN3 datasets, showing that

our approach performance is not only comparable with individual state-of-the-art classical

approaches but also with commercially available software used for forecasting.

To see more insight on how out of sample results from other models compared with

results from our model, we tested the relative performance of our model with benchmark

methods from the M4 competition. The M4 competition dataset contains monthly, quar-

terly, and annual series and has been used as wind-tunnel data for testing extrapolation

methods. Figure 15 shows a visual representation of comparing our hybrid model out of

point forecast with some the benchmarks methods of the M4 competition.

We computed the Overall Weighted Average (OWA) of the two accuracy measures; The
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Figure 4.7: The 18 point out of sample forecast of our model and benchmark methods for one
of the M4 time series. The training period is reduced to give more room for the out of sample
forecast.M11- Macro (left) and M34- Macro(right) with sMAPE 0.78 and 6.49 respectively

Mean Absolute Scaled Error (MASE) and the symmetric Mean Absolute Percentage Error

(sMAPE). The OWA is evaluated by first computing the relative MASE and sMAPE, which

is dividing all the errors from all the methods by the error from the Naive method, and then

averaging the relative MASE and sMAPE to obtain the OWA rank of the methods as shown

in the below Table 4.4.

Table 4.4: Table showing the computed OWA rank, and relative errors of our proposed
model and other benchmark models.
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Our proposed hybrid methods ranked as part of the top 3 forecasting methodswith rel-

atively good performance after AutoArima and ETS as seen in Table 4.4. The AutoArima

and the ETS model gave good performance accuracy by capturing all the dynamics in data

as the residual component likewise our proposed model, which employs statistical pros-

perities and machine learning methods to give a good forecasting result. This shows that

out of sample forecast predicted by our proposed method in this thesis is comparable with

AutoArima and ETS methods with no much significant difference between their results.

Table 4.4 result clearly shows that Machine learning algorithms when used alone, are

not very powerful to model time series data. Likewise, when compared with their tradi-

tional statistical counterparts, they do not give the best predictive performance. Perhaps,

this is because time series data are mostly dominated by seasonality and randomness which

have shown to be very difficult to be modelled by ML algorithms. They all had the high-

est OWA with the nave benchmark method performing better than all Machine Learning

methods. Benchmark ML methods like Recurrent Neural Network (RNN) and Multilayer

Perceptron (MLP) did not impress either as they could not outperform most statistical tech-

niques and even the Nave approach. This was clearly stated as part of the major findings of

the M4 competition [42]. Support Vector Machine and Gradient Boosting algorithm also

performed woefully when used alone with high OWA, but combining them with statistical

process improved their forecasting capability by a reasonable amount showing that when

these same machine learning models are combined in a systematic manner with statistical

process, they give less forecasting error as shown by our proposed methodology.

Lastly, we compared our proposed methodology with other combinatory techniques

to determine the effectiveness of our proposed combinatory method. We examined our

method with the metalearning approach for forecast combination developed by Lemke [75].

In their research, they implemented a newer approach of combination called ranking based

combination method based on the zoomed ranking algorithm as explained in [76]. They

explored their methodology on NN3 dataset and produced an in-sample forecast i.e. the

test points used to evaluate the performance of their proposed methodology was used as

part of the training set used for building the model.

Table 4.5 shows the performance result of our approach on the NN3 dataset, alongside

methodology presented in [75], including individual methods employed for their ranking

algorithm. Our proposed hybrid methodology gives a lower sMAPE measure than all the
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Table 4.5: Performance comparison between our hybrid method and different meta-
learning techniques.

individual or Machine learning methods used for the ranking method. This result reinstates

our claims that a combination of methods always performs better than an individual method

in forecasting problem. However, the proposed combination zoomed ranking method per-

formed relatively better than our proposed method in this research as it has a better sMAPE

measure. This result is expected, considering the fact2 stated in their experiment that the

statistical test of the model performance was conducted using in-sample data period, while

our proposed method performance was conducted using out-of-sample data period. Out-

of-sample forecast performance is generally more trustworthy than evidence based on in-

sample performance and also better reflect the information available to the forecaster in

“real time”. This result shows that our decomposition technique of combining time series

forecasting is comparable to other combination method. Also, we could conclude with re-

sult presented that our methodology approach of extracting statistical components from the

residual components of the time series data, improves the out of sample predictive capabil-

ity of our model.

2The whole time series were used in the training set for building the models and a part of the training
series were used to evaluate the model.
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Conclusion

In general, time series have shown to contain complex patterns that prove difficult to be

model using simple statistic approaches and machine learning approaches alone. From re-

search and results achieved, it shows that some kind of special treatment is mostly required

based on the individual series to be able to analyze the different components of the se-

ries. Therefore, we proposed a new hybrid time series model for time series prediction that

makes use of structural decomposition technique alongside Exponential Smoothing (ES)

algorithm, feature extraction and Machine learning methods to perform long term horizon

forecasting to a reasonable extent. The time series is decomposed into the seasonal, trend

and residual systematic components. These components are then predicted separately and

combined linearly to obtain the final predictions. We used the Holts method and Winter

Holts variants of the Exponential Smoothing algorithm to predict the trend and seasonal

components respectively. The prediction of the residual components, due to its irregular

behavior was reinforced with time series feature extraction to get statistical information

about the residual components, and then modeled with the sets of different Machine Learn-

ing algorithms such as Boosting Trees and SVR.

We tested our methodology on the 18 out of sample observation of the M4 and NN3

dataset and found that the error measure of our proposed feature based hybrid method is

in the acceptable range and it outperforms most of the traditional statistical methods, Ma-

chine Learning methods and also the Artificial Neural Network (ANN) methods. Our work

has also shown that our proposed method is comparable if not better than most individual

statistical state-of-the-art and machine learning algorithms. It also points out techniques

in which the machine learning methods can be combined with statistical methods to help

improve the forecasting accuracy of time series data.

For this, we claim that our proposed methodology provides not only a higher gener-

alization performance than these algorithms, but also show ways in which forecast com-

bination could be better achieved without weights evaluations which most of the time are

49
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very complex, difficult and bring more error into the system. It also shows with convinc-

ing results that feature-based approaches on the stationary component of the series achieved

from STL decomposition helps reduce forecasting errors. Several researchers such as Neep

Hazarika [77], Theodosiou and Swamy [78], among others have explored decomposition

methodologies to perform multi-step ahead forecasting in the past with submission in the

NN3 competition. However, our feature-based hybrid approach with lower sMAPE per-

formance score of 16.26 outperformed these two with sMAPE performance score of 23.72

and 17.55 respectively. Perhaps, this performance could not be attributed to only the de-

composition technique, but to the excellent capability of all the various methods such as,

Exponential Smoothing methods, ML methods, and statistical feature extraction, that make

up our hybrid methodology.

5.1 Discussion

This thesis investigated time series forecasting from a different point of view, using hybrid

methods, and made contributions to answering research questions raised in the introductory

chapter. The main general research questions are:

• How does the performance of our proposed hybrid methodology compare to the

other individual state-of-the-art classical approaches?

Our hybrid method shows to have outperform all individual predictors on average

throughout this research. This was evidently displayed from results in Table 4.2,

Table 4.3, Table 4.4. However, caution is however necessary when applying com-

bination techniques, as complex combinatory techniques have shown to sometimes

infuse more errors into the forecasting model [44]. Our combinatory methods took

advantage of advanced techniques such as STL decomposition and feature extrac-

tion to produce accurate point forecast. This supports our conclusion that individual

method alone might not have an edge in empirical studies but could stand a chance

through appropriate combination method. This conclusion was also confirmed by

Makridakis in the just concluded M4 competition [42], “The combination of sta-

tistical and/or ML methods will produce more accurate results than the best of the

individual methods combined”.

• How effective are Machine Learning models in hybrid methodology for time series
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forecasting?

Results from chapter 4 shows the experimental results of machine learning methods

on NN3 and M4 dataset, and from the result, we could see the forecasting strength of

those machine learning method. On M4 dataset, even the Naive method performed

better than the benchmark ML methods. These Machine Learning methods have

shown not to be very strong predictors when used alone, mostly because of the vari-

ous components such as seasonality and trend that are contained in time series data.

However, our approach of decomposing a series into several components before ex-

tracting statistical features from the stationary residual components and modeling

with ML techniques have resulted in consistent performance gains in this research.

These shows how effective these ML techniques could be harnessed to improve the

forecasting strength of a forecasting model.

• Does the decomposition of combinational approach compare to the other combi-

nation techniques?

This question was investigated using NN3 dataset in chapter 4, with our methodol-

ogy compared with a meta-learning technique and results shown in Table 4.5. The

Meta-learning technique exploited domain knowledge to improve forecasting, while

our approach used automatic decomposition method to decompose the series into

systematic components. These two methods achieved good results and both outper-

formed the individual methods employed in both approaches. From this result, we

could conclude that our combinatory method is comparable to other advance combi-

natory techniques.

5.2 Limitations

The findings of this research have to be seen in the light of some limitations which are

highlighted below.

• The short length of the observations in the NN3 and M4 dataset. However, the sample

size might not be a problem to the statistical part of our model, but we needed more

sample observation for the machine learning part of our hybrid model. This will have
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enabled us to extract more statistical features that express the underlying properties of

the series, thereby increasing the forecasting ability of our machine learning model.

• STL decomposition provides only additive decomposition but with Box-Cox trans-

formation of the series, we were able to obtain multiplicative decomposition and then

a back-transformation as explained in chapter 3

• Only positive observation series were observed, the reason being that the NN3 and

M4 dataset comprises of only positive series. Transformation adjustment has to be

done to forecast series with negative observation as a log transformation of negative

data is undefined. This limitation will provide a major constraint on our methodology

if we are to forecast intermittent series or time-series data with a combination of

negative and positive observations.

• This research work was carried out on only monthly time series data and without

consideration of any domain knowledge of the series or external factor influence that

might affect the series at a particular point in time

5.3 Future Work

In future investigations, we will use our proposed hybrid on various types of time series

data other than monthly such as daily, weekly, quarterly and yearly series. Our future work

will also be centered around improving the efficiency and predictive performance of this

algorithm in numerous ways such as

• improving the exploration of important features.

• Using an auto-adaptive parameter; one crucial consideration will be making the size

of the box sliding window dynamic. This will help capture appropriately the dynamic

statistical properties of the series being modeled.

• using domain features to enhance the efficiency of the proposed algorithm for solving

domain specific problems such as climatology.
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Appendix A

Programming Details

A.1 Libraries used

All the code is written in Python 3.7.2 and the following libraries are used in the project.

1. Anaconda Python: We used Anaconda version 4.3.30 in this project for this ex-

periment. The Open source Anaconda distribution provides an easy way to perform

data science and machine learning. It also helps manage library dependencies and

environment and allows data analysis through Numpy and Panda. It also allows us to

visualize our results using Matplotlib.

2. Statsmodels: We used the Statsmodels version 0.9.0 python module to provide the

different statistical models used in our experiment and also for conducting statistical

data exploration.

3. Tsfresh: To implement the feature extraction method, we used a python package

called Time Series Feature extraction based on scalable hypothesis tests TSFRESH

version 0.11.0 [79] to automatically extract features from time series that describe

both basic and complex characteristics of the data. These statistical features of the

residue components are used to train and build Machine learning methods that de-

velop forecasting models used for predicting the next set of points.

4. STL Decompose: We used stldecompose version 0.0.3 to implement the STL algo-

rithm.

5. Scipy: We used scipy version1.2.0 library for the Box-Cox transformation module.

A.2 Readme

In the interest of reproducibility, the methods and exert details of how the program needs

to be run is publicly available in the GitHub repo: https://bit.ly/2yyTBni.
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