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ABSTRACT 

An analysis of the Ising-Potts model using symbolic computation is 

presented. The work considers the Kramers and Wannier V-matrix in two-

dimensions and its extension to three-dimensions. Some of the properties 

of the V-matrices are also considered. The computation of the partition 

function of the Potts-Ising model is carried out using the perturbation 

theory. The computation of the partition function has been completed 

on a two-dimensional square net and on a three-dimensional cubic lattice 

as well. The eigenvectors needed to analyze the propagation of order 

ia the crystal, and to compute long-range order in crystals have been 

given. An Onsager complete solution for the two-dimensional model has 

been incorporated as well as the two-dimensional n-state Potts model. A 

construction of symbolic proof that a order-disorder transition actually 

takes place in crystals has also been considered. The computation of the 

ground state entropy which provides a formal connection to the coloring 

of graphs has been examined. 

The second part of the thesis examines the three-state Potts model 

on a three-dimensional cubic lattice. Using the microcanonical simulation 

method, the dynamic critical exponent z and the critical exponent v were 

measured to be z ~ 2.11 ±0.05 and v — O.G13±0.005 respectively. Also a gen­

eral theorem for computing the average demon energy and an important 

consequence of the theorem has been presented. 
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Chapter 1 

GENERAL INTRODUCTION 

1.1 Introduction 

For the Potts model, each site of a lattice can be in one of q distinct 

states. The Potts model is known to fall into the same universality class as 

many other statistical mechanics models and real physical systems. Many 

physicochemical systems can be approximated by a lattice arrangement 

of the molecules with nearest neighbor interactions. The Potts model is 

a generalization of the Ising model to more than two components. It has 

been the subject of increasingly intense research in recent years. It has 

some important applications, such as the calculation of hadronic proper­

ties in lattice gauge theory and phase transitions in condensed matter . It 

has also been related to models of percolation, absorption of rare gases 

on graphite, cubic ferromagnets, crystaliographic transition, spin glasses 

and many other systems [1], Because of the nature of the Potts models 

problem, it is almost impossible to find an analytic solution. In the ab-

1 



sence of an analytic solution, perturbation theory is the method usually 

employed to deal with the problem. Important as the model is, there is no 

symbolic computation engine adequate to address the subject. The basic 

aim of this thesis is to address this problem, as well as providing the tools 

that will be necessary to back up the simulation methods that are already 

available. 

The main parts of this thesis, symbolic solutions and microcanonical 

simulation of the Potts model, are covered in chapter three and chapter 

four, respectively. In chapter two, an overview of the microcanonical en­

semble is given, preceded by a short historical review of the Potts model. 

This chapter also contains a description of a type of Monte Carlo sampling 

method which was first proposed by Metropolis et al. [2]. It allows for the 

evaluation of multidimensional integrals that arise in statistical mechanics. 

It is simple but powerful, and can be adapted to solve various simulation 

problems. 

There are also a number of different techniques for the theoretical de­

scription of the two-dimensional ferromagnetic models. Commonly applied 

techniques are Monte Carlo simulation, series expansion, Monte Carlo 

renormalization, finite-size scaling and exact analytical treatments. It is 

clear from these methods that the phase transition between the ordered 

phase and the disordered phase occurs at a value of the coupling, K,, 

which is given exactly by h^ /̂iy-f- 1) [3], for the simple quadratic q-state 

Potts model. Due to its popularity, the Monte Carlo simulation will be 

examined in more detail in chapter 2. 

Chapter three is the core of the thesis. Its main aim is to present a 



3 

symbolic solution of the Potts model. With more powerful symbolic com­

putation systems emerging, great progress will be achieved in every area 

of science. Some complex integrals that required numerical computation 

because they were too tedious and difficult to integrate can now be eval­

uated symbolically, and the numerical value can easily be evaluated by 

substituting the numerical data. The basic symbolic algebra tool used in 

this thesis is Maple. Almost the entire program is written thanks to the 

powerful Maple computational engine. Mathematica also has been helpful 

in testing the temperature expression derived for use in the simulation al­

gorithm. The task that is accomplished is the development of the symbolic 

series solution of the Potts model. 

First a one-dimensional (1-d) case was tackled. The 1-d case is the 

simplest model and it exhibits no phase transition. This conclusion agrees 

with the known original work of Ising. The 1-d solution is based on a 

matrix approach. Despite the fact that the mathematics involved in the 

1-d case is easy, it is a good start because it gives insight into the more 

complex mathematics involved in the 2-d and 3-d cases. The three differ­

ent methods for the 2-d solution are based on the solutions of Onsager [4] 

and Kihara, Midzuno and Shizume [5], and on the perturbation method of 

Kramers and Wannier [6]. Kramers and Wannier developed an interest­

ing matrix called the V-matrix, which I have implemented in my program. 

The 3-d construction of the series expansion uses an extended construction 

of the Kramers and Wannier V-matrix, which was developed in a paper by 

Oguchi [7], The basic idea is the same for the 2-d and the 3-d construction 

except that the elements of the 3-d model are block matrices while those 
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of the 2-d are not. The names of the programs that we have developed 

to compute the 2-d and 3-d Kramers and Wannier V-matrices and some 

important transformations are called dlJcvmat, ddtnvmat, d£upvmat, rfiWnui/, 

dScvmat, dSlnvmat, and dSupvmat [8]. This work also has an additional ob­

jective, the programs are designed to be a teaching tool, hence the basic 

matrices used in the construction can be accessed. The detailed construc­

tion of the V-matrix will be described in chapter three. The four functions 

we have built to compute the partition function of 2-d series expansion 

are dSlnpps, dSlppps, d2rppps, and dSmpps. The four functions which we have 

developed to compute the partition function of 3-d series expansion are 

dSlnpps, dSlppps, dSrppps, and dSrnpps, Also the computation of 2-d lattices 

with many components, instead of the two component lattice considered 

by Kramers and Wannier, has been developed. The names of the pro­

grams are dSmcltpf and dSmchtpf. They compute the 2-d many-components 

low (high) temperature partition function in series. This function, created 

after the the work of Kihara, Midzuno and Shizume, is computed to only 

16 terms. 

1.2 Computers and Simulation 

The technological advances in both hardware and software have enabled 

computers to be versatile and effective in dealing with many problems 

that were impossible to handle some decades ago. With the improved 

capabilities of current computers, the simulation of statistical systems de­

fined by their Hamiltonian equations has become an essential component 



5 
in the work of theoretical physicists and mathematicians. More than that , 

computer simulation is now an integral part of contemporary basic and ap­

plied science. Indeed, modern computers have become indispensable for 

progress in all scientific areas. By using fast computers, many Integrals of 

statistical mechanics may be evaluated more accurately. Computers are 

becoming as important as the experiments to theoretical science. Hence 

the ability to compute is part of the essential repertoire of a research scien­

tist. On the analytical front, the computer is used to calculate determin­

istic statistical mechanics equations to obtain numerical results, and these 

results are compared with known results, thereby evaluating the validity 

of the solution and the simplifying ideas underlying the initial equation. 

In this case, we aim at trying to expand the initial intractable integral in 

terms of some suitable parameter and some simpler integrals that can be 

evaluated on the computer. An example is the high-temperature series 

expansion. In chapter four, the microcanonical simulation of the Potts 

model will be considered. The microcanonical simulation is a fast and 

simple way to simulate statistical systems. It can easily be implemented 

on most general purpose computers at a reasonable speed. This enables us 

to obtain most of the important relational parameters. These parameters 

give us access to investigate some of the properties of the material under 

consideration. This will be fully expanded on in chapters three and four. 

Another phenomenon that is of great interest to scientists are phase 

transitions. They are associated with abrupt changes, discontinuities and 

strong fluctuations. Such behavior is assumed to be due to interactions 

between microscopic constituents of matter. The number of constituents 
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of a macroscopic system is generally of the order of 102li. Each constituent 

will carry several degrees of freedom. So the theoretical description of 

phase transition, which takes into account the microscopic nature, will 

be very difficult. Statistical mechanics should give precise mathematical 

relations between the microscopic and macroscopic descriptions of physical 

systems. Thus it actually gives a theoretical foundation that describes the 

existence of this phenomenon. 

The present thesis will simulate the three-state Potts model in order 

to obtain some basic properties of ferromagnets. In chapter 4, only the 

fundamental interactions between the microscopic components are consid­

ered. Only this fundamental interactions are taken into account within 

the microcanonical simulation. For this simulation, the question of using 

a computer to simulate directly the behavior of a physical system, taking 

as its starting point the fundamental equations of statistical mechanics, 

will be addressed. The simulation is carried out on a well-defined lattice 

system, and there is control over all the parameters. It allows for a new 

discovery that otherwise could not be inferred from the basic physical 

laws of interaction. Simulation is very important, because its results can 

be compared with experimental data as well as predictions of analytical 

theories. It illuminates and illustrates subtle basic conceptual relations in 

scientific reasoning that cannot easily be recognized or deduced from the 

basic physical laws. This program to simulate the model uses an algorithm 

similar to the work done by Drouffe and Moriarty [9]. The three-state 

Potts model is simulated, and it is used to identify the phase transition, 

and to measure critical exponents. Hereby the critical temperature 7',, 



the dynamic critical exponents z, and the critical exponent v have been 

obtained. The relations between magnetization, temperature and energy 

are illustrated. Part of the work is the derivation of a general temperature 

expression for the simulation algorithm which uses the demon approach. 

Also I have derived an approximate or simpler temperature expression. 

This new expression gives almost the same results as those obtained us­

ing the full temperature expression. The result is given in Theorem 1 of 

chapter four. 

The Maple work presented here will form part of the long-term strategy 

in developing a symbolic computation software for the Potts and Ising 

models. 



Chapter 2 

MICROCANONICAL 

ENSEMBLE 

2.1 Introduction 

Considerable efforts have been invested over recent years to develop nu­

merical simulation methods and apply them to statistical systems. For 

some time the stochastic methods used in applications concerning spin or 

gauge systems have been Monte Carlo methods. However, in searching for 

a method that is relatively fast even for use on general purpose comput­

ers, we have settled on microcanonical simulations. This chapter presents 

a general overview of the microcanonical ensemble. In section 2.2, a brief 

historical review of the Potts model will be given. Then in section 2.3, 

some properties of statistical systems are examined, and in section 2.4, 

a general review of the canonical ensemble will be given. In section 2.5, 

only a basic idea of the canonical ensemble is presented. Lastly, in section 

8 
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2.6, the chapter will be concluded with a type of Monte Carlo simulation 

generally called Metropolis algorithm. Monte Carlo simulation is essential 

because it gives a practical method of obtaining a representative sample 

of the total number of microstates. It is widely used in most statistical 

mechanics problems because of its simplicity and adaptability. 

2.2 Brief Historical Review of the Potts Model 

The history of the Potts model is directly linked with that of the Lenz-

Ising model. Therefore a short introduction to the Lenz-Ising model will 

be appropriate here. Owing to the simplicity of the Ising model as an 

approximation of intermolecular forces, it was doubtful at first whether it 

could be made applicable to any real system. But now it is known that 

the essential features of cooperative phenomena depend on the mechanism 

of propagation of long-range order, especially at the critical point, rather 

than on the details of the intermolecular forces. Thus the Ising model 

offers, despite its simplicity, a satisfying representation of the mechanism. 

The importance of the model is that it can represent a wide class of physi­

cal systems: for example, glass-liquid critical phenomena, magnetic Curie 

points, order-disorder and transitions in alloys. All these can be described 

fairly well by the same model. Moreover, it has been used in a number of 

sciences, including physics, chemistry, metallurgy, mathematics and biol­

ogy [1]-

The model commonly referred to as Ising's was originally proposed by 

Ising's supervisor, Wilhelm Lenz, in 1920. The details of the model will be 
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given in chapter four when the simulation of the three-state Potts model 

is examined. Lenz suggested that dipole atoms in crystals may be free to 

rotate about a free rest position in a lattice. In a paper published in 1925, 

Ising carried out an exact calculation of the partition function of a one-

dimensional lattice. His work showed that there was no phase transition to 

a ferromagnetic ordered state at any temperature. Ising failed to predict 

phase transition in two and three dimensions. 

This apparent failure caused Heisenberg to develop his theory to explain 

ferromagnetism. His theory deals with nearest neighbor interactions with 

more degrees of freedom between spins. Since then, there have been many 

other models. The details of all the various models cannot be given here, 

so a summary of the common ones is given. The appropriate Hamiltonian, 

which will be ideal for the work at hand, is given below: 

where J is the coupling constant, m the magnetic moments of the spin, // 

is the magnetic field, and the spins c?i are D-dimensional vectors given by 

The summation is over all lattice points and all nearest neighbors <" ij s, 

The interaction between the spins takes the form of a scalar product a^ 

and Eq. (2.1) defines the so called /^-vector model. The spins (?i can 

be treated as quantum mechanical operators or as classical vectors. In 

the case of a quantum mechanical operator, one obtains for example the 

quantum Heisenberg model (D = 3) and the quantum X-Y model (I) — 2, 

spin-spin coupling along the ;r-axis being zero). When o tends to infinity, 
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so t ha t the aja becomes the classical /^-dimensional uni t vectors, one 

realizes the classical D-vector model . For special values of D, t h e classical 

vector model reduces to the following models: 

1. I) - 1, (TX(TJ = a*a" (Ising model) 

2. /; =- 2, a\o} = aforj -f o\a] (planar or X-Y model) 

3. I) — 3, <7,r7j = afaJj + of Cj + cr-a- (classical Heisenberg model) 

4. I) - 0 (extended volume problem) 

5. I) ~ co (spherical model) 

The variations tha t can be incorporated into t he Hamil tonian include 

(i) latt ice anisotropy, 

(ii) spin anisotropy, and 

(iii) nearest neighbor interactions. 

The problems (i) and (ii) can be tackled by developing series expansion 

around the isotropic case to compute t he par t i t ion function. However, in 

this work, we will confine ourselves to (iii) above. 

In an a t t e m p t to extend t h e exact results obtained for t h e s tandard 

Ising model in one and two dimensions, Po t t s (1952) [3] was led, at the 

suggestions of Domb, to introduce a model in which each site of a lattice 

can be in one of q distinct s ta tes . If crjt = 1,2, q characterizes the s ta te 

of site A-, then the Pot t s model Hamil tonian is given by 
9 N 

<1J> <7 = l j = l 

where h is the Kronecker function and ha,a = 1,2,...,</ is t he field for 

the s ta te a. Two neighboring sites interact only if t h e y are in the same 
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state. The Ising model corresponds to the case q = 2. In this thesis the 

three-state Potts model without an external field, with the Hamiltonian 

<v> 

will be investigated. This will be further elaborated on in chapter 4. 

2.3 Some Properties of Statistical Systems 

The properties of a statistical system are governed by its Hamiltonian 

defined by its mechanical variables, here represented by ii. The probability 

associated with each microstate can be expressed in terms of its canonical 

density function by 
p-W(n)/fcflT 

pfr) = _ , (2.2) 

where Z is the normalization factor or the partition function. The form of 

the partition function is given by 

Z= [ <-nWk"rdtt, (2.3) 
Jn 

where T is the absolute temperature and ka is the Boltzmann constant. 

For a given probability distribution of the microstates, the thermodynamic 

value of a measurable physical quantity, f(il), is obtained in the canonical 

ensemble as 

< / > = i f(il)(>(U)dil. VIA) 
Ju 

This equation constitutes the formal connection between the microscopic 

and macroscopic worlds. When the partition function exhibits singulari­

ties, the singularities can be associated with phase transitions. The phase 
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transitions can be classified as continuous or first-order transitions using 

the free energy, which is defined as 

F = -kBT hi Z. (2.5) 

If the first derivatives of F with respect to T are continuous at the singular 

point, then the phase transition is continuous; otherwise, it is a first-

order transition. A phase transition is characterized by a spontaneously 

broken symmetry. Symmetry-breaking is described in terms of the order 

parameter, <1>. We define the order parameter by 

\ dh®J T' 

where /;,]> is a thermodynamic conjugate field associated with the order pa­

rameter. The corresponding term in the free energy is —/*$<!>. By Fisher's 

classification of phase transitions [10], 4> is discontinuous at a first-order 

transition and goes to zero continuously at a continuous transition (crit­

ical point). The behavior of the order parameter in computer simulation 

is therefore often used in order to determine the nature of the phase tran­

sition [11]. 

Another important quantity that is influenced by critical fluctuations 

is defined below: 

Definition 1 Tht isothermal ordering susceptibility x* is defined by 

U=(« a / ' 7« / .# , ) T = (tf*/M#)T. 

If we introduce the order parameter < <I> >, then we have 

\, - ( w r ! K *2 > - < * >2). (2.6) 
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This is significant for computer simulations because it implies that the 

response fmiction may be evaluated directly from the thernu*! fluctuations. 

The fluctuations theorem also relates the fluctuations in internal energy 

to the specific heat as 

Ch = {SE/8T)h = (kBT'2)-l{< H2 > - < // >2). (2.7) 

Wisdom (1965) [12] was the first to analyze the scaling hypothesis for 

static critical phenomena. By this hypothesis the singular part, /-', of the 

free energy is a generalized homogeneous function 

P(Aa/,A6/i*) = A/ ' ( / ,M, (2.8) 

where t — (T — 7[)/Tc is a measure of the relative distance from the critical 

temperature Tc. Taking the derivative of /'', with respect to //.i>, the corre­

sponding singular behavior of the order parameter can be obtained. We 

find 

*(*,/» = (>)~ (-*)", (2.9) 

with the critical exponents ft = (1 — b)[a. Power-law singularities can be 

derived for other quantities as follows: 

~ (- / )-" ' , T'T,. (2.10) 

According to Stanley [13], scaling implies that not all critical exponents 

are independent. For example a and h in Eq. (2.8) are related to the 
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critical exponent ft. This two-factor scale invariance could be expressed in 

terms of the scaling relation, which can be expressed as 

a' + 2ft + 7' = 2 

« = o 

1 = 7'-

Corrections to scaling are important. The order parameter has the form 

*(Oc*#(~O0(l + I> l ' lU C-12) 
1=1 

where 0, are correction-to-scaling exponents. 

The universality principle states that continuous phase transitions can 

be classified in a few universality classes, each class giving rise to a cer­

tain set of exponents. These classes are determined by a few fundamental 

properties of the systems, such as spatial dimension (d), range of inter­

action, symmetry, and degree of freedom of the fields. The physical idea 

behind the universality principle is that at the critical point, all details 

of the microscopic interactions are overshadowed by the long wavelength 

fluctuations. Renormalization group theory provides the mathematical 

explanation for the concept of universality. 

2.4 Microcanonical Ensemble 

The notion of what a microstate or configuration is, is contained in the 

following definition: 

Definition 2 A microstatt, or configuration, of a systtm is defined to be a set of 

miriablts i}, which contains tin values of all possible degrees of freedom for each 
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particle of the system. The phast space is dtfinid to bt the space spanned by all 

possible rnicrostates of a system. 

Examples of rnicrostates are spat ial posit ion, velocity, and magnet ic mo­

m e n t . Consider a closed sys tem in which the volume V, t h e number of 

part icles iV, and the energy E a re fixed. Also assume t h a t t he system 

is isolated; t h a t is, the influences of external pa ramete r s such as gravita­

t ional force and external magnet ic fields are ignored. Generally, closed 

macroscopic sys tems t end to a t ime- independent s ta te of equi l ibr ium of 

m a x i m u m entropy. The mac ros t a t e of t h e system is specified by the values 

V', iV, and E. At the macroscopic level, t he re are many different ways or 

configurations in which the mac ros t a t e comprising of V, N, and /',' can be 

realized. A par t icular configuration or micros ta te is accessible if its prop­

ert ies are consistent wi th t he known macroscopic quant i t ies of the sys tem. 

At any given t ime , t he sys tem is equally likely to be in any of its accessible 

rnicrostates. Let an isolated sys tem have an accessible macros ta t e $2, then 

t h e probabi l i ty Ps of finding t h e sys tem in rnicrostates .s is 

~, if .s is accessible 
/ • (2.13) 

0, otherwise, 

where £ a e 0 P8 = 1. 

In t he laboratory, t h e physical quant i t ies are measured over a span of 

t i m e sufficiently long to allow t h e sys tem to sample a large number of 

its accessible rnicrostates. The mean ing of the probabil i t ies in Eq. (2.13) 

t h a t is consistent with such a t i m e average is t ha t dur ing a sequence of 

observat ions, Ps yields t h e fraction of t imes t ha t a single sys tem is found 

in a given micros ta te . Normal ly , measurements are not done on a single 
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system. Consider a collection of systems that are identical replicas char­

acterized by the same macrostate. Then Eq (2.13) describes an ensemble 

of identical systems. With these basic concepts outlined, the definition of 

microcanonical ensemble follows: 

Definition 3 An ensemble of systems specified by E, N, V that is described by the 

probability distribution e>f the form 

{ A, if s is accessible 

0, otherwise, 

is called a microcanonical ensemble. 

As an illustration of the above definition, consider a physical quantity A, 

which has the value .4., when the system is in microstate s. Then the 

ensemble average of A is given by 

< A> = £ M S P S , 
s 

where P„ is given by Eq. (2.13). We clarify the above definitions with an 

example. 

Example 1 Lei a model consist of N distinguishable particles that are noninteract-

iny, and ham velocities v and —v only. The ensemble of configurations consistent 

with N — 5 and E = ^v2 with a unit 711 ass is described by the binomial coefficients 

(!9 
Then it is not difficult to calculate the ensemble averages for the physical 

system. For example, the mean number of particles moving in the right is 

1 Aiiv\ 
<«>=2*£'(,- • 
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2.5 Canonical Ensemble 

Most physical systems are not isolated but exchange energy with their 

environment. Such systems are usually small in comparison with their 

environment. We can therefore assume that a change in energy in the 

smaller system does not have a significant effect on the temperature of 

the larger system. Thus the larger system acts as a heat bath at a fixed 

absolute temperature T. If a small but microscopic system is placed in 

thermal contact with a heat bath, the system reaches thermal equilibrium 

by exchanging energy with the heat bath, until the system attains the 

temperature of the bath. Let us imagine an infinitely large number of 

copies of the system and the heat bath. The probability, Ps, that the 

system is in microstate s with energy Es is given by 

where Z is the normalization constant. The ensemble defined by Eq. (2.14) 

is known as the canonical ensemble. Taking note of the fact that £ /', - 1, 

Z can be obtained as 
M 

5 = 1 

The sum in Eq. (2.15) is over all M rnicrostates of the system. The 

quantity Z is known as the partition function of the system. We can 

use Eq. (2.14) to obtain the ensemble average of physical quantities; for 

example, the mean energy is given by 

<E>=Y, W. = E K><'~'iF"- (2.16) 
a a 



19 

In contrast to the microcanonical ensemble which is specified by E, iV, and 

V, with the probability distribution given in Eq. (2.13), the canonical en­

semble is specified by T, iV, and V, with the probability distribution given 

by the Eq. (2.14). In the canonical ensemble the energy can fluctuate, 

while in the microcanonical ensemble the energy is fixed. In the micro-

canonical ensemble the temperature can fluctuate, while in the canonical 

ensemble the temperature is fixed. 

Monte Carlo simulations that shall evaluate properties of physical sys­

tems, the canonical distribution function is used quite often. In section 

2.6, we give a detailed description of the method. 

2.6 The Monte Carlo Simulation Method 

Our prime objective here is to give the solid mathematical theory on which 

the Monte Carlo method is based. The approach will not attack any par­

ticular problem. But most problems can easily be adapted to the method. 

Some important phenomena and properties relating to the method will also 

be examined. Numerical simulation methods are concerned with proce­

dures based on random numbers. Basically one has to generate and process 

a large number of random numbers. Hence the appearance of modern com­

puters has stimulated the use of the method. The Monte Carlo method is 

extremely useful as a mathematical tool for solving numerically problems 

that are too complex to be solved analytically. The problems attacked by 

the method normally fall into two classes: probabilistic and deterministic. 

The probabilistic problems are solved by simulating directly the random 
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process inherent in the problem. Some examples are the simulation of 

neutron diffusion in reactors and the simulation of random fluctuations on 

a telephone network. The deterministic problem is transformed to one of 

stochastic nature, with the requirement that the original problem and the 

transformed one have solutions that differ by a controlled amount. An 

example of such a problem is that of multidimensional integrals in many-

body theory. The Monte Carlo method can be tailored to meet one's needs 

depending on the nature of the problem. Different Monte Carlo methods 

can be distinguished by the sampling techniques they employ. The sam­

pling technique also depends on the bias imposed on the sampling scheme. 

In importance sampling, statistical information is collected according to its 

importance for a particular problem. A kind of Monte Carlo importance 

sampling method first proposed by Metropolis et al. (1953) [2] has proved 

to be very successful in statistical mecharics. Though the method and its 

realization are extremely simple, it has proved to be very powerful. The 

method can be introduced to achieve an efficient numerical evaluation of 

the multidimensional integral Eq. (2.4) in many-body systems. 

For a physical system with a known Hamiltonian, the energy of a given 

microstate Ei = K(fi4) can be easily computed. Then Eq. (2.4) determines 

the properties of the system in thermodynamic equilibrium. Assuming 

a discrete phase space {(2i}1=1, the fundamental mathematical object Eq. 

(2.4) can be written as 

< / > = £/("<)/»(«.)• (2.17) 

Ths idea is to introduce stochastic elements into the computation. The 

direct attack of introducing unbiased choice will be quite unfavorable since 
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the Boltzmann weights vary by many orders of magnitude in the neigh­

borhood of the phase transitions. So the best method is to impose a bias 

and choose a finite set of points, {tlt}t=l, with each state i\ having a fre­

quency proportional to the Boltzmann probability, Eq. (2.2). Thus the 

rnicrostates are sampled according to their importance, and the estimate 
M 

«=i 

is obtained. This partition set, {i\}i=l, is generated by setting a random 

walk in the phase space. A Markov chain is associated with the discrete 

set that can be parameterized by a discrete time parameter /, the Markov 

time. The sequence J2i,^2, •••, &M of states is a realization of a Markov chain 

determined by the initial configuration Di and a stochastic matrix P with 

elements pXJ where 1 < /,,/ < M, which are subject to the conditions 

M 

V ; , i : ^ > 0 , V ; : $ > u = l. (2.19) 
t = l 

Here the pi, is the conditional probability for the one-step transition fi, —>• 

11, in the chain. 

Confining oneself to homogeneous Markov chains, defined by time-

independent transition probabilities, the configurational average in Eq. 

(2.17) is replaced by the time average in Eq. (2.18). The matrix P must 

be constructed to make the limit distribution of the chain TX3 equal to p(ftj). 

The H-step transition probabilities p[, are recursively given as 

*= i 

The above condition can be formulated as 

Vj: Jhn p[]l) = TT, > 0. (2.21) 
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B y t h e homogeneous Markov chains theory t he l imit exists if t h e chain 

is i r reducible, i.e, when all e lements are in the same ergodic class. The 

assumpt ion t ha t two averages yield equivalent resul ts is called t he ergodic 

hypothesis or, more accurately the quasi-ergodic hypothesis . The l imit 

d is t r ibut ion is t hen independent of j , and the initial s t a te t r- 1. It is 

de t e rmined uniquely by t h e normalizat ion and s teady s t a t e condit ions 

M 

X > J = 1, (2.L2) 
J=I 

A/ 

V/ : ^ E ^ / V (2.23) 
t=i 

This condition is usually fulfilled by imposing a s t ronger requi rement of 

microscopic irreversibili ty: 

Vj,A-: Vjpjk = irkpkj. (2.24) 

T h e above condit ions on t h e s tochast ic ma t r ix / ; imply 2A/ linear equa­

t ions . This gives considerable freedom to choose t h e A/ y A/ ma t r i x ele­

men t s . A much simpler m e t h o d has been suggested by Metropol is et al. 

(1953) [2] for choosing P* wi th e lements p* with t h e associated irreducible 

ergodic Markov chain. In t e r m s of P*, t he ma t r i x P is defined as 

Vjk = V*j, *j/*t > * 

Pjk-PijKj/TTi, *jl*i<\ (2-25) 
M 

Pn = 1 " £ ft*. f2.2(ij 

k&t) 

T h e presenta t ion of t he Mon te Carlo m e t h o d in t e r m s of a Markov chain 

wi th a t ime -pa rame te r makes it easy to visualize t h a t t he process of gen­

e ra t ing a chain of rnicrostates may be given a dynamical in te rpre ta t ion . 
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The Markov process thus described above is governed by the equat ion 

^ = -E/W0 + X>W*)-
J 3 

I t may be noted t h a t in the rmal equil ibrium, el%i(t)/dt = 0 and lim^oo Wi(t) = 

p(llt). This dynamics is no t the t r u e physical dynamics of t h e sys tem 

because t h e actual equat ion of mot ion has not been used. However, in 

many cases the t ime evclution given by the Markov chain closely resembles 

t he kinematic of t h e approach to t he rmodynamic equi l ibr ium [14-20]. I t 

must ~1FO be noted t h a t t i m e average and ensemble average coincide in 

t h e limit as lim*—,*, and lini,i_oo respectively. 

At this point we are ready to describe a realization of t he Monte Carlo 

impor tance sampling m e t h o d . Let us consider a sys tem of N part icles wi th 

a micros ta te il where il = (mx,rji2,..,nijv) = {wihvli-

To present t he general case normal ly encountered in t he applicat ions, to 

each single-particle s t a te m the re is an internal degeneracy Dm associated. 

The canonical densi ty function Eq. (2.2) is t hen wr i t t en as 

/>({»'.}£i) = Z-'ili A H j e x p [ - / / ( { m , } ^ ) ] / ^ r ] , (2.27) 

where Z is the generalized par t i t ion function 

Z = E l ] ! An,)«<P[-tf(W£l)]/*flT]. 
{m} J=1 

For simplicity choose a /'* t h a t corresponds to single s i te- t ransi t ions , m^ —*• 

7nh. The description can be generalized to account for any combinat ion of 

single-site exci ta t ions. For convenience, we in t roduce t h e internal energy 

change 

A r = / / ( f l ' ) - / / ( f i ) , (2.28) 
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and the internal entropy associated with the transition is as follows: 

±S = kBHnn.k/I)mk). (2.29) 

A possible realization of the Markov chain may then be described by the 

following algorithm: 

1. Choose an arbitrary (e.g., random ) initial configuration, il[. 

2. Pick a trial state, JX2, according to the probability p\2. 

3. If All - TAS < 0, which is equivalent to Dm>/Dmk vx]>(-AU/knT) > 1, 

the trial state is accepted as the next element in the chain il2 = ilv 

4. If All - TAS > 0, i.e. A = Dm>JDm„vx\>{-AU/kBT) < 1, a random 

number TJ € [0,1] is generated. If A > //, the trial state is accepted as 

the next element in the chain, il-2 = Jl^. If A < r/, the original state is 

duplicated, f22 = f]1# 

5. A new trial state, ft3, is considered. 

The process is repeated until sufficient data have been generated. It is also 

assumed that the thermodynamic temperature is positive. If the ergodic 

requirement is satisfied, the procedure above will, in the limit of a large 

number of Monte Carlo steps, lead to a distribution of states given by 

the canonical distribution function Eq. (2.27). This limit distribution 

of states constitutes the equilibrium ensemble at temperature T for the 

model under consideration. In chapter 4, where our simulation procedure 

is described, a different method called microcanonical simulation is used. 

It will be shown that it is more efficient than the one just described. In 

the next chapter, the symbolic solution of the Potts-Ising model is tackled. 



Chapter 3 

SYMBOLIC SOLUTION OF 

THE POTTS MODEL 

3.1 Introduction 

The heart of this thesis is the symbolic solution of the Potts (Ising) 

model. The approach adopted demonstrates how the Potts model not 

only is widely used practically, but also has a rich mathematical represen­

tation. It will also provide a general solution to the long-standing problem 

of computing the coefficients of low-temperature series expansion of the 

Ising model. The high-temperature series is easily deduced from the same 

method; hence, it will not be provided in this work. 

After the eigenvalue method in statistics is examined in section 3.2, it 

will be applied to the one-dimensional closed chain and the one-dimensional 

open chain in sections 3.3 and 3.4 respectively. In section 3.5 the famous 

Onsager solution [4] for the rectangular square net will be presented, fol-

>)r. 
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lowed by an application to large crystals . Then the construction of an 

a lgor i thm tha t computes the par t i t ion function of the two-dimensional 

Ising ne t with examples based on the Onsager work will be given. Lastly, 

in sections 3.7 and 3.8, the computa t ion of the par t i t ion function for the 

two-dimensional and t h e three-dimensional Ising model using the Kramers 

and Wannie r approach will be presented. The chapter will close with the 

development of t he a lgor i thms and some examples . 

The various aspects of ma thema t i c s t ha t are relevant to t he Pot t s 

(Ising) model are given below: 

(a) group analysis 

(b) series solution 

(c) matrix or algebraic solution 

(d) graph theory analysis 

(e) combinatorial method 

(f) C*-algebra approach 

This work will focus on the series and the matrix or algebraic solution 

of the Ising model. The next section begins by analyzing the eigenvalue 

method in statistics. 

3.2 The Eigenvalue Method 

In the treatment of statistical cooperation in crystals, the partition func­

tion evaluation of properties of statistical systems is simplified if the in-
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teracting units have a fixed location. Also, the periodicity of the systems 

allows a simplifying transformation. This was discovered independently 

by Kramers and Wannier [6], Lassettre and Howe [21] and Montroll and 

Mayer [22]. The transformation can be derived under the following general 

assumptions: 

(a) The identical units in the structure are lined up as beads on a string 

(b) Number them as 0,1.2,3,.../• 

(c) Describe the state of each unit by the discrete or continuous variable 

f7i,ff2,...,(T„ 

(d) Represent the potential energy of the system by the sum of the in­

teractions of each molecule with its nearest neighbors 

*2 

X
 H X 

n-1 x x 
n u 

X 
1 

FIG. 3.1. A closed chain of n cooperating units. 

The reason for (d) is that the number of molecu'es is large, so the inter­

molecular forces are sufficiently short-ranged to permit the total potential 
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energy to be represented by the sum of the interactions of each molecule 

with its nearest neighbors. The interaction is symbolized by connecting 

lines as in Fig. 3.1. Let the interacting potential be denoted by \ (<T,,<T(). 

Then the probability for a given state of the assembly is proportional to 

the Boltzmann exponential 

^ p f - T - T F O ' V l ^ ) + V{tr3,tr4) + ••• + l ' K ^ i ) ) l . 
kBl 

The partition function can be formed by either summation or integration 

as 

"~ ~ ' (3-1) T 1 ; ( V K ( r j ) + ... + VK,(r1)) z= E - E <-*P 
«1=±1 « n =±l 

If Z is known, one can obtain some of the physical properties of the crys­

tals; for example, the energy <7 and the total magnetization A/ can be 

given in the form 

and 
» , i ,-wS' ' n Z 

M - kBT-jjjj~, (3.2) 

where H is the applied magnetic field. From probability calculus [5] one 

can associate the following eigenvalue problem with Eq. (3.1), 

5 > x p l-y^V^o-')] A(cr) - \A(<J'). (3.3) 

Here A may have a series of different eigenvalues A„. To each A,, there 

corresponds one eigenvector AT if multiple values are counted as often as 

they arise. One can obtain an orthogonal relation between the A's which 

is given by 

]r/i>)/U<x)-<w CM) 
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For integral equat ions , the kernel can be developed in t e r m s of t h e eigen­

vectors. This is also valid for the matr ices below because t h e two sides have 

identical eigenvectors and eigenvalues. Thus t h e diagonalized expansion 

of exp[--K(o', ev')/kBT] is 

exp -j^Vier, er') T,\„Ar((T)Av{o'). (3.5) 

S u b s t i t u t i n g Eq. (3.5) in Eq. (3.1) and carrying out t he summat ions 

over (T\,(T2,...,o-n explicitly with the help of Eq. (3.4) one obtains 

Z = EK- (3-6) 
V 

W h e n the n u m b e r of t he in teract ing uni t s n is large, all bu t t h e largest 

eigenvalue can be neglected. Hence Eq. (3.7) takes t h e form 

% — K\ax- (3-7) 

In t h e same way in t h r e e dimensions |j4,nax(ff,)|
2 can be in te rp re ted as t h e 

relat ive probabil i ty t h a t any layer in t he sys tem is in t he i th configuration, 

or t h e probabil i ty t ha t the internal coordinates have a par t icular value, 

say <7i. However, for a chain wi th free ends , j4max measures t he probabi l i ty 

for a s ta te „4, in t he end m e m b e r . At a t e m p e r a t u r e of absolute zero, t h e 

components of /l,nax correspond to a complete ly ordered s ta te wi th a value 

l/y^-u. The /;o is t h e n u m b e r of configurations possible with comple te 

order , the o ther components being zero. At a t e m p e r a t u r e sufficiently 

high for t he rma l agi tat ion to cause complete disorder , all configurations 

are equally probable and Amax -* (l,l,..A)/y/n. The above considerat ions 

are applied to t he one-dimensional Ising model in t he nex t section. 
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3.3 Transfer Matrix Solution of the Closed Chain 

The one-dimensional Ising model is the simplest of the models. The ap­

proach here will be very similar to that described by Kramers and Wan­

nier. 

Definition 4 The total energy E, for a closed Ising chain of S spins in an exttrnal 

magnetic field H, takes the form 

j N ,V 

E = - - . / J2 <W+i - w H E " » (3.8) 

where m is the magnetic moment, J is the coupling constant between nearest neighbor 

spins or the energy of interaction between nearest neighbor spins, and a{ — 4:1. 

As mentioned above, most statistical questions concerning Eq. (3.8) can 

be answered if the partition function 

_ , E 
z= E ('XP[—rd> 

{".=±n kl 

where CTN+\ is identified with r^, in order to get a closed chain. With 

J 
K 

2kBr 

and 

~ kHr 
the partition function above can be expressed in the form 

{ff}t = l 

where 
(1 

L(o-i, (Ti+1) = exp[A>,-<7,+i + — (<r, + /r l + , )] . (3.10) 
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The sum over configurations in Eq. (3.9) has t h e form of a m a t r i x p roduc t ; 

i.e., after summing over o-2 — ±1,<T.J = ±1,...<TJV == ± 1 , we have 

z= Y, £"(*!,*i), (3.n) 
<Tj=±l 

where LN(o;er') denotes t he element of t h e m a t r i x L, wi th t he components 

(3.10) raised to the Nth power. In ma t r i x form we wri te 

i „ ( L ( + 1 ' + 1 ) ^ ( + 1 i - 1 ) 

^ L ( - l , + l ) £ , ( -1 , -1) 

The eigenvalue m e t h o d will be applied to evaluate t h e pa r t i t ion function 

Z. Assume we have a linear chain of finite length n + 1. Let A\ = {er,-}, i = 

0 . . . n — 1 be any a r rangement wi th 7i spins. Then by Bo l t zmann ' s t heo rem 

P{AX) rx <>x\){-E/kBT) = exP[A'(fr0cr1 + ... + Crn_2(Tn_1) + C((To + ...4-(Tn_1)], (3.12) 

because each a r rangement has a weight of 1, and E is t h e to t a l energy. 

Also let A-2 ~ {fTj}, / = 0, . . . ,? ; be t he a r rangement of adding t h e n + 1-th 

spin, then 

P{A2) - P(Al) - exp[/To-„_1 J-„ 4- Can]. 

From Eq. (3.12) t he probabi l i ty /;(<rn-i) t h a t t h e <7n-i has e i ther values 

i rrespect ive of t h e value of <r0,cri, ...,<rn_2 is 

P{trn-l)<* E exp[A'(fT0fTi+ ... + cr„_2o-n_i) + C(cro + . . .+ cr„-i)] 
"a ff„_a = ±l 

also 

P{(Tn„u(Tn) CX. ] T eXp[A'(ff0O"l + . - + <Tn-2<Tn-l + <Tn-l<Tn) + C(a0 r ••• + <T„)] 
<T0.....«Tn-.2 = ± l 

Thus 

XP{<Tn.uan) = /,(crn_1)exp[A'crn_icrn + C<rn]. (3.13) 

eK+c e-K 

e-K eK~G 



32 

The factor A is present because Bol tzmann exponentials are only propor­

t ional to the probabil i t ies . Assume the chain is very long, t hen 

]T AP(fjB-i,(rB) = AP(ffB)= J2 J,(flPn-i)«q>Uv'<rH~i0'n-t <VH]. 
<rn_i=±l (Tn_l=±l 

The m a t r i x equat ions have t he form of ma t r ix eigenvalue problems. T h e 

r -d;rix can be symmet r ized by the subs t i tu t ion 

y t (o - )== /V)exp(^V) , 

which reduces t h e problem to the form 

£ L(tr,o*)AW = \A{<r)t (3.14) 
<r'=±l 

where 

L(rr, <r') = exp[/i era' + ^CV + i ( V ] . 

Using the t h e o r e m t h a t develops any m a t r i x into eigenvectors, the ma t r ix 

Eq. (3.14) can be wr i t t en as 

L{exi,a2) = XjAl(ax)A](a2) + XiA^cr^A-iio-i), 

where A\{a) and A2(a) a re t he eigenvectors belonging to Ai and A ,̂ respec­

tively. Since t h e y are or thogonal and may be assumed to be normalized, 

£ At(a)Ak(eT) = 8%k. 
^=±1 

Thus we can un i te N of t h e L's to 

'52...'£L(<Ti<T2)L((Ti<ra).~L{<7N<rN+i) = X" Ax{ax)Ai{aNjt.x) + X^ A2{ax)A2{o-N^). 

Now, since we are considering a closed ring as in Fig. 3 .1 , by se t t ing 

cr^+i = o\ and s u m m i n g over t h e last spin, we get 

Y:...^I4auV2)14o--2,o-:i)...L(crN,o-1) =: X" + X%. 
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The left-hand side is exactly the partition function Z, which from Eq. 

(3.11) can be identified as the trace of LN, and hence 

Z = Af + A£\ (3.15) 

If the length N of the chain tends to infinity, the smaller root A2 may be 

neglected. The values Ai and X2 can easily be computed. By taking note 

of the matrix L, the eigenvalue problem can be written as 

M+) 

V 

;K + C 

(.-K pK-C 

-K \f 

) 

\ 

= A 

/ AW ^ 

1 A(~) 

which can also be given by the eigenvalue equation 

dot(L - AI) = A2 - 2XeK rosh(C) + 2sinh(2/f) = 0. 

Solving, we get 

2A.' -2A'\ A,)2 = eA cosh(C") ± {elK sinh2(<7) + e^*)*, 

and hence the maximum characteristic value equation is 

A: = cK oosh(C) + (e2K sinh2(C) + e~2K)K 

Indeed, since X2/Xi < 1,V C > 0, we have 

l imArMnZ = lim Af-MnAr/(l + (A2/A1)
yv) 

N—nx> N—*oo 

I11A1+ lim /V-Mn(H-(A2/Air) 

In A, 

J< 2K = ln(f'v cosh(f) + (e'n smh'(C) + e - ^ ) ? ) . 

The total magnetization for the linear chain of length N according to Eq. 

(3.2) and Eq. (3.15) is 

A/ = m^~»jArsiuh((7)(sinh2(C7) + e"4*)-*-
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This expression vanishes with //; hence the linear chain is not ferro­

magnetic. A plot of magnetization (M/inX) against the magnetic field 

C = mH/kBT for seveial values of A' = ^J/kBT is shown in Fig. 3.2 below. 

Here, it has been assumed that m/kB = J/kB = 1. 

5 l 

FIG. 3. 2. Magnetization M(H) of 1-d Ising model at 
various temperatures (T) for m//c£pJ/frg=7 

The molecular paramagnetic susceptibility is defined as 

X = (/»2/A-»T)exp(.//A-w7'). 

The partition function in the absence of a magnetic field is given by 

Z = (2vos\i(K))". 

which gives the energy U from Eq. (3.2) as a function of temperature as 

U = - i j t anh(A' ) = -i./taiih(.//2fc/,T). 
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3.4 The Open Chain Without Magnetic Field 

The par t i t ion function of t he open chain wi thout the magne t ic field is 

given by 
,v-i 

% = n - Y, n PXP(A>J<TJ+I). 
<T|=::fcl r r / / = ± l j ~ \ 

Only one of t h e above factors involves er^] in o ther words, in t h e one-

dimensional s t ruc tu re we can separa te off and sum over t h e iVth spin to 

get 

53 exp(AV/v-ifTAr) = exp(AV/v-i)+ exp(-A'cr,v-i) - 2cosh(AViv-i) 

= 2 cosh (A), 

and therefore 

iV-2 

# = 2rosh(A'<T/V_1) Yl - E Y[vx\AK<Tj<Tj+i)-
ITl=±l ITW_1=±1 J = l 

Since eosh(A') - cosh(-A') and as-i = ± 1 , we set 

a)sli(A'(Tiv-i) = cosh (A'), 

and thus 

Z = 2«>sh(A) J2 ... £ n exp(AVJcrJ+1) 
< T 1 = ± 1 irN-i=±l j = l 

= 2cosh(A')Z jV-i. 

The recursive relat ion Z = 2rosh(A')Z,v_, can be solved by i te ra t ion and by 

not ing the addit ional fact t ha t Z\ — 2. Hence 

Z = 2ATrushAr-1(A). 

By evaluating t h e limit limjv_,x,/V-1 In Z = ln(2rosh(A')), it is seen to be a 

completely analyt ic function of A", and hence of all t e m p e r a t u r e s , V T > 0. 

Thus , as expected , t h e r e is no phase t rans i t ion . 
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3.5 The Complete Solution of the 2-D Ising Model 

on a Square Lattice 

At this point, we will consider the basic concepts underlying the Onsager 

solution of the Ising model on a square lattice. The symmetry method 

does not reveal anything about the thermal behavior of the Ising not in the 

neighborhood of the singular temperature. Fortunately, this information 

is provided by Onsager [4], who derived the complete solution for the Ising 

model on the rectangular lattice. 

J ' 
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X 

i 
1 
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x 
n-1 • 

• 

x 
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• 

1 FIG. 3.3. Adaptation of Ising net to eigenvalue method 

The approach Onsager adopted uses the operator algebi H. In his work 

he divided the lattice into u parallel chains. The chains were built simulta­

neously tier by tier, adding one atom to each chain in each step as shown 

in Fig. 3.3. The j t h chain gets the variable Oj capable of the values 1 1. 
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The opera tor t h a t describes t h e addit ion of a new t ie r with t h e interact ion 

energy 

u, « T ) , ( 0 ) = - J X > X = - k B T H i t w 
J = l 3 = 1 

is 

Vx = f[(eH + t"Cj) = (2sinh(2//))n/2fH*fl, 

where B = TJ"=1 C3. The individual operators (7i,...,Cn have t h e following 

effect: 

(('j> 0(^i,—i °> -M o"n)) = V'(cn,.-, o-j-i, -o-j, 0-J+1-, O-JI). (3.16) 

Assume a similar interact ion between the adjacent a toms in a t ie r , only 

with t h e independent value ./' for t h e pairwise energy of in teract ion. For 

symmetry , let t he nth a tom be neighbor to t h e first. Then t h e per iodic 

condition aJ+n = cr} holds. Hence t h e to ta l t ierwise interact ion energy is 

n n 

(i2((T1,...,fTn) = —./'EflrJCrJ+1 = —kBTH'Y,(T3Cr3+l-
J = l J = l 

The effect of th is interact ion is to mult iply t h e general t e r m of t h e par t i t ion 

function represented by one of t he 2" vector components , V,(cri>---5°n)? by 

the appropr ia te factor exp(u2(cr1, ...,ern))/kBT. The corresponding opera tor 

12 has a diagonal ma t r i x in t h e representa t ion. I t can be cons t ruc ted from 

the simple operators sx, ...,sn which mult iply ?/' by its first,..., n th a rgument , 

as follows: 

(•*./, V '^ i , . . . , ^ ) ) = <Xji/>(<Ti,...,er„), (3.17) 

•'i = E - W i < and V2 = exp(H'A). 
fc=i 

The crystal can be built in a l te rna te s teps , adding a new t ier of a toms 

as i l lustrated in Fig. 3.4, then introducing interact ion among a toms in t he 
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same tier, and then adding another tier, etc. The alternate modifications 

of the partition function are given by the product ...IsVil.^riloVi, 

0 Q 

x—i—o 

* 

0 

0 

-o o 
(a) (b) 

FIG. 3.4. Two-step extension of a 2-d crystal, (a) A new 
tier of atoms O is added (V-f); their configuration dep­
ends on that of the atoms # in the previous marginal 
position, (b) Interaction energy between marginal 
atoms O is introduced (V2), which modifies the distri­
bution of confuguration in this tier of atoms. 

with alternating factors. The addition of one tier of atoms with interaction 

both ways is represented by V = (l2Ki). The eigenvalue problem which 

yields the partition function of the crystals is therefore given as 

A0 - ( V » = (r2r,,</*) = (2sinli(2/7))',/'-(exp(//',l)exp(/r/i).//-). 

Thus the basic matrix equation that needs to be solved is 

Ai/> = exp(#' Y, ^ j + i ) E eM>(# E ^ V r V i - X j - (3.18) 

The operators (3.16) and (3.17) form a complete generating ba.sis for the 

matrix algebra and satisfy the following conditions: 

.2 — n'1 — sj — Lj — i . Hjtj — Cj.S' „j, 
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V * = ***„ CjCk = CkC3, (3.19) 

The opera tor 

« = exp(// /f;^i+i) E exp( / / f ; ^ . ) (3.20) 
J=l <r;...<=±i J=l 

can be expressed in t e r m s of t he .s's and t h e C's. Onsager cons t ruc ted a 

subalgebra containing H which is invariant wi th respect to t he cylinder in 

Fig. 3.3. The subalgebra can be genera ted as a direct p roduc t of mutua l ly 

commuta t ing quantenion algebra [4]. This quantenion basis has t h e prop­

er ty t ha t H can be wr i t t en as a direct p roduc t of opera tors belonging to 

each basis, 

H = HxxH2x...x Hn-

Each quantenion basis is two-dimensional , so t he p rob lem only demands 

t he solution of a series of quadra t ic equat ions . The eigenvalue obta ined is 

a p roduc t of t h e form 

X=f[Xr 
r=0 

Xr — e57r , e"27r or 1 for r = 0,n, 

Ar = elr, e""1'7' or 1 for r ^ 0,n, 

with 7„ = A* - A" and 7„ = A" + A'*. 

3.6 Thermodynamic Properties of Large Crystals 

To compute t he par t i t ion function p e r a t o m 

A = A(X) = lim (A™,)1/'1, 
«-4rVl x * 
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for an infinite crystal , replace the sum with an integral. Thus we have 

In Aoo = I hi(2sinh(2//)) + -L / " ^ ( U J ) . ^ , (3.21) 
2 2x Jo 

where 

->(w) = cosh"1(cosh(2// /)rosh(2//*) ~ sinh(2//')shih(2//'K)cos(tu)). 

Using t h e ident i ty 

/ ln(2eosh(x) — 2eos(u;))Au = 2nx, 
Jo 

the above integral can be converted into a double integral to describe a 

symmetr ica l function of / / and / / ' , namely 

ln(A/2) = ^7T-2 fW rin(cosh(2//)cosh(2f/ /)-sinh(2//)cos(w)-sinh(2// ,)a>s(a;'))«iw^ / . 
2 Jo Jo 

(3.22) 

Using t h e nota t ions 2K = tanh(2//)/cosli(2// ') and 2K' = tat)li(2//')/rosli(2//), 

a generalization of t h e Kramer s and Wannier series can be obtained. By 

expanding the logar i thm in powers of K and K' and integrat ing t e r m by 

t e r m , t h e following can be obtained: 

1 „. 1 - r* r« 
In A - - ln(4cosh(2//) cosh(2//')) = - T ~ 2 I* f" Hl ~ 2K r o H M " 2«'co.s(u/))./u;r/u/ 

2 2 Jo JO 

= 7} E (2r + 2 « - l ) ! ( r ! r a ( « ! ) ~ W a a . (3.23) 
2 r+«>0 

Considering the case when // = / / ' and K = «', t he quadra t ic s y m m e t r y 

yields 

In A -ln(2cosh(2//)) = -TT -2 / / ln(l - 4K,cos(u>i)cos(u;i())r/uv/a;i! 

2 Jo Jo 

= -E^W'V- (3.24) 
„=1 » v tt 
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Even though the convergent of t he series solution cannot easily be inferred 

from the ma t r ix approach, it can easily be deduced here . The expansions 

converge for all values of / / and / / ' because 

|2/f ros(w) + 2K'COS(O;')| < 2K + 2K' = sm(g + g') < 1, 

where 2n = siii(/y) cos(r/) and 2K' = cos(g)mi(g'). The angles g' and g are 

defined th rough the gudermannian angles as 

g' = gd(2H'), g = gd(2H) = 1/2TT - gd{2H*). 

The limit of convergence of t he series is t h e t rans i t ion poin t . For t h e 

special case of quadra t ic s y m m e t r y // = / / ' , t h e computa t ion of t h e the r ­

modynamic functions can be simplified. Assuming t h e n u m b e r of spins 

fitting one t ier is large and k\ = 4«, t he par t i t ion function has th is form: 

ln(A/2cosh(2//)) - ~ f"\n(\(l + (1 - k?sin2{</>))*)d<f>. (3.25) 
2TT JO 2 

The following conclusions can easily be deduced. The par t i t ion function 

(3.21) yields t h e free energy, which is given as 

F = U-TS=-NkBT\nX, 

U == F - T{dF/dT) = NkBT2d(h>(X)/dT), 

C = dV/dT, 

for a crystal of Af a toms . For t he s impler case, H = H', differentiating Eq. 

(3.25) unde r t he integral sign yields, for t he energy /7, 

V = -NJ~^ = -NJcoth2H{\ + -siA'tfA-!)), 



where sx = ±(1 - k'f)5. The specific heat C is given as 

C = NkB^£ = ^A-B(//c0rA2//)2(2/»r)(2A^(A-I)--^(A-,)-(l-AI)(.
1-JrtflI7vt(A-I))). «// 2 

The A'i and the E\ are the complete elliptic integrals of the first kind, 

given below: 

A', = A'(*,) - f i ( l - * a 8 i i i ' (» ) -W, 
Jo 2 

and 

£-! = £,(*,) = r^(l-A-2sin2( ( /6))i#. 
Jo 2 

The plus (+) sign in (sx) holds below the transition (Curie) point, and 

the minus ( —) sign above the Curie point. The integral (3.25) cannot be 

expressed in a closed form, but a convergent series can be given with the 

following notation: 

K[ = A'(ArJ), ln(9l) = rr,/ = -*K[/KX = l/2r„ - l/2r, 

c7-E(-i) l(2/ + ir2 . 

The number G is the Catalan's constant, and r is the ratio of periods. The 

convergent series to Eq. (3.25) is given as 

ln(A) = i ln(28i i ih(2/ / ) ) - i l U ( 9 l )+f ; ( - i r (2« -l)ln(l <t '), 

which converges except in the immediate neighborhood of the critical 

point. For the region near the critical point we have 

The following fact has been applied: 

•TT/2 

r \\\{ce)t{x)dx) = (i. 
Jo 
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A singularity occurs Tor H — II — ̂ Incotr/S, in which case kx = l,A'i = 

oo, K\ ~ iff, A'i = 1. The specific heat becomes infinity at the critical point, 

and the energy is continuous because sx — 0. The analytic nature of the 

singularity is evident from the approximate formulas 

Kx ~ ln(4/A'J) ~ hgV2'/\H - tf,|), 

C/NkB ~ (2/7r)(lnro<7r/8)2(A', - 1 - ^TT). 

The following are the critical values at the critical point: 

//,. = J/kBTc = In CO/TT/8 = 0.4406867935, (3.26) 

-Fc/NkBTe = In Ar = i In 2 + (2/TT)(7 = 0.9296953983, (3.27) 

-(It./NJ - 2l2 = 1.4142135624, (3.28) 

,S*,/^A-B = In A, - 2*//e = 0.3064701582 = In 1.3586209232. (3.29) 

The exact value of Ac is given by 

A, = 22eif'\ 

The Kramers and Wannier estimation of Ac = 2.5335 was very close to the 

exact value given above. 

The above work is of great interest because it enables us to construct the 

exact partition function for both low and high temperature to any degree 

of accuracy needed. In fact, for the quadratic symmetry, with H = H' 

and K ~ K', one can obtain a closed form solution of the Ising model on a 

square lattice. This is a generalization of the partition function computed 

by Kramers and Wannier, The symbolic solution of the above work is given 

the name cx:3dseries (exact two-dimensional series) for the Ising model on a 
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square la t t ice . The p rogram takes t he order as an a rgument and computes 

the series to this order . I t uses Eq. (3.24) to direct ly compute t he series. 

The following i l lustrat ive examples show how the p rogram works. This 

can be used as a t es t result for o ther approximate resul ts . T h e program 

is given in t h e Append ix A. Some examples are given below: 

Example 1. 

ex2dseries(10); 

pf = 2cosh(ff)(l ~ J'2 - ^ , 4 " 29.r(i - 265J-8 - 2745.r10) 

Example 2. 

ex2dseries(20); 

pf = 2cosh(//)(l - x2 - 4x4 - 2 9 / ' - 265J-8 - 2745J-1 0 - 30773./-12 

-364315x14 - 4488749i-,G - 57020414.r18 - 741999709.r2()) 

3.7 2-D Perturbation Method of the Ising Model 

In considering the theory of t he 2-d Ising model on a simple square lat­

t ice, K r a m e r s and Wannie r in t roduced the screw construct ion, which is a 

simplification of t h e m a t r i x const ruct ion . I t can be simply described as 

having the lat t ice sites regularly d i s t r ibu ted along a continuous line twist­

ing its way in a sere wise fashion over t h e surface of a to rus . Suppose t h a t 

it consists of rn pi tches of n spins, and t h e configuration on each pitch is 

denoted by (<7i,<72,...,ern). T h e coordinates ox,a2,...,rr„m can take values f 1 

or —1. T h e to ta l energy can be wr i t t en as 

1 
E=z-»J E ff*aJ> 

L <X,JS 
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where the sum is over all pairs < ij > which are nearest neighbors . Let 

n be the number of spins tha t make u p a pi tch of the screw, by adding 

the 7/th spin, we notice t ha t it in teracts wi th t he Oth and t h e (n — l ) th 

spins only, because only nearest neighbors are considered. Thus t he two 

interact ion energies are 

-Kanan_x 

and 

— K<Tna0, 

where K — J/2kT. Let t h e probabil i ty of t he a r r angemen t o-n_i,<rn_2,...,cr0 

be y4(fT„_1,o-n„2,...,(T0), and the one including an at t h lext posi t ion be 

given by P((Tn,an„x,...,a0). By Bol tzmann ' s t heo rem, fciie probabi l i ty for 

any par t icular a r rangement is propor t ional to t he exp(—E/kT). Applying 

this theorem one obtains 

XP((Tn,...,(T0) = A((Tn_x,...,o-0)exp[Kcrn((Tn_x + 1 (3.30) 

Summing /'(<rn, ...,<r0) over a0 gives £„ 0 P^n, —,<7o) = Av4(er„, ...,crx). This case 

is identical to t h e one described by A(an^x,o-n_2,...,a0)i if t he screw is very 

long. The difference being t h a t ax takes t he place of cr0 and <r2 of o~x, e tc . 

Thus one gets 

Y ( Xp[K(Tn{(Tn_x -\-(T0)]A{(Tn-X,.,.,<T0) = AA(<rn,...,o-i), (3.31) 

Since t he ma t r i x M = Yl<r0 exp[AVn((Tn_1 4- <r0)} is not symmet r i c , it is 

necessary to in t roduce right- and left-handed character is t ic vectors A, and 

B?1, satisfying 

MAq = A,7A„ and BpM = XqBp. 
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Normalizing t h e character is t ic vectors A q and B p , it can be made to satisfy 

orthogonali ty conditions 

B ' A , = EB,,(<>)A,(<>) = «Vr (3.32) 
a 

The m a t r i x element (oilA^Jo-i) can be expressed as a bilinear combination 

of t he components Ap(«2) and B p ( o i ) , and we find 

2 n 

Y A"Ap(o2)B?I(oi) = exp 

where v(«2) is t he to ta l energy of interact ion between nearest neigh­

bor ing a toms of pitch 2, and v(«i ,o 2 ) is t he energy of interact ion between 

the pitches 1 and 2. By repea ted use of Eq. (3.32) and Eq. (3.33), one 

finds t h e par t i t ion function to be 

z^YKin-

If one compares t he 3-d case in section 3.10 with t he 2-d case, it is 

seen t h a t A" of t he 2-d case is t he analogue of A in 3-d. The advantage of 

this result is t h a t A has a meaning which is independent of t he size of t h e 

crystal . Also t he logar i thm of Amax is t h e free energy per part ic le . Thus 

Amax enables one to s tudy the variation of the proper t ies of t he crystal as 

it becomes infinite in two directions [23]. The ma t r ix M(K) is brought 

to its s t anda rd form by arranging it in some definite order . This can be 

V(ft-j) + V(ftl,<»2) 

kBT 
(3.33) 
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done in t h e following way, as suggested by Kramer s and Wannier . For 

any configuration (—I 1 1—), replace every + by 0 and every — by 

1. Then read the number in the base two sys tem. For example , in t h e 

given configuration, one gets 1010101, which gives t he order to be 83. The 

configuration will be separa ted into two par t s . Those wi th 

<7n = l are 0, l,. . .^'1"1 - 1, 

and the rest t h a t belong to t he class 

crn = - 1 are 2" - 1, 2n - 2, . . . ,2 n - 1 . 

The reason for t h e a r rangement is t h a t if a and a belong to corresponding 

places in t h e two classes, then thei r order numbers add u p to 2 n _ 1 and are 

conjugate to each o ther , in t he sense t h a t by reversing all t h e signs of one, 

the other can be obta ined. Let 

r-JL-
~ 2kBr 

also let 

rt = e2A\ and ft = e~2K. 
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Then the standard form of the matrix M is given by, 

a 1 

a 

M{K) = 

a 1 

ft 1 

ft 1 

ft 1 

ft 1 

o 

O 1 

<v 

ft 1 

0 1 

where the blank spaces indicate zeros. 

The matrix M{K) is simplified using the transformation matrix II de­

fined as 

H = 
1 

V2 
I 

I 

I 

- I 
(3.34) 

where I is the unit matrix of order 2n _ 1 . Performing the matrix product 

operations HA4(K)H~1, one obtains two submatrices V+(A') and V..(A') 

which are defined to be the upper positive and lower negative V-matrices 
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of Kramers and Wannier. Their forms are given as 

V+(A') = 

and 

V-(A') 

Of 

a 

Of 

ft 1 

ft 1 

a 1 

a 1 

a 

-ft - 1 

-ft - 1 

-ft - 1 

These two submatrices are known as the V-matrix. The characteristic 

values and characteristic vectors of M(K) fall into two classes. Let i>+(K) 

and 0_(A") be the right-handed characteristic vectors of V+(A') and V_(AT), 

respectively, corresponding to the characteristic values X+(K) and A_(A'), 
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50 

A + ( A ' ) - H - i = 
«/'+(/v) 

0 

and 

A_(A') = H " 1 

tf'-(A') 

v f(A') 

v+(K) 

W.(A) 

-0_(A') 

The components are ar ranged in t he order of t he two groups <T„ ~ 1 and 

o~n = — 1 • In a similar way, for t he left-handed characterist ic vectors 0^ (A), 

^L(A') of V+(A') and V_(A'), t h e corresponding vectors are 

Bi(A')H*V(A'),*iM| 

and 

BL(A')=|*'-(A'W-TOI 

I t is worthwhile ment ioning t h a t t h e ant i ferromagnet ic case can be easily 

t r e a t e d once t h e ferromagnet ic case is discussed. T h e necessary proper t ies 

are these : in t he ant i ferromagnet ic case t he interact ion energy is ./ « 0 and 

hence t he p a r a m e t e r K < 0, b u t in t he ferromagnet ic case t he K > 0. Let 

R be a pe rmu ta t i on t h a t changes every a l te rna te a t o m on a pitch from + 

to — and vice versa, t hen it can be verified t h a t 

R H ^ ( - K ) H ~ 1 R - 1 = 
V-f-(A') 

0 

0 

-V-(A') 

The character is t ic values of A4(-A') are A+(A') and —A„(A'), and the char­

acterist ic vectors A+(—/i) , e tc . , are obtained from A+{K), lil
+(K)... by per­

mut ing t h e components according to IL Nex t we tackle t h e problem of 

finding the character is t ic values a r J t h e character is t ic vectors of V{ {K). In 
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the limiting case of an infinitely large crystal, the maximum characteristic 

value of V- is equal to the maximum characteristic value of V+ 

3.8 Low-Temperature Solution of the Matrix 

Problem 

For the low temperature limit, we have 

lim K — lim J 
+00 

r-o 7-0 2kBT 

Thus A' is large and positive, hence it is ferromagnetic. The parameter ft 

satisfies 

lim ft = lim e~2K = 0. 

T—0 T—0 

Hence the expansion can be carried out on powers of ft. Define the matrix 

U+(ft) as 

V+(A') = or 

1 ft 

1 P 

1 0 

ft2 ft 

ft2 ft 

ft2 ft 

= £U+(0), 



where 
5*' 

1 0 

1 0 

0 1 

0 1 

u+(fl 
1 0 

+ ft 

0 1 

0 1 

0 I 

0 1 

+I-J •J2 0 1 

0 1 

0 1 

Setting the constant matrices in the equation V+(ft) to Uo, Ui , and U2, 

one can write 

U+(ft) = V0+ftU1 + ft2V2. 

Assume that there are n atoms in a pitch, then these matrices will have a 

dimension 2"_ 1 ,2n - 1 . This corresponds to the configurations 0,1,2, ...,2"" l - 1 
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with au = 1. What is required is to obtain a power series expansion of 

Amax, the maximum characteristic value, and its corresponding character­

istic vector ipmax in the parameter ft. The question is whether there is 

justification in seeking a power series expansion for Xmax and ibmax. An ex­

amination of Uo reveals that it has a single nondegenerate characteristic 

value of unity, and a 2ri~1 — 1-fold degenerate value of zero. This means 

that Amax will be well separated from the other characteristic values at low 

temperatures. Hence it is an analytic function of ft in the neighborhood 

of ft = 0, thus justifying the approximation by power series. Now let 

A = A1MX = E V (3-35) 
v 

and 

V' = 0max = E <MP" (3'36) 
P 

Inserting Eq. (3.35) and Eq. (3.36) into the Eq. (3.37) 

V+(fi)rp = Xij>, (3.37) 

and equating the coefficients of like powers of ft, a set of equations for Xp 

and I/'J, can be derived as 

p 

Uo0P + UiV'p-i + U2tf>P-2 = Y \1>P-I V > 0. (3.38) 
q=o 

From Eq. (3.38), for p — 0,1,2, one obtains 

Uo4>o = A0^o, (3.39) 

Uofa + lh 0o = Ao0i + Wo, (3.40) 

f'W'2 4- U\0i 4- ^2 0o = AoV'2 + Ai^i + A20o. (3.41) 
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By raising U0 to a higher power, it can be seen that ,\0 — 1, and V'o(0) - 1) 

and V'o(o) = 0 for a = l,2,...2n-1 — 1. Since Uitf'o = 0, it is easy to deduce 

that A] = 0. The equation for \}y\ becomes UoVi = V'i- For consistency, and 

to remove arbitrariness, set ?/'i(«) = 0 for a = 0,1,2, ...2n_1 - 1. To enhance 

the speed of the computation and simplification of the vector t/>, I have 

modified Eq. (3.38) to the set of equations given in the form 

(I - U„)ifc = UiV'i-i + V-zh-2 ~ Y 0 i - , -A + ; » ' > 3- (3,12) 

j=o 

Here / is the identity matrix of the same dimension as the matrix Uo-

The whole idea of the perturbation method depends on solving the set 

of equations of the type given in Eq. (3.42). Lastly, from orthogonal 

considerations, V'o is expected to be orthogonal to each of the i/'_,, giving 

Ar = V-oUiVv-i- However, since ?/>oUi = |010...0|, 

Ar = 0r-l(l). 

3.9 2-D Perturbation Algorithm and Examples 

The functions I have developed to compute the partition function by se­

ries expansion are called dBlnpps, dSlppps, d^rppps, and di'irnpps. The names 

are taken from the two-dimensional left (right) positive (negative) Potts 

perturbation series. The functions take two arguments. The first is the 

size of the matrix, and the second is the order of the series one wants to 

compute. One has to be careful of the size of the matrix because it in­

creases rapidly as (2n_1) with r;. For example, if one sets n — 5, it produces 

a V-matrix of dimension (16,16). Matrices of any size can be calculated. 
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However, because of the rapid growth of the matrix, it takes consider­

ably longer to compute the bigger arrays than the smaller ones. Also any 

desirable degree of accuracy can be set. Nevertheless, it takes longer to 

compute higher orders of the series as computation becomes more com­

plex. Briefly, the main idea behind the algorithm is that , when any of 

the functions el'Mnpps, dSlppps, dUrppps, or dUmpps receives its arguments, it 

creates the matrices U0,llx and /72, of Eq. (3.38). Then using Eq. (3.42), 

an identity is set up to evaluate <j) and i}>, which are the coefficients of the 

series. From the evaluated coefficients the series is composed. The eigen­

values series is given in terms of b = e~2A where K = ^f' The algorithm 

is summarized by the following Pseudocode: 

1. Input size of array 

2. Input order of the series 

3. Create the constant matrices Uo,Ux,U2 

4. Set up matrix identifies using Eq. (3.42) 

5. Compute series coefficients 

6. Compute matrix coefficients 

7. Create the partition function series in terms of b = e -2A 

8. Create the eigenvector series in terms of b — e~2h 

Our program took only 7 minutes on the Sun workstation to compute 

the eigenvalues series of degree 50 for 7i = 5, an array of (32,32). This 
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computa t ion is given below as an example . T h e programs are given in t h e 

Append ix A. 

pf=d2rppps(5 ,50) ; 

pf=l + b4 + 366 + 15/;8 + 48/)'° + 70/;12 ~~ 253/;14 - 3118/;1(i - 18080/)18 

- 75512620 - 17228G/;22 + 336855/;2"' + 6593837/>2,; + 44592836/>28 

+ 199989549//30 + 533833645Z;32 - 567620125/,:5i _ 17855094024//'" 

- 132068426624638 - 635288749768/;40 - 1881418778662//12 

+ 714623938917644 + 54551718936085/;4" + 436165539114081 //1H 

+ 2219269737289813/;58. 

The eigenvector series is compu ted along with t he computa t ion of t h e 

eigenvalues series. For t he sake of space, only 20 t e r m s are represented for 

a smaller m a t r i x » = 4. This eigenvector series is given below as 

0 

54143620 

18887620 

51200/;20 

11884620 

-20386 2 0 

25058620 

28309/V20 

+ 

0 

15410/;19 

5048/;'" 

13678/;I<J 

2091618 

-3486/;1 9 

3122/;'° 

5566/;19 

0 

-1128/;18 

I685/;'8 

~90/;18 

-1905/;'8 

-2557/;'8 

-2622/;18 

457/J 

0 

-3309/;1 7 

- 2153/V7 

-3243/ ; 1 7 

-2080/;17 

--1652/;17 

-3088/;17 

1392/;17 



0 

-27< lb™ 

-1314/ ; ' " 

-2547/; '" 

-1140/; '" 

-776/ ; ' " 

-2163/ ; ' " 

-1483/; '" 

0 

-188/;1 2 

- 8 8 / ; ' 2 

-180/;1 2 

+ 

0 

-2001/; '" ' 

-10056 1 5 

-1745/ ; ' 5 

-7926 1 5 

-354/;1 5 

-1189ft15 

-7136 1 5 

-891ft1 ';14 

•399ft14 

-899/;1 4 

-3306 1 4 

- 1 4 4 6 ' 4 

-5926" ' 

-4876 1 4 

+ 

0 

- 4 5 8 6 " 

- 1 8 0 6 " 

- 3 9 8 6 " 

- 1 2 6 6 " 

- 2 9 6 " 

- 2 4 8 6 " 

- 2 1 0 6 " 

+ 

-64ft ,12 

-4ft12 

83ft12 

-65ft12 

+ 

-35ft r,Ml 

-36 i i 

- 4 4 6 " 

- f t " 

96" 

-19f t" 

-40ft i i 

+ 

156'° 

46 10 

-66 ' ° 

610 

106" 

6 6 " 

6 " 

+ 

0 

106° 

569 

569 

469 

569 

969 

3ft9 

+ 

0 

lift8 

868 

1068 

768 

468 

7ft8 

268 

+ 

0 

567 

2ft7 

567 

267 

267 

56r 

567 

+ 

0 

66" 

36" 

16" 

26" 

6" 

36" 

6" 

4-

0 

265 

ft5 

3//' 

ftR 

6s 

2//' 

If 

+ 

0 

64 

0 

//< 

0 

64 

64 

64 

+ 

0 

ft3 

63 

6;} 

63 

0 

0 

0 

+ 

0 

0 

0 

0 

0 

0 

0 

62 

4-

1 

0 

0 

0 

0 

0 

0 

0 
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I t is accessed by the Maple corr mand map(evalm,cv). The cv means char­

acterist ic vectors . To demons t r a t e t h e power of t he a lgor i thm, some ex­

amples are shown for each of the functions we have developed for a ma t r ix 

of dimension (64,64). 

ex5=d2rppps(5 ,20) ; 

exfi = 14- 64 + 36" + 156s + 48?;10 + 70612 - 253ft14 - 311861" - 18680ft18 - 75512ft'2" 

ex6=d2rnpps(5 ,20) ; 

exti = 1 - 64 - 6C - 568 - 146" - 70612 - 221ft14 - 1122ft10 - 4151ft18 - i97!4ft2" 

ex7=d2lnpps(5 ,20) ; 

exl = 1 + 64 -f 6(S - 568 - 20ft10 4- 8ft12 4- 245ft14 + 488/;1" - 20666" - 11902ft2" 

ex8=d2lppps(5 ,20) ; 

ex$ = 1 4- 64 4- 26" 4- 368 + 15ft10 4- 58ft12 4- 150ft14 + 1286" - 963618 - 7982ft2" 
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The constant matr ices tha t are used in t h e computa t ion are U0, Ui, and 

!J!;. They are evaluated using the Maple command eveilm. The m a t r i x Uo, 

UQ = 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

is one of t h e constant matr ices obta ined from the par t i t ion function 

series computa t ion in t he example ex8 above. T h e computa t ion is done 

for n ~ 5, whose dimension is t he same as t h a t of t h e V-ma t r i x from 

which it is derived. The next m a t r i x Ux of dimension (16,16) is t h e second 
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constant matrix derived from the V-matrix for n ~ 5. It is obtained by 

the command tvalm(//y), and it is available after the computation of the 

partition function series in the example ex8. It is represented as 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

The last constant matrix to be derived from the V-matrix for r; - 5 is 

U2 of dimension (16,16). It is obtained by the command eoalm{U;{), and it 

is available after the computation of the partition function series. This 

particular matrix is obtained after the computation of example ex8 above. 

Notice that all the constant matrices have the same dimension as that of 
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the V-matrix from which they are derived. The matrix is displayed below: 

Ik 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

As explained above, by following a binary number system one can ob­

tain the complete matrix. Kramers and Wannier neglected the lower ma­

trix in their work. However, the complete matrix has been built into our 

program, and it is available in the form shown below. As an example, 

the complete V-matrix of Kramers and Wannier for n = 4 is obtained by 

the command dScvmat. It must also be mentioned that from the complete 

matrix the lower and upper parts of Kramers and Wannier's V-matrix can 
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easily be obta ined. The t ransformat ion H through which this is accom­

plished is given the name two-dimensional special t ransformation mat r ix 

(d£stmat). A demonst ra t ion of its effect on the complete V-mat r ix will be 

be given below. The mat r ix below is an example of a (16,16) 2-d complete 

V-mat r ix with default values e2h and e ~'2h. 

d2cvmat (4) ; 

e2K 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

e-2A' 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

e2K 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

e-2K 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

f*K 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

e-2A-

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

e2K 

0 

0 

0 

0 

0 

0 

0 

0 

t-2K 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

(.-2l< 

(;M< 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

(-2K 

0 

0 

(2K 

0 

0 

0 

0 

0 

0 

0 

0 

I) 

0 

0 

0 

1 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

r~2A" 

0 

0 

0 

0 

(2K 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

e 2 A 

0 

0 

0 

0 

0 

0 

t3K 

0 

0 

0 

0 

The u p p e r positive and lower negative components of t he complete 

V-mat r ix given above are also available by the commands diiupvmat and 



63 

itllnmnai, respectively. The next example is t h e uppe r posit ive V-ma t r ix 

obtained from the complete V-mat r ix given above. This form is obta ined 

th rough t h e t ransformat ion H, defined by Eq. (3.34). In this example , t h e 

dimensions are half those of t he complete V - m a t r i x given above, which in 

this case is (8,8). Also t he default values used in t he above example have 

been offset by using the optional a rguments .«* and t. 

d2upvmat (4 , s , t ) ; 

0 

,s 

0 

0 

0 

0 

t 

0 

0 

1 

0 

0 

0 

0 

1 

0 

0 

0 

,s 

0 

0 

t 

0 

0 

0 

0 

1 

0 

0 

1 

0 

0 

0 

0 

0 

s 

t 

0 

0 

0 

0 

0 

0 

1 

1 

0 

0 

0 

As ment ioned above, these p rograms are buil t t o be used as a teach­

ing tool so all t he various components are bui i t into t he p rogram. This 

technique shows the flexibility of our p rog ram. Also it can be used when 

solving any problem t h a t needs these special m a t r i x const ruct ions . T h e 

example given below is in t he form of a lower negative V-mat r ix . I t is also 

derived from the complete V-mat r ix given in t h e example d2cvmat (4 ) . I t 

uses t he default e lements e2A and t~'2K since only one a rgumen t is given. 
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The dimensions are again (8,8). 

d2lnvmat(4); 

e2I< 

0 

0 

0 

0 

0 

0 

— e~ -2K 

1 

0 

0 

0 

0 

0 

0 

- 1 

0 

t 2 A ' 

0 

0 

0 

0 

— e~ 

0 

-2K 

0 

1 

0 

0 

0 

0 

- 1 

0 

0 

0 

(.2K 

0 

0 

_ , . -2A' 

0 

0 

0 

0 

1 

0 

0 

„ 1 

0 

0 

These three functions, d2cvmat, el2upvmat, and el2lnvmat, take three ar­

guments, of which the second and third are optional. One can set his 

own elements to be used for the array as in the example given above for 

the dSupvmat. However, if no optional arguments are set the default argu­

ments exp(2A') and exp(—2A') are used as noted in the other two examples. 

The result obtained through the special transformation matrix d2stmat for 

n — 4 is shown below. It must be noted that the result is obtained through 

the operation HMH~X, v/here M is a given complete V-matrix, and // is 

the transformation matrix defined through the identity matrix as shown 

earlier in this section in Eq. (3.34). In Maple's terminology, it is given as 
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where / = 2A. 

In what follows, the symbolic pro of that an order-disorder actually takes 

place between states of finite long-range order and those with no long-

range is presented. The proof, using matrix theory, consists of proving 

the fact that for sufficiently high temperature, the maximum characteristic 

value of the matrix M{k~) no longer degenerates. For high temperature, 
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K = J/2kBT —•> 0, so o: = ^ = 1. Now using our function d'Jupvmat and for 

n = 5, a two-dimensional upper positive V-matrix is generated using 1 as 

the default element as explained above. The result is 

V+{0) :=<*2u/;tmm/.(5,1,1); 
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In the same way, using our function dSlnvmat, the two-dimensional lower 

negative V-matrix for n = 5 is generated. The default elements needed for 

the construction are 1, as is demanded by the explanation given at the 
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beginning of the problem. From the previous and the next matrix, it is 

obvious why the name V-matrix is chosen. 

VM)) — d2l7imued(r), 1,1); 

K.(0) 
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Using the Maple function evahn, if the upper positive matrix V+(0) is 

raised to the the fourth power, then one obtains the matrix (V+(0))4 whose 

elements are all ones, as is clear from the representation given below. It 
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mus t also be noted t h a t by choosing an a rb i t ra ry upper positive mat r ix , 

t h e power t ha t produces this result changes. Thus for an a rb i t ra ry upper 

positive m a t r i x t he re exists a positive number , say (r), such t ha t raising 

t h e ma t r i x V+(0) to t h a t power gives a ma t r i x (\'+(0))'' whose elements are 

all ones. The resul t ing ma t r i x is as 

evalm (V_-(+}(0))^4; 

(V+(0))4 = 

W h e n t h e same opera t ion spec .fied above is performed on the lower neg­

ative m a t r i x V_(0), one obtains a ma t r ix t ha t has a l te rna t ing plus ones in 
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the odd rows and minus ones in the even rows. Also the same general­

ization noted for the upper positive V-matrix holds for the lower negative 

V-matrix. Thus there exists an arbitrary positive number r (say) such that 

{VJ\)))r produces a matrix that has alternate rows of plus ones in the odd 

rows and minus ones in the even rows. The resulting matrix is (VI(0))4), 

for r = 4, and is evaluated as evalm (V_(0))4). 

(H(0))4 = 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

_ 1 „ i _ i _ i _ i _ i - 1 _ l - l - l - l _ l - l _ 1 _ 1 - 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

_ 1 _ i _ i - i _ i _ i _ i _ i _ i - i _ i _ i _ i - l _ l - l 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

„ 1 _ i - i - i _ i _ i _ i _ i - i - 1 - l _ l _ l - 1 _ 1 - 1 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

_ 1 - i _ i ~ i - i - i _ i - i _ i _ i _ i _ i _ i _ i _ i - 1 

1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 1 

„ 1 _ i _ i _ i _ i _ i _ i _ i _ i _ i _ i _ i _ i _ i _ i _ i 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

._1 _ i _ i _ i _ j _ i _ i - i _ i _ i „ i _ i _ i _ i _ i _ i 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

_. 1 _ i „ i ._i _ i __i _ i _ i _ i _ j _ i _ i _ i _ i _ i _ i 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

„.l _ i _ i - i _ i _ i _ i _ i _ i _ i _ i _ i _ i _ j _ i _ i 

Computing the characteristic values of the fourth power of the upper pos­

itive V-matrix, (V+(0))4, using Maple's command eigenvetls, one obtains 
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e/</em>a/.s(V'+(0))4: 

0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,16. 

I t is observed tha t since t he t race of (\"+(0))4) is 2 ' , the characterist ic val­

ues of (V+(()))4) are (24 ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0), giving the max imum 

characterist ic value of V+(0) as 2. Also the characterist ic values of t h e 

fourth power of t he negative ma t r ix (l'_(0))4 are computed using the same 

Maple command eigerwals, to give 

e igenvals (V_{->(0))"4); 

0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0. 

The t race of (V_(0))4 vanishes; hence the characterist ic value vanishes. For 

any upper V-mat r ix 14 +(0) and lower V-mat r ix 14'-,(0) of an arbi t rary size, 

t he re exists a positive integer r such t ha t , since the rank of (H'f (()))' and 

(W-(0))r are one, t h e characterist ic equations reduce to 

A 2 " - ( / r a « W±(0) r )A 2 r ~ ' = 0 . 

The t race of (VKf(0))r is 2 r; hence the characterist ic values of (M^ (()))' are 

2 r , . . . ,0, giving the m a x i m u m characterist ic value of VKf(0) as 2, and all t h e 

rest are 0. However, t he t race of (VK„(()))' is 0. Hence all t h e characteristic-

values vanish and so are t he characterist ic values of W/-(0). This proves 

t ha t for sufficiently high t e m p e r a t u r e , the max imum characterist ic value 

of A4 is nondegenera te . Hence, it has no long-range order. 

Note : The symbolic m e t h o d shown here gives a good idea of how a full 

proof can be constructed by induct ion. 
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3.10 3-D Perturbation Method of the Ising Model 

It is possible to regard the three-dimensional treatment of the Ising model 

of ferromagnetism as several pile of layers of the two-dimensional case. 

Since the matrix method of the two-dimensional Ising ferromagnet has 

been treated, there will be an obvious extension to the three-dimensional 

treatment. This has been pointed out by Oguchi [7], We begin by analyz­

ing the general three-dimensional matrix method. Following the notation 

of Montroll [24], consider a binary alloy AB whose crystal forms a simple 

cubic. Let the dimension of the crystal be L, M, N in units of the lattice 

distances. The crystal is thus made up of L layers of M x N atoms each. 

Each layer can be regarded as having 2MN dist * ict configurations. The 

sites in each of the layers can take each of the atoms A or B. Let the 

v((\j) be the total potential energy with respect to the coordinate a of in­

teraction between all neighboring cells of a configuration in the j t h layer, 

while v(<\j,(\j+x) is the total energy of interaction between the j t h layer in 

configuration o, with their nearest neighboring atoms in the j + 1th layer 

in (v,-+l. If the periodic boundary is considered by allowing the first layer 

to interact with layer L, the partition function takes the form 

-(('(rv]) + ... + v{nL) + v{a/x,c\2) 4- ... + v(cvL-X,aL) + v(aL,ati)) 
y- Y-Y^ 

[•Ml [•>/.! 
kBT 

Subs t i tu t ing r (o j , o ; ) ~ |-<'(n,-)4- v{e\i}(\j)-]-~v{e\j) in t h e equat ion immedia t ly 

above we get. 

•V{ati,ni+l) 
^ E - E I J > P kBT 

(3.43) 
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with t he per iodic condition a/,+1 == ax. Now set 

,Vf(a,o') = exp 

Define a symmetr ica l ma t r i x M wi th 2A / V x 2A/lV rows and columns labeled 

by a',a',..., in accordance with t h e 2A1N possible configurations n. The 

principal elements relevant to the theory are the characterist ic values A,. 

and the characterist ic vectors i/v (r — 1,3, ...,2A/ 'V). Now our interest is in 

solving t he characterist ic values problem 

M(V') = A0. (3.U) 

This enables one to answer all questions of thermodynamica l and statistical 

interest for t h e crystals, including t h e order-disorder phenomenon. A 

characterist ic vector i/v has 2MN components i/v(«), one for each possible 

configuration «. Assume tha t the Ar and 0 r(«) are known, then the mat r ix 

element can be wr i t ten as 

i / / / \ 2MN 

M(a,a') = vxpf^f^} = E A,</v(a)</v(a'), (3,15) 

provided the Vv is normalized to unity, 

2 > r ( « # . , H = <V.,. (3.46) 

« 

Substituting Eq. (3.45) into Eq. (3.43) and applying Eq. (3.46), it can be 

proved that 

Z-Y^r-
T = \ 

The evaluation of Z and consequently the investigation of the thermody­

namic quantities like entropy, energy, and specific heat are reduced to the 

r(o,a"j 

kBT 
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evaluation of t h e characterist ic value problem (3.44). Because t h e number 

of layers is very large for an actual crystal , we need only solve for Aniax, t he 

highest characterist ic value of t he ma t r i x equat ion, and the corresponding 

characterist ic vector. If Atnax is ^-fold degenera te , we get 

This equation also shows t h a t we can regard Amax as t he pa r t i t ion function 

per individual spin. 

3.11 Extension of Kramers and Wannier V-matrix 

This section deals basically with the extension of Kramers and Wannier's 

matrix construction. It will be appropriate here to give some details of 

the construction. To investigate the three-dimensional ferromagnet, one 

may be tempted to regard one layer as a constituent element and to pile 

up layers one by one. However, the matrices will be so large that , mathe­

matically, it will be impractical to handle them. A manageable approach 

is to add spins one by one. For the simple cubic lattice, it can be divided 

into many layers. Starting from a first arbitrary position, one adds a spin 

beyond the one just placed previously. This construction is continued un­

til a full line is arranged. The next line is then arranged in the same 

sequence until the whole arrangement is completed. Then moving to the 

first position in the next layer, the same process is repeated. Consider the 

mth layer, if the Ath spin is to be added next, then since the interactions 

are restricted to only nearest neighbors, only the (A-- l)th, the j t h placed 

immediately beside it in a preceding line, and the Oth spin placed just 
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under t he Mil spin in t he {m - l ) th layer interact wi th it as shown in Fig. 

3.5 below 

k ! 

i. y-

( > 

4 ~̂ 

{ H -

Nk-1 
^ - • r 

{ V 

X 

,o 

! V 
4 

t > < ) 

FIG. 3.5. Ferromagnetic arrangement of a simple cubic 
lattice 

Each spin has two orientat ions, a, = ± 1 . Thus the interact ion ener­

gies a re ^ | , 7 for parallel and antiparallel spins, respectively. T h e three 

interact ions s t a t ed above are 

-Kokok-i, -Kakaj, -Kaka[h 

where A' = J/2kBT. Let t he a r rangement ak-X, •••, (?j-i* •••, ̂ "o, have t he proba­

bility A(o-jt_t,...,fTJ_1 t70), and the probabil i ty A{ak,....nJ,...,nx) be the one 

in which ax occupies t h e place of a(), <T-> takes the place of <r,, e tc . By the 

Bo l t zmann theorem, t h e probabil i ty of any par t icular a r rangement of spins 

is p ropor t iona l to exp{—E/kBT), because every a r rangement has weight 1. 

Hence t he following relat ion is obtained: 

XA{ah,...,erJ,...,o-l) = Y cx\)[Kak((rk-\ + <si 4- (Jo)]A{ak , a} ],....a(i). (3.47) 
<T()-±1 

The A which enters into the above equation is the result of t he Bol tzmann 

exponent ia l be ing propor t iona l to probabili t ies. It becomes the eigenvalue 
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of t ha t equat ion. In a zero field t h e to ta l energy is given as 

E = -J/2 Y (Ti(Tk-

The sum is over all pairs of (?, j) which are neares t neighbors . The par t i t ion 

function has the following form: 
{L-l)k-l LA; Lk 

'/j ~ E «<p[A' E (flr«'7« 4- 1) 4- A' E(<ri+«'°"*+0 4- K YW^k+i)], 
a\%n2...<rNz=±\ i—k i—\ t'=l 

where N is the to ta l number of spins. As in t he two-dimensional case, left-

and r ight-handed eigenvectors have to be considered because t h e m a t r i x 

is not symmetr ica l . Call the loft-handed eigenvectors B(exk,...,o-j,...,ax). 

Obviously this satisfies t h e equat ion 

E«q,[^'flr*(°'fc~i +o-j + <r0)}fi(<Tk-i o-j_i,...,<70) = XB(ak,..., crJ5..., crx). (3.48) 

After normalizat ion, A,, and Bp satisfy t h e or thogonal condit ions 

Yttj>i°'k,-",Vj,-",o-x)Aq(ak,...,crv.,.,o-x) = 8pr (3.49) 

If the m a t r i x operat ion is r epea ted k t imes , one obtains from Eqs.(3.47) 

and (3.48), 

2fc -1 k k 

Y ral>Uv' E Vl<Tt+X+I\Y°'j+i(:rk+i + I<Ya'iCrk+i] = Ag((Tk,...7<7i) = XkAq(o-2k,--,0-k+l) 
<*l-<rk t=1 1=1 i=\ 

(3.50) 

and 
2k-l k k 

Y «'xp[A' Y "'i"'i+\ + I<Y(T3+i0'k+i+I<Yaicrb+^ = Bp[cTk, ...,0-A-r-i) = Xk Bp{ak, ...,0-i). 
"k+\-"-2k i~k t = l t'=l 

(3.51) 

From Eqs. (3.49), (3.50) and (3.51) one obta ins 
2k-1 k k 

exp[A ] T (T!fTl+1 -I- A Ya3+i°~k+i + K Y °~i°~k+i] = 
t=fc i = l i = l 

E AJ'-'V(°-2fc, -.., <rk+x)Bp{o~k,..., ffO. (3.52) 
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For t h e next layer, t he same formula can be wr i t t en as 

3A.-1 2k 2k 

exp[A' Y °''rr«'+i + K Y ^J+t^k+i + A Y Wk+i] -
t=2k i=k+\ i=k+l 

2" 

^Ap/l,,(fT.u-, ...,fT^.+i)/i,,((T.2A:,...,fri.+ 1 ) . (3.53) 

P=I 

Multiplying Eqs. (3.52) and (3.53) and summing over the spins of the 

middle layer a2k, ...,ak+x, one gets 
.U—2 2k 2k 

Y PXp[A' Y (T'Cri+l 4" K Y "j+^Jb+i 4- A' E fft«TJb+z] = 
fffc+i-^fc «'=A i = l t = l 

2* 

E ^p(<73fc, ...,02*+l)/*j.K, - ^ l ) . ( M l ) 
,.=1 

The boundary effects can be eliminated by setting erijk+t == o-j, which finally 

yields 
21: 2k 

Z ~ Y \> ~ Y K ~ n̂mx' 
p= 1 J J = 1 

The perturbation solution will be considered as in the two-dimensional 

case to the eigenvalue problem (3.47). If the configurations are separated 

into two classes according to the sign of crk = ±1, and the ak — +1 con­

figurations are grouped with order numbers 1,2, ...,2k~l, and the rrk -- 1 

configurations with order numbers 2k — 1,„.,2A"' 4- 1, then the matrix can 

be brought to its standard form by using the binary numbering system 

as suggested by Kramers and Wannier. For more details on the binary 

system see section 3.7. This form of the matrix is called the Oguchi 

extended complete V-matrix of Kramers and Wannier. Or simply, the 

three-dimensional complete V-matrix. It was discovered that the number 

of submatrices needed for the correct computation of the partition func-
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tion must be 1 if » is odd and 2 if r> is even. The three-dimensional m a t r i x 

M(K) is presented in the form shown below as 

M[K) = 

p 

Q 

Q 

s 

s 
R 

s 

s 
R 

P 

Q 

Q 

where t h e submatr ices P, Q, R, and ,S' have t he form 

c3 c 
c c 

c c 

, Q = 

( v 

C v 

C v 



<8 

R 

if V 

V3 V 

7/:1 I) 

, s = 

'/ «, 

'/ <. 

V <. 

where ( = exp(A') and ;/ = exp( — A). The order of the matrix A4(A') is 

2k. The P, Q, R, and S are submatrices of M(K). They all have the 

same dimensions of (2J — 1,2J). Despite the fact that M[K) is very com­

plicated, it is reducible with an orthogonal transformation similar to the 

two-dimensional case. Thus the two irreducible matrices obtained from 

A4(A') are V+ and V_. Each has an order of 2fc_1. They have the form 

Q Q 

V+(A') 
Q 

Q 
, V..(A') 

Q 

Q 

Q -Q 
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The eigenvalue valid for low t empera tu re s is obtained, first of all, by 

transforming V + (K) to U+(//2) as 

V + (K) = ^ U + ( ; / 2 ) = -—V+ift), 

where ft = i/2. Next expand V+(ft) in the form 

V+(ft) = Uo 4- /rtJi + ft2V2 4- ft*Ua. 

The matr ices Uo ,Ui , U2 and U3 are constant matr ices derived from V + ( K ) . 

They are used in the computa t ion of t he par t i t ion function series, and they 

have t he form given below as 

PI 
P2 

P\ 

P2 

//„ = , / ' i = 
PI 

Ql 
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P2 

U2 = 
P2 

Qi 
, lh 

Q2 Q\ 

Q\ 

Q2 

where 

1 0 0 1 

Q\ 

P\ = , P2 = , gi = 

i o o 

, Q2 --

0 

The U0 has a single nondegenerate eigenvalue of unity and a (2*' ' 

1)—fold degenerate value of zero. Hence the maximum eigenvalue and the 

maximum eigenvectors of U+ can be expanded into the power series in ft. 

So 

A = Aniax = A0 4- ftXx -H ft2X2 + ft:iX:i + ..., 

and 

0 = </w = 0o 4- ftilh + ft'Uh 4- ft:i>lh. 4 .... 

The eigenvalue equation at ft7' is 

v 
U0ipp 4- /AVV-i 4- lh^p-2 4- U;i'!>P~z = EV/V-'/> 
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where I/»J, i/>2, and </>;j are zero. The pe r tu rba t ion m e t h o d was given in detail 

when considering the two-dimensional case. Thus one only need emphasize 

tha t , for an infinite crystal , t he left- and r ight-handed eigenvalues of V + 

and V., coincide. 

The equivalent p rogram for the par t i t ion function of t h e three-dimensional 

cubic lat t ice has been developed. I t is a lmost equivalent to t h e two-

dimensional case, except in t he construction of t he constant mat r ices used 

in comput ing the series. There are four of these programs , whose names 

are dlilnpps, dJlppps, dSrppps, and dSmpps. The d'S tells us t h a t t h e compu­

ta t ion is in th ree dimensions. The number of a rguments is two. T h e first 

is the size of t he ma t r i x used in the computa t ion , and t h e second is t he 

number of t e r m s of t he series to be computed . The p rograms are given in 

Appendix A. Four examples for each of t h e functions we have crea ted are 

given below. The m a t r i x used has a dimension of 32,32, which corresponds 

to n = 5. The order of t he series computed is 20. 

ex2:=d3rnpps(5 ,20) ; 

cx2:^ l4-6,i~ftV36,0-36"-3612-7613+15ft14-8615-2361G-66174-85ft184-33ft19--196ft20 

ex3:=d3lnpps(5,20) ; 

tx'A:= l4-ft,!™6!i4-3ft"-3ft"-3612-7/;1'Vl5ft14-8615-23616-66174-856184-33619-196620 

ex4:=d31ppps(5,20); 

ex\:^ l+6"+6! '4-3/;104-36"-36 l24-76 l^l56 l44-86 l5-236 ie4-66 l74-856 l8-336 l9-l96ft20 

ex l :=d3rppps (7 ,38 ) ; 

, j . I := 1 + ft" + l ft1" _ bu + 24 ft14 - 7 ' ; " + 130 ft18 - 181 ft20 + 643 622 - 2079 624 + 
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3786 626 - 18366 ft28 4- 29180 ft30 - 147381 ft32 + 275306 ft34 - 1115822 63" f 2758242 ft:M 

I t can be observed tha t t he coefficients of the series in the above exam­

ples are t h e same except for sign. One can easily obtain the eigenvectors 

series by using the Maple command 7netp(evalin,cv). 

3.12 2-D Lattices with Many Components 

The model presented here will closely follow tha t of Kihara et al. [5], The 

model is very resourceful. I t gives the connection between gr \ph coloring 

and the series solution of t he Po t t s model . The formal connection will 

be shown when the overview of the Po t t s model is presented in the next 

section. Fur the rmore , this section links t h e computa t ion of the series 

coefficients to t h e number of ways of coloring a given graph with a certain 

number of colors. The model also generalizes some of the work of Kramers 

and Wannier . However, they do not provide any specified method for 

comput ing the coefficients of the series. This is a great handicap of the 

m e t h o d . The resul ts of this model shall be compared with those of the 

pe r tu rba t ion m e t h o d . 

Consider a lat t ice of N equal lat t ice sites, each with an internal coor­

dinate a which takes s values cx,e2,..es, corresponding to the .s different 

s ta tes which satisfy the relation 

f./Cr 

1 for / = m, 
(3.55) 

0 for / ^ m. 
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The interact ion energy takes t he form 

E--=~l-J £ (2<T t r7 f c - l ) . 
<i,k> 

Here ./ is the energy gained when a pair of unlike neighbors changes to a 

pair of like neighbors; J2<t,k> means the summat ion is carried over all pairs 

(?', j ) of nearest neighbors. The par t i t ion function of t he sys tem is 

2 = Y *MK E O 2 ^ - 1 ) ] ' (3-56) 
a, =ti..t, <i,k> 

where A' = J/2kBT, and Y1(T1=CX..V. is t he sum over all possible s ta tes of t h e 

sys tem, which is explicitly wr i t ten as 

E = Y - E • 
( T , = f i . , e 3 (T]=f | , . f 'S <r^;=ei . .e 5 

The Eq. (3.56) is a sum of t e r m s , each of which is a p roduc t of factors of 

the type exp[A'(2rr<r/ — 1)] where a, a' are t h e internal coordinates of direct 

neighbors. The factor exp[A'(2crfT'— 1)] can be replaced by o ther appropr i ­

ate expressions to yield t h e two values eh,e~K. Hence we in t roduce t h e 

following dual t ransformat ion: 

The <A\A|,(A') are de te rmined by 

v~K = /•;[A')[<A* - rK*l tK = Fs(A')[eA"* 4- (.s - l)e-**]. 

From which we obtain 

(,s - 1 )c ~2A't ~
2A" + e ~2K 4- f-2A" - 1 = 0 , (3.58) 

and 

['•-.cor = i - ^ 4 4 1 : 4 S - (3.59) 
.s c '*+ ("-!) 
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Now the partition function takes the form 

Z = [F.(K)]M Y I I [ r 3 *>(W-l )<-**] . (3.60) 

The product over r extends over all connecting rods in the lattice, and M 

is the total number of such connecting rods. For example, A/ • 2/V and 

M ~ '.IN for a square and simple cubic lattice respectively. In what follows 

the connection between the partition function and graph coloring will be 

derived. It should be noted that in developing the product of Eq. (3.00), 

we get the sum of e2h* and (sera'— l)e ~~h*. Each product can be characterized 

in the lattice by a polygon, not necessarily closed. Connecting rods not 

included in the polygon contribute a factor of rA* to the product, and 

those included in the polygon contribute a factor of e A*. Thus we get 

Z = [F.(K)]M Y Y E[('')(^<-lk(A/-2/)A'* 
ai=i i .-<<> polygon r = l 

= [F.(K)f Y 7(IV(A/-2')A'*, (».«!) 
polygon 

where I is the number of connecting rods included in the polygon 1'; 

rir=i(r) means the product is taken over all connecting rods of the polygon 

T; Ylpoiygon indicates the sum over all possible polygons denoted by 

7 ( n = E n w - ^ - i ) . OJ.62) 

In the product development (3.61), -/(I1) vanishes when the polygon is not 

closed. Let T consist of two polygons 1" and V" with only one common 

lattice site, then 

(i//)7(i>(i//)7(r',/(i/^)7n"'), 



PM-1 3V2"x4" PHOTOGRAPHIC MICROCOPY TARGET 
NBS 1010a ANSI/ISO #2 EQUIVALENT 

I.0 

I.I 

I.25 

!||2 8 

32 

36 

40 

I.4 

125 

||22 

120 

1.8 
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and for isolated rods wo have 

E E (-stTi(T'i *~ i ) = *s"x -s • •*>'' — o . 
IT] —( J ( , ( T . . - J 1 ( , 

Thus only closed polygons with bridges give nonzero contribution. Hence 

Z = [FM<)]" Y -/(n< ,(A/~2/)/v* 
i/osi d polygon 

(3.63) 

For a lattice on a simply connected surface, every closed polygon divides 

the surface into several regions. Thus each term in the product, can be 

characterized by an arrangement of s states, r, = cx,e->....(\ in the dual 

net. All the lattice sites in a region are in the same state and two sites in 

neighboring regions are in different states, as shown in Fig. 3.(5. 

e 1 

e 2 

e3 

FIG. 3.6. Characterization of the product terms 
by arrangement of s states 

Let (j'" <''y(; T) be one such arrangement corresponding to the polygon 

T. Writing 

c(A/~2/)A'* = exp 

it is easily proved by induction that 

M 
« / o , . 0..H' 

YK'&W-i 

v i, -,(r) = *% lp(i) 
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The p(l') is the number of different ways to paint , by s different colors 

(s ta tes) , a map that has boundary lines corresponding to t he polygon T. 

A general form of t h e derivation of the t e m p e r a t u r e s y m m e t r y given by 

Kramers and Wannier is given below. Star t ing from Eq. (3.63), one gets 

z -- [/<:,(K)f Y *'v-V(i>xP[E^(^«'-i)] 
/•lost d polygon r 

= [KU<r^1 Y <>XPEA'*(2;«'-1)] 

= [Fr,{Kj\M*h'~xZ\ (3.64) 

wnere Z*{T) is the par t i t ion function for the dual net , and T* t h e dual 

t e m p e r a t u r e , given by K* = J/2kBT*. The equat ion 

Z Z*_ 
~P*/2[(.2K + (iS _ l),-JA-]A//2 "• iS.V/2[,2/v* + (<s _ 1 )f,-2A'*]M/2 

is obtained by subst i tu t ing Eq. (3.59) in Eq. (3.64), where N* is t he to ta l 

number of latt ice sites of the dual net , and N + N* = M+2. Euler ' s t heo rem 

has been applied. 

For a square lat t ice, one can deduce the following relation: 

Z* = Z, N* = N M = 2JV, 

from which we get t he relation 

Z Z* 
(3.65) 

[e2K + (.s - 1)( -2K]N [r2A'» + ( . , _ ! )t,-2/V*]iV ' 

This indeed is the generalized form of Kramers -Wannie r ' s relat ion of t he 

t e m p e r a t u r e s y m m e t r y for t he square net . Set t ing 

Z\/N 



we get 

\(/v) = u/n. 13.66) 

The energy of t h e sys tem is given as 

, 2A 
E{K) = -NJ 

and the specific heat is given as 

C(K) = NkK2 

( . s - l ) ( -2 K 1 d 
2l\ _j_ (,s _ l ) e ~*A 'J ( / n 

(3.67) 

16(*-1) , «/2 , . . . . 
r 'A- i f n -~7rp + 77=2 ln V ( / v ) .!/ 4- (* — l)f " n j " r/A 

(3.68) 

It is clear from Eq. (3.66) t h a t if \ ( A") has a singular point, a t a t e m p e r a t u r e 

T0, t hen it must also have a singular point a t /[* dual to /'„. Hence if 

t he re exists only one singular point of \ ( A ) , it must occur at /', for which 

K* = A'. I t follows from Eq. (3.58) tha t t he t rans i t ion t e m p e r a t u r e (Curie 

t e m p e r a t u r e ) is given by 

-IK, ( . s - l ) e ~ m ' +2e -2/v, 1 = 0 , 

from which we get 

aA' = I + v ^ , 

(3.6!)) 

(3.70) 

where Kc — J/2kBTc. From Eq. (3.58) t he following relation holds at the 

Curie t e m p e r a t u r e 

dK 

elK 
1, 

''d2K*' 

Hence from Eq. (3.66) 

A=A\ 

*L\ 

l 

W'IK-K. VS" 

+ 
d\ 

v ' A r + 0 x ' A < - i i 

- 0 , (3.71) 

and 

elK2 
^ 

dX 

dK 
A'r + Cj 

'dX 

dK K. 

(3.72) 
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We can use Eq. (3,67) and Eq. (3.71) to compute t h e a r i thmet ic mean , 

FAX \ 0) and E(K - 0 ) , as 

E{K) = -N^=. 

When the energy is continuous at t he Curie t e m p e r a t u r e , E{K) becomes 

the total energy of the sys tem. It follows from Eq. (3.67), Eq. (3.68) and 

Eq. (3.72) t ha t if the energy is continuous at the Curie t e m p e r a t u r e , the 

specific hea t is e i ther continuous or infinite. 

Now consider the par t i t ion function for t he square lat t ice. The par t i t ion 

function (3.56) can be expressed in the form 

Here //, is the number of s ta tes of t he sys tem at the energy level £,. The 

Ylt
 ls taken over all energy levels. At low t e m p e r a t u r e s , corresponding 

low-energy t e r m s predomina te . At t he lowest energy level, all t he lat t ice 

sites are in a s ta te such t h a t E0 = NJ and g0 = s. At the first excited 

level, a single site is in another s ta te so Ex = NJ + AJ and gx = N(s — 

\)s. We may proceed in this way to find a power series expansion valid 

for low t empe ra tu r e s . However, we must no te t ha t t h e computa t ion of 

the r/j at energy level E% is difficult. We have not been able to derive 

any mathemat ica l formula to compute this . The low- tempera tu re series 

expansion has the form 

Z = .r'v[.s + ,V(.s - l).s.r4 + 2N{N - l)_s.r(i 4-...], 

with .s == cJ/kn'l The Ath root can be taken to obtain 

[Z]l/N = *-xP(x), 



Si) 

where 

P(x) = 1 + ( . s - l).r' + 2( . s - l),rli + ... ^ 1 H * " n V i i , . r , . (3.73) 
i i 

The coefficients «, for 4 < i S 16 are given in the symbolic computation. By 

virtue of the symmetry relation (3.65), the high temperature expansion 

can be deduced from the low-temperature expansion: 

z = (T-HKI + I .S- IJ^J ' ' 1 ' 0 , 

wheie u = ^ j ' ^ , and P(u) is the same as in Eq. (3.73). The energy per 

site can be computed from these two expansions as 

E/X^kBT2±\\nZxlN\, 

and the specific heat per site as 

(\,/X = \/N~. 

Here again we developed the function that computes the series expansion 

of the work presented in this section. Two functions have been developed. 

They compute the series expansion for the partition function, energy, and 

the specific heat for the many-component states. The names of the pro­

grams are d2mcltpf and d2mchtpf. They are taken from two-dimensional 

many components low (high)-temperature partition function. The func­

tion takcd one argument. However, there are two additional optional argu­

ments. The first argument is the order of the series to be computed. The 

second argument is the number of components or the number of states. 

The last argument is the variable which one wants to use in the series 

computation. An example of high temperature series expansion is given 

below in Maple's format: 
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pf :*d2mchtpf (8 ,2 , t ) ; 

M/ := 1 + 77—77? + ,, , ,jr + ,, , J t8 1 1 

( 1 + / ) ' (14-/)" ( 1 + 0 V 1 + / < 

Maple can be used to simplify the above par t i t ion function to get 

>pf= simplify(pf); 

• !) *»'-••*!<»'*+ »">'* ~2U>r + 1 7 2 / ° - 4 0 / 7 + 172f2 + 9 / 8 

pj _ . 2 T l + / ) 7 / 

The following examples are given for the low- tempera tu re series expan­

sion. T h e successive optioned a rguments are used for a four-component 

s ta te . W h e n no component s ta te is specified, it is assumed to be a two-

component s ta te . 

pf l :=d2mcl tpf(8) ; 

/_ 1 /_.(> i _ 8 L . - 1 

/ J /1 := 1 + ( *«' +2< KBT -f5f *B* f fcBr 

>spfl= d2mcl tpf (8 ,4) ; 

j . 1 /_•• / 7 J 8 / _ - ! 
•./>/! = 1 + 3 * *»' + 6 f *«' + 1 2 f" lfl' + 3 ( *n7 c kBr 

> t p f l = d2mcl tpf (8 ,4 ,x) ; 

, , l + 3 j , - r ( ) J - H + 1 2 . r 7 + 3 j 8 

tpj 1 = . 
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3.13 Comparison of the Results 

In this section the results are validated by comparing them with those of 

others who have done the same computation or similar computations in 

this area. This enables us to see how our symbolic computation results 

agree with theirs. 

Table 3.1 shows some of my results for the two-dimensional Ising model 

computed for the 5-screw and the 9-screw case for a series of order 20. com­

pared with Domb computation for n — 5. The first row of the 2-d table in 

Table 3.1, gives the order of the series whose coefficients are compared. 

The next two rows give the coefficients of our symbolic computation for 

n = 5 (S Co(5)) and n — 9 (S Co(5)). The fourth row shows the coeffi­

cients of Domb's computation for n = 5. Domb's method is very similar 

to the method used in my symbolic computation. Hence it is seen that 

the coefficients are the same, attesting to the correctness of the symbolic 

method. 

Var 

S Co(5) 

S Co(9) 

D Co(5) 

x° 

1 

1 

1 

.r4 

1 

1 

1 

x* 

3 

2 

3 

xh 

15 

5 

15 

,.10 

48 

15 

48 

xu 

70 

80 

70 

xhi 

-253 

598 

-253 

xlh 

-3118 

3436 

J.IK 

-18680 

13141 

-

-755 

289 

Table 3.1. Comparison of the coefficients for 2-d Ising model 

Also the symbolic computation can compute much more than what 

Domb computed. In fact the symbolic computation is not limited to the 

order of the series which one needs to compute. The eigenvector series 
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are also computed along-side of t he par t i t ion function series, bu t Domb 

did not show the computa t ion of t he eigenvector series. I t is impor tan t to 

note t ha t as ;/ increases t h e symbolic computa t ion coefficients tend to t h e 

exact value or a l imiting value. 

Var 

K & M & Co 

x" 

1 

x4 

1 2 

xH 

5 

xu> 

14 

.r12 

44 

xu 

152 

xlG 

518 

Table 3.2. (^efficients of 2-d Ising model by Kihara, Midzuno arid Shizume 

Table 3.2 shows the coefficients of Kihara , Midzuno and Shizume. The i r 

m e t h o d considers t he s ta te of t he lat t ice sites at t h e lowest energy level, 

then the first excited energy level in which a single site is in ano ther s ta te , 

etc. Continuing in this m a n n e r the coefficients of t he par t i t ion function are 

computed . This computa t ion tends to be closer to t he l imit ing value t h a n 

the ma t r i x approach used in the symbolic computa t ion . However, one 

cannot control the lat t ice size when using the m e t h o d of Kihara , Midzuno 

and Shizume. Also t he magnet iza t ion cannot be analyzed by thei r m e t h o d 

because it does not contain an external magnet ic field. Also the i r m e t h o d 

is l imited to the order of t h e series due to t he complexi ty of the computa­

t ion. If one has large compute r resources t hen t h e symbolic computa t ion 

is the best m e t h o d . The reason is t h a t , apar t from t h e par t i t ion func­

tion, one can also use the eigenvector series to analyze t h e magnet iza t ion , 

propagat ion of order , and long-range order in crystals . However, if one is 

in terested only in the l imit ing value of t he par t i t ion function wi thout an 

external magnet ic field, then the Kihara , Midzuno and Shizume m e t h o d 

seems bes t . For n - 9 my result agrees with t h e Kihara , Midzuno and 
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Shizume coefficients to t he 8th order of the series. 

Table 3.3 shows the symbolic computa t ion coefficients of t he par t i t ion 

function of t he three-dimensional Ising model for t he 7-screw and the 9-

screw case for a series of order 22, compared with t he coefficients of the 

computa t ions of Wakefield and Oguchi. 

Var 

x° 

xG 

rm 

x12 

X 1 4 

a,-16 

. r 1 8 

x20 

X22 

S Co(7) 

1 

1 

3 

-2 

21 

-9 

139 

-148 

21 

S Co(9) 

1 

1 

3 

-3 

15 

-27 

94 

-216 

685 

W Co 

1 

1 

3 

-3 

15 

-30 

101 

-261 

807 

O Co 

1 

1 

3 

-3 

15 

-30 

101 

-

-

Table 3.3.Comparison of the coefficients for 2-d Ising model 

The first column of t he tab le above gives t he order of t he series whose 

coefficients are compared . The next two columns give t he coefficients 

of our symbolic computa t ion for /? = 7 (S Co(7)) and ti = 9 (S Co(9)) . 

The fourth column shows the coefficients of Wakefield [25] (WCo), whose 

m e t h o d is similar to t h a t used by Kihara , Midzuno and Shizume. The 

last column shows t h e coefficients of Oguchi (O Co) . His m e t h o d may 

be similar to Wakefield's. Any missing t e r m s in column 1 means the 

coefficients are zero. As n increases t h e symbolic computa t ion coefficients 
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tend to the limiting value. The symbolic computation can compute as 

many terms as needed, but all the other methods are limited due to the 

complexity of the computation. As the number of terms increases the 

computation becomes so tedious that symbolic computation becomes the 

only adequate method. The missing coefficients in the last column means 

that they were computed 

FIG. 3.7. A plot of energy vs. temperature 

only to the indicated order. When one wants to consider finite lattices, 

then the symbolic computation is the best method, since any lattice size 

can be considered and analyzed. Also if one wants to analyze magnetiza­

tion and propagation of order in a crystal as well as long-range order in 

crystals, the symbolic computation is the best method. From Table 3.3 

it is clear that for n = 7 the symbolic computation agrees with the work 

of Wakefield and Oguchi to the 10th order of the series. For /. = 9 the 
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symbolic computa t ion agrees with the work of Wakefield and Oguchi to 

t h e 14th order of t h e series. Thus as /; increases the symbolic computa­

t ion coefficients become closer to the coefficients of Wakefield and Oguchi. 

Hence , if one needs only t h e limiting value of the par t i t ion function, the 

m e t h o d of Wakefield and Oguchi seems closer La the limiting value. 

This section ends with two plots for the 3-screw cast1. The plot of 

energy against t e m p e r a t u r e for the 3-screw case is shown in Fig. 3.7, the 

plot shown in Fig. 3.8. is t he energy against inverse1 t e m p e r a t u r e for 

t he 3-screw. The shape is comparable to what is given by Kramers and 

Wannier [6] in Fig. 7. 

FIG. 3.8. A plot of energy vs. inverse temperature 

3.14 The Potts Model 

The original problem that Domb proposed was to regard the Ising model 

as a system of interacting spins that can be either parallel or antiparallel. 
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Then an appropr ia te generalization would be to consider a sys tem of spins 

confined in a plane, with each spin point ing to one of the q equally spaced 

directions specified by the angles 

(-)„ = 2IITI/</, u = 0, !,...,</ - 1. (3.74) 

Generally, t he form of the nearest-neighbor interact ion depends only on 

the relative angle between the two vectors . This is commonly known as a 

sys tem of Z{i\) s y m m e t r y whose Hamil tonian is given below by 

« = - E A<*ij)> (3-75) 

where the function ./((-)) is 2w periodic and B^ = 0K | — &Uj, t h e angle 

between the two spins at neighboring sites / and j . The Z(q) model plays 

an impor t an t role in t he lat t ice gauge theories and has a t t r ac t ed growing 

interest . T h e model suggested by Domb [3] (Po t t s [26]) is to choose 

./((-)„) = -6,0,8(0,-;). (3.76) 

Using analysis of t he K r a m e r s and Wannier [6] t ype , P o t t s was able to 

de te rmine the critical point of this model on t h e square lat t ice for q = 2,3,4. 

Al though unable to ex tend this finding to q > 4, P o t t s [27, 28] r epor t ed , as 

a r emark at t he end of his paper , t he critical point for all q of the following 

model : 

J(6lJ) = -e26Kr(ni,nJ). (3.77) 

It is a (/-component model t h a t has a t t r ac t ed t h e mos t a t t en t ion . 

Following the suggestion of Domb [29-31], t he mode l given by Eq. (3.76) 

will be named the planar Po t t s model , and t h e mode l given by t h e 
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Eq. (3.77) is called the standard Potts model, or simply the Potts model. 

Other names for these models have also appeared in the literature1. The 

planar Potts model has been referred to as the vector Potts modi1! and 

also as the clock model in recent literature; the standard Potts model has 

often been called the Ashkin-Teller-Potts model, for historical reasons. 

It appears that Domb's suggestion is simplest, and should be adopted in 

conjunction with using the name of the Ashkin-Teller [32] model for the 

four-component model with (and without) symmetry breakings. 

t 

q = : 
q=3 q*4 

FIG. 3.9. The vectors pointing in the q -symmetric direction of a 

hypertetrahedron in q-1 dimensions 

The (standard) Potts model is ferromagnetic if f2 s 0 and anther», 

magnetic if e2 < 0. The interaction shown in Eq (3.77) can be alternately 

formulated to reriect its full symmetry in a (/ - l-dimensional space. This 
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is achieved by writ ing, in Eq. (3.77), 

*A, («. . ' ) = "[1 + (7 ~ l ) f r t < 1 , (3-78) 
<1 

where f'.cr — 0. l....,<y—1 are unit vectors point ing in t he (/-symmetric direc­

tions of a hyper te t rahedron in q — 1 dimensions, and (5AV is t h e Kronecker 

del ta function. The three figures shown in Fig. 3.9 are examples of these 

vectors for q ~ 2, </ = 3, and q = 1, respectively. The Hami l ton ian in t he 

form of (3.77) and (3.78) has proved convenient to use in t h e continuous-

spin formulation of the Po t t s model . The planar and s t anda rd models are 

identical for q — 2 (Ising) and q = 3 with e2 = 2ex and e2 = 3^ /2 , respectively. 

Also, the four-state planar model is reducible to t h e q — 2 models (Bet t s , 

[33, 34]) and this equivalence is valid for a rb i t ra ry lat t ices (Kasteleyn, [35, 

36]). No apparen t relations exist between the p lanar and s t anda rd models 

for (/ -1. 

In addi t ion to the two-site interact ions, t he re can be mul t i s i te interac­

t ions as well as external fields. For a Po t t s model on a la t t ice G of N si tes, 

the Hamil tonian ri generally takes t he form 

- m - i.YtShAAA)) + i<Ydi<A^^) + K-iY^<r(^s
J^k) + , 

where A — \/kBI\ and rr, — 0,1,....(/— 1 specifies t he spin s ta tes a t the ?th 

site and 

bhAhn-'bk) ~ I if (T, = ... = <Tk 

~ 0, at he rui'tse. 

Here A - ftt2, Kn n j 3 is t h e s t reng th of the /,-site in teract ions , and L is 
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an external field applied to the spin state 0, The partition function is 

Z(!{q.LJ<.Kn) = Y (~"H- (3.79) 

The physical properties of the system are derived in the usual way by tak­

ing the thermodynamic limit. Relevant thermodynamic quantities include 

the per site "free energy" 

/(</, L, A, A'„) - lim — In Zf;(</, L A', An), (3.80) 

the per site energy 

£((/,/,, A\A'„) = - ^ - / ( ( / , L , A,A,J, (3.81) 
(til 

and the per site "magnetization," 

M(<1, /,, A, A'n) - - 4 - / ( 7 - U K, Kn). (3.82) 

The order parameter rn, which takes the values 0 and 1 for completely 

disordered and ordered systems, respectively, is defined to be 

m(q, A, A, A'„) - ((/A/ - 1)/((/ - 1). (3.83) 

A ferromagnetic transition is then accompanied with the onset of a spon­

taneous ordering 

;,,„ = ,,/((/,()+, A, A,J. (3.81) 

As shown in chapter 2, the critical exponents o.o'. tf, 7,7'... can be defined 

in the usual fashion from a singular behavior of these thermodynamic 

quantities near the critical temperature T,. The two-point correlation 

function V,ulJrx,r2) of the zero-field Potts model is 

IVJr , , r 2 ) = P„,Jrurt) - tf2. VIM) 
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where /'„,„ is t he probabili ty tha t t he sites at rx and r2 are b o t h in t h e 

same spin s ta te (*. Clearly, r„,„ takes t he respective values 0 and (q — l)/</2 

for completely disordered and completely ordered sys tems. This t h e n 

suggests the following relation between the large distance correlat ion and 

the spontaneous ordering: 

lim r«,«(ri,r2) = ((/ - l)(rn0/</)2. 
\r\ ~r2|"-»'X, 

Indeed, t he relation above, which first appeared as a footnote in P o t t s 

and Ward [37], for </ = 2, can be established by a decomposi t ion of t he 

correlation function into those of t h e e x t r e m u m sta tes (Kunz and Wu , 

[38]). It has also been established rigorously t h a t iQiCV decays exponent ia l ly 

above the critical t e m p e r a t u r e Tr. The decay of ra^n for T < Tc is not known 

except for q ~ 2. Fur the rmore , surface tension for t he generalized P o t t s 

model has been discussed by Fontaine and G r u b e r [39]. I t can be shown 

tha t , in two dimensions, t he surface tension is re la ted to the two-point 

correlation function of the dual model . The wide application of t he P o t t s 

model is its close relation to t he problem of graph colorings, so it is useful 

to int roduce here the needed definitions. Let Pa{q) be t h e n u m b e r of ways 

that, t he vertices of a graph G can be colored in q which is known as t h e 

chromatic function for the graph G. Consider next an ant i ferromagnet ic 

Pot t s model on G with pure two-site interact ions K < 0. Consider fur ther 

the ze ro- tempera tu re limit of A" —*• —oo. I t is clear t h a t in th is l imit t h e 

par t i t ion function (3.79) reduces to 

Z(;{q, K -* -oo) = PG{q). (3.86) 

This simple connection between the P o t t s par t i t ion function and t h e chro-
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mat ic function is valid for G in any dimension. In addition, a graphical 

in terpreta t ion of </ = —1 has been given by Stanley [40, 41]. For a lattice 

G of N sites, t he free energy Eq. (3.80) in the zero- tempera ture limit of 

K —* —oo becomes the ground s ta te entropy 

\Ya= lim 1 In/',;(,/). (3.87) 
.V—• x i\ 

The existence of th is limit has been discussed by Biggs [42] using the 

technique of graph coloring. In part icular he showed that, the chromatic 

limit exists. However, there are three exact results on U'<,((/) for </ _• 3. 

These are the values for the q — 3 square lat t ice, q ~ 1 t r iangular latt ice: 

IV„(3) = (4/3)"* 

WKagonAV = [ W r . H ) ] * 

We have designed the Maple program tha t computes these physical 

quanti t ies . I t is known from the above tha t these quantit ies are basically 

t he ground s ta te entropy, so t he name of t he program is grsien. It has 

two arguments and a th i rd optional a rgument . The limit of the square 

latt ice with (/ = 3 (i.e. coloring with three colors or equivalently each spin 

point ing to one of the th ree equally spaced directions) is constant . Only (/ 

and square (sej) need to be specified. However, for t he t r iangular (Iri) and 

the Kagome lat t ice, one needs to specify ;/, the number of t e rms of the 

series. The advantage of the program is t h a t any desired precision can be 
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set. T h e program is given in t h e Appendix A. Examples are given below. 

In Example 1, we compute t he Po t t s ground s ta te ent ropy for a square 

lat t ice for </ = 3. 

Example 1 

g r s t e n ( 3 , s q ) ; 

j4/..s(/(3) = ^ViVa 

In Example 2, we compute t he Po t t s ground s ta te entopy for a t r iangular 

lat t ice, for (/ = 3. To get a higher precision t he digit is set to 200. The 

value is obtained by using the evalf function in Maple to obtain t h e floating 

point value. 

Example 2 

>evalf(grsten(4,200,tri));; 

WJri{\) = 1.4601877225626119272 

In Example 3, we compute t h e Po t t s ground s ta te ent ropy for q = 3 on a 

Kagame lat t ice. The digit is set to 100 and t h e value is evaluated auto­

matically by using Maple 's evalf function. 

Example 3 

> evalf(grsten(3,100,kagome)); 

\\\.kagomc{3) = 1.1342862673811495332 

The programs for these constants are given in t he Append ix A. 



Chapter 4 

DESCRIPTION OF THE 

SIMULATION CODE 

4.1 Introduction 

The Ising model is considered to be made up of part of a system which 

is large enough for statistical concepts to be useful. Thus we expect the 

forces which make the connections to be sufficiently weak. To do this 

construction within the context of discrete energy levels, consider a large 

number N of identical Ising models of M rows and J\f columns. Connect 

them together by infinitely weak forces that enable the model to exchange 

energy but do not contribute to the total energy of the system. Our 

interest is in one of the Ising models, while the others serve to define 

the temperature. We know that a collection of such systems is called an 

ensemble. Let the total energy of the system be AY, but the energies 

of each of the Ising model that make it up are unknown. Then all such 

103 
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distr ibutions of the total energy are equally probable . An ensemble with 

this probabil i ty function is called a microcanonical ensemble. Suppose on 

is the set of variables tha t specify t he nth Ising model and let £ncrn be 

the energy corresponding to <rn. If the total energy ET is known, then the 

probabil i ty tha t the X Ising models have the configurations specified by 

(*x an is 

/V.. ••*..&)= | f ) - (4.D 

Here 
N 

£-r = E ^ 0 " ) ' 
n-\ 

where ohl> is the Kronecker 's delta, which is 1 if j = j ' and 0 otherwise, and 

il( Er ) = E - E ^ V 

where Y,„n is the summat ion over all configurations ern, of the n th Ising 

model . Since we are interested in a par t icular Ising model , we need to 

find the probabil i ty P(ax; ET) t h a t one Ising model is in some par t icular 

s ta te <rx while the rest may be in any s ta te subject to t h e fact t h a t t h e 

energy Er is constant . This probabil i ty is easily computed from Eq. (4.1) 

as [43] 

{ ' / } tl(ET) * { ' 

If we take the limit as Ar —»• co, it will correspond to a physical s i tuat ion of 

having one small Ising model a t tached to an external sys tem or hea t ba th . 

A collection of Ising models with a probabil i ty de te rmined by Eq. (4.2) in 

the limit as A' —»• oo is called a canonical ensemble. 
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4.2 Temperature Measurement and 

Microcanonical Simulation 

Our numerical simulation procedure, described in section 4.3, should gen­

erate configurations of the spin system (denoted by <' ) and of the demon 

system (denoted by c) with equal probability and with constant total en­

ergy ET. The average over passes of any observable 0(C\r) should approach 

the following ensemble average: 

i~)(bT)- _ — — • (1.3) 
Lc,c°E.[C)+4Ka{c),Fr 

Assume g{FJd) and G(ES) to be the number of states of the demons and the 

spin system at energy Ed and Es, respectively. Then 

Y^v,(n+4Ed(c)j-jT = E ('(E«)n(I''>i)t>ii, + iE.„h:,- (1-1) 

In the absence of demons, the microcanonical average may be defined by 

The exact known solution for the Ising model gives an analytic expression 

for canonical averages [44-46]: 

<0>"=
 E ^ ; ( A ) ( - ^ - {U)) 

Therefore, one has to relate the measured averages of Eq. (4.3) to the 

predicted averaged of Eq. (4.6). The average of Eq. (4.5) is an interme­

diate step. With these observations, I derive a general expression that 

relates the expectation value of the demon energy in an n-dimensional 
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model . This enables one, in microcanonical simulation t h a t uses demons , 

to measure t he t e m p e r a t u r e or t he inverse t e m p e r a t u r e . 

In t h e microcanonical approach the to ta l energy of t he sys tem (spin 

plus demon) is held fixed, while t he t e m p e r a t u r e of t he system is a derived 

quantity. We measured t h e t e m p e r a t u r e by measur ing the average energy 

of the demons . From the point of view of each demon the rest of t h e 

sys tem is a large heat ba th , and the possible s ta tes of t h e demon will 

therefore be d is t r ibuted canonically according to the t e m p e r a t u r e T — l/ft 

of the ba th . 

One of my contr ibut ions is the following theorem which gives a general 

expression for t he de te rmina t ion of the t e m p e r a t u r e for simulations t h a t 

uses the demons approach. 

Theorem 1 Let 7, — c~4/i, then the average demon energy is given by the expression 

rc + 1 , 1 , . „ , 

< U >=«- Y^Z^ + T^z' (4J) 

for any n nonziro possible changes in the energy states of the system or the possible 

values of the demons. This equation can also be used in microcanonical simulation to 

obtain the inverse temperature ft by numerical inversion. 

Proof of Theorem. For an u-dimensional model each spin has 2?? neares t 

neighbors. If an Ising spin is flipped in a zero magnet ic field, t h e min imun 

nonzero decrease in energy is 4.7. Thus t he possible changes in t h e energy 

of the system upon flipping a spin are 0, ±4 ± 8 , . . . , ± 4 T J . Each demon 

is allowed n + 1 energy s ta tes with values 0, 4 8, ...,4n. Removing the 

factor 4, t h e allowed energy s ta tes of t h e demons becomes Ed = 0, 1 2, ...,n. 

The demons become thermal ized after a number of passes th rough t h e 



la t t ice. On a large sys tem the values of t he kinetic variable should become 

exponential ly d is t r ibuted with t h e Bol tzmann weights corresponding to 

t h e t e m p e r a t u r e T — l/ft of t he system. Hence the probabil i ty for the 

demon to have energy E(( is given by 

P(Ed) = ~vM-Edft), (1.8) 
/j 

where Z is the normalizat ion constant such t h a t the sum over all s ta tes of 

t h e demon is 1. 

Thus the expecta t ion value of Ed or the average demon energy which 

gives a means of measur ing the t e m p e r a t u r e is given as 

4 < & > = £ ' : ° % , (4.9) 

where Ed represents t he demons or the m o m e n t u m variable conjugate to 

t h e spins. Using the t ransformat ion Z — e~'u\ wri te Eq. (4.9) as 

Z + 2Z2 + ... + nZn , . 1fl. 
< Ed >= — — r ^ . (4.10) 

1 + Z + 7J1 + ... + Zn 

Mult ip ly t he numera to r and denomina tor of Eq. (4.10) by 1 - Z and write1 

t h e numera to r as (1 - Z)[n + nZ + ... + nZn -n-(n-\)Z- ... - Zn ' ] . Thus 

one can simplify t he denomina tor to obtain 

[n(l - Z)(l +Z + Z2 + ... + Zn)\ - [(1 - Z)(n + (n - \)Z + ... 4- Zn ')] 
<E<i>= ' ! _"z'n+i ""—~ 

(UI) 

B y w r i t i n g ( l - Z ) ( n + ( n - l ) Z + . . . + Z " - ' ) a s 1 -Zn + l-Zn~1 + ... +• 1 ~ Zl\ 1 Z, 

Eq. (4.11) takes t he form 

s r ^ n(\-Z*+l)-(n+\) + (\-Z«»)/(\- Z) 
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Simplifying Eq. (4.12) one obtains the required equation (4.7). 

" + 1 , 1 
1 - Zn+1 \-Z 

We derived the following corollary that gives a simpler formula for com­

puting the inverse temperature, it the number of possible states of the 

demons is large. 

Corollary 1 Let n be the number of the possible states of the demons. Let \Z\ < I, 

then the expression for the average- dcmo7i energy, which is given by 

<Ed>Kj-^-U (4-13) 

e-an be used in the 7nicrocanonical simulation that uses the de7non approach to co7npute 

(he i7iverse temperature ft — \/T nmncrically. 

Proof of Corollary. 

Assume ft > 0, then considering the last expression of Eq. (4.7), \Z\ is 

less than 1. Thus Z < 1 so \Zn+1\ tends to zero if n is large. Hence 

1 _ £n+i ~ ("+*)• 

Substituting this approximation in Eq. (4.7) we get 

1 

< £rf>*y-Tz-1 , 

which is the required result. 

The results of computing the temperature (T) at various iteration 

points, for 8 possible states of the demon energy (Ed) (i.e., n = 7) are 

shown in Table 4.1. The first column gives the two demon energy expres­

sions (Ed), the second column is the temperature (T) computation using 
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(Ed) expressions. The third column is the absolute value of the difference 

in temperature obtained from using the two demon energy expressions to 

compute the temperature. The fourth column is the number of iterations, 

(i) used in determining the temperature. The various iteration points .are 

chosen arbitrarily. 

Ed 

\-z * 
•n n + 1 

1 1 
1-Z l 

71 n + 1 

l^z ~ * 

n "+' 
11 l-Zn+l 

T^z ~ * 

r? n + 1 

' ' 1-Z"+! 

t i r - ' 
7} n + 1 

" i - Z n + 1 

+ 

+ 

+ 

+ 

+ 

1 
1-Z 

1 
1-Z 

1 
1-Z 

1 
1-Z 

1 
1-Z 

T 

1.81697 

1.81698 

1.82529 

1.82528 

1.82459 

1.82457 

1.82109 

1.82108 

1.80497 

1.80497 

|A7'| 

0.00001 

0.00001 

0 .00002 

0.C0001 

0 

i 

20 

20 

60 

60 

100 

100 

140 

140 

400 

400 

T 

1.82885 

1.82884 

1.81833 

1.81835 

1.81425 

1.81426 

1.81971 

1.81969 

1.81425 

1.81426 

|A7'| 

0.00001 

000002 

0 .00001 

0.00002 

0.00001 

i 

40 

40 

80 

80 

120 

120 

200 

200 

1000 

1000 

Table 4.1. Simulation results comparing the two energy expressions, x
x,^ 1 

U7id7i- T_ffi+1 + 7 7 g . 

The important observation about expression (4.13) is that it reveals 

that the inverse temperature is independent of the number of possible 

states 7i. This is true in the three-state Potts model we are considering. By 

using each of the two Eqs. (4.13) and (4.7) separately in our temperature 
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measurement routine, almost equivalent results were obtained in each case 

as shown in Table 4.1. 

For our model under consideration, since there are eight possible states 

for our demons, the average demon energy takes the form 

Using our theorem for /; = 8 we obtain 

< Ed >= 7 - =r + 
\-Z» ' \-Z' 

The above expression gives ft as a function of the average demon energy. 

By measuring the average demon energy, Z can be estimated numerically, 

and hence the inverse temperature ft can be evaluated. Strictly speaking 

the average of the demon energy is taken both over all demons and over 

time. In practice, however, we have computed ft(t) at t ime t by averaging 

over all of the demons, and then computed the equilibrium temperature by 

averaging ft(t) over time. Since we work on a large lattice the discrepancy 

between the two procedures is sufficiently small, even near the critical 

point. In view of the importance of the temperature measurement we have 

developed a program that computes the inversion to obtain ft. All that is 

needed is to input the number of the states of the demons. The program is 

constructed with the help of the computer algebra system Mathematica. 

(•This is a temperature measurement for tbe Potts Model*) 

FottsTemp[n_Integer?Positive]:= 

Module[{tl,t2}, 

t l=(n- l ) -n / ( l -Z~n) ; 
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t 2 = l / ( i - Z ) ; 

t l + t 2 ] 

We i l lus t ra te with two examples : 

Example 1. 

I n [ l ] := PottsTemp[4] 

Out[l] = 3 + 
( 1 - Z ) (I'Z)4 

We can easily check our resul ts by expanding Out[ l ] in t he form of a 

ra t ional polynomial : 

In [2 ] := Together[ExpandAll[Together[PottsTemp[4]]]] 

Z + 2Z2 + V/? 

""'Pi = TTfrnh* 
For our model , which has 8 possible s ta tes of the demons , we get. 

In [3]:= PottsTemp[8] 

This polynomial can be expanded out to obtain t he following rational 

number : 

In [4 ] := Together[ExpandAll[Together[PottsTemp[8]]]] 

Z + 2Z* + 3Z* -{- \ZX 4 5Zr' 1 (5Zu \ 7Z7 

()ul[\\ = 
1 +Z + Z*-\ W\ Z> \ Z< \ Z(- \ Z" ' 
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4.3 F o r t r a n C o d e for t h e Mic rocanon ica l 

S imula t ion of t h e T h r e e - S t a t e P o t t s M o d e l 

The microcanonical simulation of statistical systems uses a concept that 

is different from that of Monte Carlo algorithms. It uses a deterministic 

updating procedure. The main advantage is that the algorithm is very 

efficient, does not use random number generators and conditional branch­

ing, and is adaptable for parallelization and vectorization techniques. The 

problem with this method is that one must check whether or not the 

procedure is stochastic and correctly covers the phase space. 

The implementation of the microcanonical simulation has beem out­

lined elsewhere [47, 48, 49, 50] and is particularly simple for the Ising 

model. One introduces a demon that visits in succession all spins with 

an energy bag of finite size. It flips the spin systematically if it can, that 

is, if the required amount of energy can be provided from its bag. This 

process can be described as a succession of logical operations on single 

bits. Parallelization is naturally introduced when one groups the bits into 

computer words. In this section we will discuss the implementation for 

the three-state Potts model. Let us recall that the action of this model is 

•s' = ̂  E <W (4-14) 

where ft is the inverse temperature. The spins {eri} take three possible 

states. The difficulty to be overcome is that the demon has to choose 

betwee * two possible states when it wants to flip a given spin. We may 

choose to solve this problem in a deterministic way (example 1 ~> 2 —> 
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3 —> 1); however, correlations will be induced, and the stoehastieity of the 

process will be lost. The best way to solve this difficulty is by reintroducing 

a random choice. The demon will visit, in succession all spins. For each one, 

one of the two possible flips is chosen at random (with equal probabilities 

| ) . Then the flip is done if the demon has the correct amount of energy to 

do it; if this is not the case, the spin remains unchanged. As will become 

obvious, the generation of an equal probability toss will not affect the 

efficiency of the algorithm. 

In section 4.5, we show how the process can be expressed as a succes­

sion of logical operations performed on single bits. Section 4.6 discusses 

other problems such as the various possible implementations for a given 

lattice, the measurement of the temperature and the implementation of 

the random generator of bits. The code for the three-dimensional cubic 

lattice is given in the Appendix B. 

4.4 Implementation at the Spin Level 

The three states of a given spin can be represented as a set of two bits 00, 

01 or 10 (11 is excluded). Let us denote these two bits as a and /; and let 

a, and b3 be the corresponding states of a neighboring spin. The energy of 

the link is related to 

/, = NOT(OR(X()R((i,aJ),XOR(b,bJ))). (4.15) 

Indeed, the contribution to the action is ft if / = 1, and 0 otherwise. While 

visiting the spin, the demon has to choose at random its new trial state 

a'b' : ab — • a'b'. 
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This is performed by using a random bit r according to t he rule 

00-> 10 —* 01 ->00, if T = 0, 

00 -* 01 -> 10 —s- 00, if r = 1, 

which is implemented by the operat ions 

b' = AND(COMPL{b), XOR(U,T)), 

a' = AND(C()MPL(a),XOR(COMPL(b),T)). (4.16) 

The bag of t he visiting demon contains the energy E = ftk, with t h e con­

straint A- — 0,..., kmax. The new s ta te causes this amoun t to change to 

A" =r ftk' with 

*' = *• + £!,-£/;, 
3 J 

and the trial is accepted if 

0 < fc' < Jfcmax = 2n - 1. (4.17) 

The bag energy of t he demon is represented by a s t r ing of n b i t s , and thus 

'̂m.ix ~ 2" + 1. According to Eq. (4.17), t he new s t a t e is acceptable if t h e 

binary representa t ion of k' only involves n bi ts . If \k - k'\ is bounded by 

2", the a r i thmet ic can be performed with only n + 1 b inary digits, wi th t h e 

one of highest significance checking the condition (4.16). For instance, let 

us consider a cubic lat t ice wi th neares t neighbor in teract ion. The quan t i ty 

k - k' ranges from - 6 to 6. Choosing A-lnax, one sees t ha t k' + 8 ranges from 

2 to 21. The admissible range (8,15) is characterized by t h e fourth bi t of 

t he biliary representa t ion set to one. Thus , the upda t ing a lgor i thm is as 

follows: 
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Choose at random r and compute the trial state a'b' using (4.16). From 

the bag, energy k, represented by the three bits xyz, computes the binary 

representation ABCD of 

k + S(A *- 1, B «- .r, C *- //, /) <~~ i). 

For each neighbor j , compute lj and /̂  using Eq. (4.15). Add and subtract 

respectively these quantities to ABCD. This is performed using 

A <- XOR(AND(lj,B,CJ)),A), 

B «- XOR(AND(lj<C,D)J1), 

C «- XOR,(AND(lj,D),C), 

D *- XOR(lj,D), (-1.18) 

/ I < - XORiANDir^NOTiD^NOTWiNOTili^A), 

B <- XOR(AND(l'j,NOT(n),NOT(G)),H), 

C *- XORiANDil^NOTiP^G), 

D <- XORil'^D). 

Now accept the changes a& —> a'6', a://2 —> #(7/J if/l = 1, and reject otherwise. 

This is done using 

a «- XOR(ANn(A,a'),AND(NOT(A),a)), 

b <~ XOR(AN D(A,V),AN D[NOT(A),b)), 

x *- XOR(ANI)(A,B),ANI)(NOT(A),x)), 

y «- X()R.(AND(A,C),AND{N()r(A),y)), 

z «- XOR(AND{A,D),AND(NOT(A),z)). (4 .19) 
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For the general implementation, one should add to the previous description 

some details to allow full performance of the algorithm. The parallelization 

is ensured by grouping the bits into words. Independent demons work for 

each bit position. One should be careful to treat simultaneously non-

interacting spins. As usual, a first possibility is to treat simultaneously 

independent replicas of the system, with one demon per replica. A second 

possibility is to treat a row of only non-interacting spins of the same system 

by a "battalion" of demons. We choose this option and give in Appendix 

B the code for a three-dimensional cubic lattice. To avoid interactions, 

the system is divided into odd-numbered and even-numbered subsystems 

which are treated in succession. 

Simulation is done at a given energy rather than at a given temperature. 

The temperature is measured in the bags of the demons which are in 

thermal equilibrium with the system. Indeed the relation between the 

mean energy and the temperature is known for such a simple system. 

Two ways of measuring the temperature were shown in the last section of 

chapter three. The generation of the random bits r in parallel is based 

on the theory of "primitive polynomials modulo 2". For instance, the 

polynomial 

a-18 + a-5 + x2 + x + 1 

was used to generate a random sequence of length 218 — 1 by the recurrence 

relation 

r(?i) = A'0/?(r(n-18) + r("~5) + T^"-2) + T ( ?1_1)). 

The following subroutine allows simulation of the Potts model on a three-

dimensional cubic lattice. They are written in standard FORTRAN-77. 
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However, some compiler dependencies might occur. One uses extensively 

t he logical (generally built- in) functions OR (logical or) , XOR (logical ex­

clusive or ) , A N D (logical and) , N O T (bitwise complement ) , I S H F T C (cir­

cular shift) and M A S K (mask genera t ion) . Variables represent ing str ings 

of bits should be conveniently declared. They are declared here as IN­

TEGER., b u t some compute rs migh t require different declarat ions (e.g. 

I N T E G E R * 8 if one wants to use words with 64 bi ts) . 

T h e function I S H F T (word, n) is used to construct a logical circular 

shift of "word" (assumed to be 64 bits long) of "n" bits toward the right 

(e.g ISHFTC(4 ,1 ) —»• 2). The implementa t ion of this function is unfortu­

nate ly not universal and should be checked on a given compute r . 

T h e la t t ice is supposed to have a size (LX*LY* 2w), where u< is t he 

n u m b e r of bits pe r word (depending on the compute r ). The configuration 

is descr ibed by two arrays , SPIN and SPIN2 , containing (2*LX*LY) words 

each. Skew per iodic bounda ry condit ions are set in directions x and //, such 

t h a t t he neighbors of a given spin a re located in words at relative positions 

±2 and ±2 * LX(7Jiodulo[2 * LX * LY\). Let us first give t he subrout ine t ha t 

performs one u p d a t i n g of the la t t ice . The a rguments of the rout ine are 

t he configuration (two arrays) and the demons (array of th ree words ). 

•This funct ion ensures pe r iod i c boundary condi t ions in t he l a t t i c e 

*If LX and LY are powers of 2, i t can be advantageously replaced by 

SUBROUTINE MONTE(SPIN1,SPIN2,DMN) 

* PARAMETER(LX=32,LY=32,LW=16) 

P«. RAMETER (LX=64, LY=64, LW=32) 

* LX and LY are t h e dimensions of t he l a t t i c e 



PARAMETER(NSIZE=2*LX*LY-1) 

PARAMETER(IHuP=13) 

* This number IHOP should be prime with LX and LY 

IMPLICIT INTEGER (A-Z) 

DIMENSION SPIN1(0:NSIZE)JSPIN2(0:NSIZE),DMN(3) 

DIMENSION NEIGH1(6),NEIGH2(6) 

* INLAT(I)=M0D(I,NSIZE+1) 

* This function ensures periodic boundary conditions in the lattice 

* If LX and LY are powers of 2, it can be advantageously replaced by 

INLAT(I)=AND(I,NSIZE) 

J=0 

K=l 

DO 1 I=0,NSIZE 

* setting the neighbors 

NEIGH1(1)=SPIN1(J+K) 

NEIGH2(1)=SPIN2(J+K) 

NEIGH1(2)=ISHF1C(SPIN1(J+K),K,LW) 

NEIGH2(2)=ISHFTC(SPIN2(J+K),K,LW) 

NEIGH1(3)=SPIN1(INLAT(J+2)) 

NEIGH2(3)=SPIN2(INLAT(J+2)) 

NEIGHi(4)=SPIN1(INLAT(J-2)) 

NEIGH2(4)=SPIN2(INLAT(J-2)) 

NEIGHI(5)=SPIN1(INLAT(J+2*LX)) 

NEIGH2(5)=SPIN2(INLAT(J+2*LX)) 

NEIGHI(6)=SPIN1(INLAT(J-2*LX)) 
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NEIGH2(6)=SPIN2(INLAT(J-2*LX)) 

CHDICE=IRDBIT(0) 

NEW1=AND(N0T(SPIN1(J)),X0R(N0T(SPIN2(J)),CHOICE)) 

NEW2=AND(N0T(SPIN2(J)),XOR(SPINl(J),CHOICE)) 

* now compute 8 + energy_of_demon + number_of_old_links_with„equal_spins 

* - number_of_new_links_with_equal_spins 

DP1=DMN(1) 

DP2=DMN(2) 

DP3=DMN(3) 

ACCEPT=-1 

DD 2 M=l,6 

* adds old energy 

LINK=N0T(0R(X0R(SPIN1(J),NEIGHI(M)),X0R(SPIN2(J),NEIGH2(M)))) 

CARRY1=AND(LINK,DPI) 

DP1=X0R(DP1,LINK) 

CARRY2=AND(CARRY1,DP2) 

DP2=X0R(DP2,CARRY1) 

CARRY1=AND(CARRY2,DP3) 

DP3=X0R(DP3,CARRY2) 

ACCEPT=X0R(ACCEPT,CARRY1) 

* subtracts new energy 

LINK=N0T(0R(X0R(NEW1,NEIGHI(M)),X0R(NEW2,NEIGH2(M)))) 

CARRY1=AND(LINK,N0T(DP1)) 

DP1=X0R(DPI,LINK) 

CARRY2=AND(CARRY1,N0T(DP2)) 
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DP2=X0R(DP2,CARRY1) 

CARRY1=AND(CARRY2,NQT(DP3)) 

DP3=X0R(DP3,CARRY2) 

ACCEPT=XOR(ACCEPT,CARRY1) 

2 CONTINUE 

* accepts or rejects the change 

SPIN1(J)=XQR(AND(ACCEPT,NEW1))AND(N0T(ACCEPT),SPIN1(J))) 

SPIN2(J)=X0R(AND(ACCEPT,NEW2),AND(NOT(ACCEPT),SPIN2(J))) 

DMN(l)=XOR(AND(ACCEPT,DPl),AND(NOT(ACCEPT),DMN(1)>) 

DMN(2)=X0R(AND(ACCEPT,DP2),AND(NOT(ACCEPT),DMN(2))) 

DMN(3)=X0R(AND(ACCEPT,DP3),AND(NOT(ACCEPT),DMN(3))) 

* End of the loop 

J=INLAT(J+IHOP) 

K=-K 

1 CONTINUE 

RETURN 

END 

The function also returning a string of random bits is given. If its ar­

gument, is 0, the next string is returned. If the argument is not 0, it is 

used as a seed for the generation. Note that 18 seeds are necessary to ini­

tialize completely the generator. The data are random, but the following 

condition is required: the OR of all these data should not contain any 0 

bits. 

FUNCTION IRDBIT(INIT) 

IMPLICIT INTEGER (A-Z) 



DIMENSION ITAB(0:31) 

SAVE I18 , I5 , I2 , I1 , I0 , IF IRST 

DATA IFIRST/O/ ,118/0 / ,15 /13/ ,12 /16/ ,11 /17/ ,10 /18/ 

* S tandard initialization ( random bi ts , here given in hexadecimal 

words wi th 64 bits; t r unca t e if necessary) 

* DATA ITAB/ 

* x '7EB722A0C9743C06 >Z,'534AB95D97ECF94A'Z, 

* x ,FD3CD86EFCCC61DE'Z,'3B341E5A9A1160B4,Z, 

* x '5CDA1DE25BB8E8F5'Z,'76EDDA93192BC357'Z, 

* x ,1CD3CF66101C4CBD'Z,'0C7216C2C95676A8'Z, 

* x ,ACF117D1EF24D606'Z,,AF452B2A2FB48E98'Z, 

* x ,5E7C758368B24840'Z,'FF29D95A6F897866'Z, 

* x 'D1A46D4C9F62639A'Z,'CA05FFE020E049BD'Z, 

* x J7102A31B08C39D1E'Z,'E8DE18695A18CA02'Z, 

* x >98A33097B9C2250E'Z,'4556037DC5A2CC1A'Z,14*0/ 

DATA ITAB/ 

x Z'C9743C06 

x Z;FCCC61DE 

x Z;5BB8E8F5 

x ZJ101C4CBD 

x ZJEF24D606 

x Z'68B24840 

x Z'9F62639A 

x Z308C39D1E 

x Z'B9C2250E 

,Z'97ECF94A\ 

,Z'9A1160B4', 

,Z'192BC357', 

,Z'C95676A8', 

,Z'2FB48E98', 

,Z'6F897866', 

,Z ,20E049BD', 

,Z,5A18CA02', 

,Z'C5A2CC1A',14*0/ 
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IF(INIT.NE.O) THEN 

* Initialization (with a check avoiding the generation of a sequence of 

zeros) 

ITAB(I1)=INIT 

J=INIT 

I=AND(31,118+1) 

DO 1 K=l,16 

J=OR(J,ITAB(I)) 

I=AND(31,I+1) 

1 CONTINUE 

ITAB(I18)=0R(ITAB(I18),N0T(J)) 

ENDIF 

ITAB(I0)=X0R(X0R(ITAB(I18),ITAB(I5)),X0R(ITAB(I2),ITAB(I1))) 

IRDBIT=ITAB(I0) 

I0=AND(31,I0+1) 

I1=AND(31,I1+1) 

I2=AND(31,I2+1) 

I5=AND(31,I5+1) 

I18=AND(31,118+1) 

RETURN 

END 

Now let us give some additional information for using the previous routines 

in a simulation. The main program has to build a starting configuration, 
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for instance, ordered or disordered. In this construct ion, one should not 

forget t ha t the s ta te " 1 1 " is forbidden; t ha t is, AND(SPIN( i ) ,SPIN( i ) ) is 

always zero. In t h e simulation, it wise to scramble t he energy bags of the 

demons at each upda t ing s tep , for example , using 

DO 11 I = 1,3 

11 DMN(I) = AMIX(DMN(I)) 

*with a scrambling funct ion AMIX (wr i t t en fo r words of 64 b i t s ) 

INTEGER FUNCTION AMIX(WORD) 

PARAMETER(LW=32,LH=LW/2) 

IMPLICIT INTEGER (A-Z) 

REAL RANF 

L=INT(LH*RANF()) 

P1=AND(MASK(L),WORD) 

P2=AND(MASK(L),ISHFTC(WORD,-L,LW)) 

P3=AND(N0T(MASK(2*L)),WORD) 

AMIX=ISHFTC(0R(0R(P2,ISHFTC(P1,L,LW)),P3),INT(LW*RANF()),LW) 

RETURN 

END 

In the function A M I X , one exchanges t h e "L" lower order bits with the 

"L" next lower order bi ts . Thus , L should be less than 32 for 64-bit 

words. T h e energy of t h e demons is measured using demon energy — 

I B C O U N T ( D M N ( l ) + 2 * I B C O U N T ( D M N ( 2 ) ) + 4 * I B C O U N T ( D M N ( 3 ) ) 

where t h e function I B C O U N T counts the n u m b e r of lb i t s in the bi­

nary representa t ion of its a rguments . In t he function I B C G U N T , we use 



124 

ISHIFT(word,n), which shifts "word" "n" times toward the right (e.g. 

ISHIFT(12,1) -* 60). The mean energy per demon allows one to compute 

the temperature through the routine 

FUNCTION BETA(DENERG) 

XL=0 

XH=1 

DO 1 N=l,36 

XN=0.5*(XL+XH) 

A=1-XN**8 

FN=(8*(A+XN-1)-7*A*XN)/A/(1-XN) 

IF(FN.GT.DENERG) THEN 

XH=XN 

ELSE 

XL=XN 

ENDIF 

CONTINUE 

BETA=-0.25*AL0G(XN) 

RETURN 

END 

The full code is given in the Appendix B. 
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4.5 Numerical Simulation Results 

This section shows the results of the simulation examined in section 4.4. 

The first result shows how soon the system establishes equilibrium. The 

faster the system equilibrates the better, since measurements are taken 

after equilibrium is established. The utility that determines how fast a 

system equilibrates is the dynamic critical exponent. Later on in this 

chapter, I will compute this value. A rough estimate of how fast the 

system equilibrates is obtained by keeping the energy constant and steadily 

increasing the iterations. The magnetization and the temperature were 

measured and the following two graphs were constructed. 
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F I G . 4 . 1 . A graph of magnetization m vs. iteration i 
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The graph of temperature against iteration follows below. 

F I G . 4 .2 . 1 graph of te mpeieiturr T rs. iteration i 

The two plots show that magnetization and temperature stabilizes 

quickly. This shows that the system equilibrate 3 quickly too, because the 

temperature is measured by demon energy which is in equilibrium with 

the system. Hence reasonably good measurements can be taken after 350 

iterations. 

Working on a lattice 61 «. 61 «- 32, we steadily increase the energy E 

between 0 * F - 1 by an increment of 0.1. The iterations were fixed at 

20,000 and ten measurements were taken for magnetization and tempera­

ture. The first measurements were discarded to allow equilibrium to be 

established. For each energy, the average magnetization and the average 

temperature were computed. The results of the averages computed are 

shown in the following table. The way the simulation is terminated de-



pends on the number of iterations that is set. By setting A">*U7'7'7' - 100, 

XMEAS = 20, and XBATCH = 10. the main loop is run 100 times, then 

measurements are taken. Then it is repeated 20 times and average mea­

surements are taken. The whole process is repeated 10 times and the 

process is terminated. 

E 

< M > 

< T > 

E 

< M > 

<T> 

0.1 

0.917763 

1.80598 

0.6 

0.000794 

1.817117 

0.2 

0.824314 

1.809554 

0.615 

-0.000456 

1.820132 

0.3 

0.716367 

1.815777 

0.7 

-0.000157 

1.827005 

0.4 

0.583866 

1.815163 

0.8 

0.000174 

1.852209 

0.5 

0.394458 

1.815996 

0.9 

0.000133 

1.888042 

T A B L E 4 .2 . Simulation result* of total energy, average magnetization and tem­

perature 

The basic goal here is to determine the phase transition. Thus more 

measurements were taken around the critical point, and they are given in 

the table below. 

E 

< M > 

<T> 

0.55 

0.231782 

1.815179 

0.5771 

0.083975 

1.815979 

0.578 

0.008972 

1.816213 

0.58 0.59 

-0.001522 

1.816115 

0.003952 

0.625 

0.000202 

1.80379 1.817651 

TABLE 4.3 . Simulation results of total energy, average magnetization and tem­

perature near the phase transition 



Figure 4.3 is the average magnetization vs. temperature (T). 
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The graph in Fig. 4.4 is a plot of energy against average magnetization. 
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T h e graph of Fig. 4.5 is a plot of energy against average t e m p e r a t u r e . 

On th is graph the energy at which phase t ransi t ion occurs is very dist inct . 
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F I G . 4.5. Variation of energy E vs. the average ttmptrature < T •. 

From the Fig. 4.3 the critical temperature Tc was estimated. 

4.6 Finite-Size Effects 

The most serious drawback of a computer simulation approach to the study 

of phase transitions is that one must deal with finite systems. No finite 

system with a nonsingular Hamiltonian can exhibit a true phase transi­

tion. This becomes obvious when noting that the partition function in Eq. 

(2.3) cannot develop a singularity when the integral of the finite bounded 

Boltzmann function is performed over a finite space. Nevertheless, finite 

systems are reminiscent of phase transitions, and systematic studies of 

these pseudo-transitions as functions of system size may reveal informa-
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tion abou t t he phase t ransi t ions in t he infinite sys tem [51]. A finite sys tem 

gives an accurate description of t h e infinite sys tem as long as t h e correla­

tion length £ < L, the linear extension of t he sys tem. W h e n £, > L (e.g., 

near a critical poin t ) , the proper t ies of the finite sys tem will reflect t he 

na ture of t he boundary condit ions. For sys tems with per iodic bounda ry 

conditions, the fluctuations will be "overcorrelated" and t h e various prop­

erties will be " rounded" . As an example , t h e long-range order will persist 

above the phase t rans i t ion, and singularities in t h e specific heat and t h e 

ordering susceptibil i ty will be rounded and shifted in t e m p e r a t u r e . Ferdi-

nard and Fisher [52] also Fisher [53] developed a finite-size scaling theory 

for critical phenomena which is ex t remely useful to guide t he ext rapola­

tion of Monte Carlo finite-system proper t ies to the t h e r m o d y n a m i c l imit . 

According to this theory, t he free energy of a finite sys tem is given by the 

homogeneous function 

F(N,T) = L^-n^F(tL1^), (4.20) 

where cv and v are the critical exponents per ta in ing to t h e specific hea t and 

to the correlat ion length, respectively. F is a scaling function involving 

the scaled variable tlxfv only, and t = (T - Tc)/Tc wi th Tc = TC(L = oo). 

Fisher [53] suggested the posit ion of t he m a x i m u m of t he specific hea t (or 

al ternat ively the ordering susceptibil i ty ) as an appropr i a t e definition of 

t he " t ransi t ion t e m p e r a t u r e " of t h e finite sys tem, TC(L). According to t h e 

finite-size scaling theory, t h e shift in critical t e m p e r a t u r e t h e n scales as 

dT, = TC(L = oo) - TC(L) ~ L~xlv. 
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From the free energy in Eq. (4.20), the scaling properties of other ther­

modynamics functions may be derived, e.g., 

<$ = ir'll'M(ti}'"). (1.21) 

In the limit / —> 0 and L -» oo, Eq. (4.21) has to reduce to the infinite-

system singular behavior, Eq. (2.9), and therefore in this limit, the order 

parameter scaling function is given by 

M(tLlll')~(~-iLxll'Y. 

The various scaling functions and amplitudes are nonuniversal properties 

which depend on the details of the system under consideration. In particu­

lar, these nonuniversal properties are functions of the boundary conditions 

chosen. The validity of the finite-size scaling theory has been demonstrated 

through extensive Monte Carlo simulations on two- and three-dimensional 

Ising models with periodic boundary conditions as well as free surfaces [54, 

55]. It appears from these calculations that the systems with L > 10 are 

well inside the asymptotic region described by Eq. (4.21). Therefore cor­

rections to finite-size scaling, e.g., 

bTc~ L~l/"(l +aL-A + . . . ) , 

where A is the correction-to-scaling exponents (A ~ ~) (cf. Eq. (2.12)), 

need not be invoked. This is a very important result because it anticipates 

that Monte Carlo simulations of critical phenomena are feasible using sys­

tem sizes and statistics compatible with current computer capacities, 
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4.7 Determining the Nature of a Phase 

Transition 

Analyzing the nature of phase transitions by computer simulation tech­

niques is hampered by finite-size effects. A phase transition is infinitely 

sharp only in an infinite system. The characteristic discontinuities and sin­

gularities accompanying phase transitions will appear rounded and smeared 

in the finite systems employed in a computer simulation. In real systems, 

phase transitions will also appear smeared to a degree that depends on 

the size of the system. Also it depends especially on the concentration of 

imperfections and impurities. 

In principle, it is impossible, by any laboratory experiment or computer 

simulation, to prove that a phase transition is continuous. It can always 

be postulated that, possible first-order discontinuities are below the reso­

lution of the experiment. Similarly, it may be argued that experimentally 

observed metastabilities do not signal first-order phase transitions but are 

nonequilibrium effects associated with continuous transitions. The best 

one can do is to analyze as many properties as possible in the neighbor­

hood of the phase transition and compare them with phase transitions of 

well-established nature. Thus, laboratory and computer experiments share 

a deficiency in their inability to determine unambiguously the nature of 

a phase transition. In a computer simulation study of the cooperative 

behavior of an interacting many-body system, the primary question to be 

answered is related to the existence of a stable ordered phase at finite 

temperatures. Theoretically, this is known to be a very difficult problem 
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(see e.g. Griffiths 1972) [56]. In compute r simulation s tudies , this problem 

is approached by a finite-size analysis of the possible long-range order pa­

ramete r s . The possible types of ordering in the finite system are suggested 

by the simulation itself. If the order pa rame te r for finite t empe ra tu r e s ap­

proaches a nonzero value as L —* oo, it is concluded tha t a phase with 

long-range order remains stable at, finite t empe ra tu r e s . Therefore a finite 

temperature phase transition must, exist. As the existence and structure 

of the ordered phase have been established, the question of the nature 

of the phase transition will now be examined. The transition is triggered 

when a thermodynamic parameter, such as the temperature, is varied. For 

the sake of simplicity, let us restrict ourselves to situations with a single 

phase transition. Only first-order and continuous phase transitions shall 

be distinguished. 

A first-order phase transition is characterized by a discontinuity in the 

order parameter. The specific heat has a ^-function singularity superim­

posed on its discontinuity at 7'.. The energy content of the ^-function 

represents the enthalpy of the transition. An important indication of a 

first-order phase transition is the presence of metastable states in the 

transition region. In this region, the free energy has two minima, and 

the system may become trapped in the upper metastable one for a fi­

nite time / < T(T), where r(T) is the relaxation time of the metastable 

state. In Figure 4.6 shows schematically the variation with temperature 

of the order parameter, 4>(7'), and the inverse relaxation time in the re­

gion around first-order transition. The metastable branches of <I>(7'j are 

indicated. The endpoints of these branches are pseudospinodal points at 
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which the metastable system becomes thermodynamically unstable. The 

inverse relaxation time, accordingly, has two branches. The relaxation out 

First-Oder Transition 
*A 

Continuous Transition 

> T > T 

r - l , 

* 

> T j d >T 

*A *A 

> t ' - > t 
FIG. 4.6 Variation of order parameters and inverse 
relaxation time with temperature, and variation of 
parameters with Markov time. 

of the metastable states becomes infinitely slow as the equilibrium tran­

sition point is approached from either side. When the system is perturbed 

in a metastable state, e.g. by an appropriate change in temperature, it 

may exhibit a two-step relaxation behavior which is an exceptional feature 

of systems undergoing first-order transitions: Firstly, the system relaxes 

into a new metastable state characterized by the new temperature and 
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then eventually it relaxes into t h e t rue equil ibrium s ta te . The impor­

t an t point to stress is t h a t the second s tep of t h e relaxation may not set, 

in for a long t ime and t h a t therefore in some cases the metas tab le s ta te 

may mistakenly be confused with the equil ibrium s ta te . The microscopic 

consequence of t r app ing in the me tas tab le s ta te is t he observability of hys­

teresis; i.e., t he behavior of t he system in the t rans i t ion region depends 

on its t h e r m a l history. The re are a few i m p o r t a n t exceptions to t h e above 

descript ion. Firstly, some systems may have several local min ima of the 

free energy in t he t rans i t ion region and may therefore give rise to a more 

complicated p a t t e r n of metas tab le s ta tes . This may in some cases lead to 

a cascading relaxat ion behavior associated with a whole staircase of steps. 

Secondly, t h e presence of hysteresis may not necessarily signal a first-order 

t ransi t ion. If t he sys tem under consideration has more order pa ramete r 

components t han physical dimensions, an ext remely slow domain-growth 

kinetics may result when t h e sys tem is taken below the t ransi t ion point. 

In t h a t case, t he annealing of domain characterized by different order pa­

ramete r s will be t h e ra te -de te rmin ing process, and in many cases it is 

impossible within a reasonable observation t ime to bring the sys tem into 

a uniformly ordered phase. A global hysteresis will then result i rrespective 

of t he specific na tu r e of t h e phase t ransi t ion. 

At a continuous t ransi t ion, t h e order pa r ame te r vanishes in a continu­

ous m a n n e r as in Eq . (2.9), and t h e fluctuation quant i t ies may diverge, cf. 

Eqs . (2.10) and (2.11). T h e free energy only has a single m i n i m u m and 

no metastabi l i t ies are expected . However, t he relaxation to equil ibrium 

becomes slower as Tc is approached and t h e relaxat ion t ime diverges at 
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the critical point ("critical slowing down") . Thus , very close to Tc and for 

sufficiently shor t observation t imes , a sys tem with a continuous t rans i t ion 

may behave as being effectively in a me tas tab le s t a t e . The t e m p e r a t u r e 

variation of <f>(7) and t,l(T) is drawn schematically in Fig. 4.6. N o t e th is 

figure applies for a finite system which suppor t s long-range order ing even 

of the t e m p e r a t u r e s above Tc. 

In compu te r s imulat ions on finite sys tems, first-order phase t rans i t ions 

will appea r as par t ly smeared . The discontinuities are reduced and t h e 

^-function of t h e specific hea t is broadened. For first-order t rans i t ions as­

sociated with s t rong fluctuations, these observations are t h e usual conse­

quences of finite-size rounding . However, t h e r e is always a cont r ibut ion to 

the smear ing from the effective averaging of information from metas t ab le 

and s table s ta tes . Since a finite sys tem can give rise to only a finite free 

energy barr ier between t h e two min ima of t h e free energy function, t h e r e 

is a finite probabil i ty of crossing the barr ier within t he observat ion t i m e . 

This crossing is not only allowed from the local (metas table) m i n i m u m to 

the global (stable) min imum, bu t a finite sys tem may perform a shifting 

between the two. If t he barr ier is very low (which it will b e close to Tc), 

this will lead to a comple te smearing, and it may be difficult to resolve t h e 

two s ta tes . In t h a t case, t h e first-order t rans i t ion effectively appea r s as a 

continuous t rans i t ion s t rongly domina ted by fluctuations. However, by in­

creasing the la t t ice size, t h e two min ima may be resolved and t h e comple te 

free energy surface may be accurate ly p robed by the s imulat ion. This is 

a remarkable advantage of compute r s imulat ion over conventional theo­

retical calculations which are usually only able to p robe t h e equi l ibr ium 
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proper t ies . Detec t ion of the me tas tab le s ta tes is facilitated by s tudying the 

t ime-evolut ion of coarse-grained averages and the s t ruc tu re of dis tr ibut ion 

functions of internal energy and the o rder -pa ramete r . The dis t r ibut ion 

functions are par t icular ly useful if t h e sys tem has several o rder -paramete r 

components . In t h a t case, t h e shifting between ordered and disordered 

s ta tes near Tc is coupled with a shifting between the various components 

of t he order pa rame te r . If t h e shifting between the stable and metas tab le 

s ta tes is sufficiently rapid to sample accurately t he comple te dis tr ibut ion 

function for, say, t he order pa r ame te r /;(4>), a unique way is offered for 

de te rmin ing the equi l ibr ium first-order phase t ransi t ion t e m p e r a t u r e . It 

shows P(<&) in t h e t rans i t ion region of a finite sys tem with a single order 

p a r a m e t e r component . P($) is a double-peaked function th roughou t the 

t rans i t ion region where metas tab le s ta tes persis t . At 7' ~ /',., the two peaks 

have t h e same intensity. This indicates t h a t b o t h phases are equally likely 

and t h a t we are therefore at t he only point where t he two phases can co­

exist , i.e., a t t he equi l ibr ium t rans i t ion point . To be consistent with the 

first-order t rans i t ion, it is an impor t an t requ i rement t h a t its two peaks 

move apar t as the sys tem size increases. Glosli and Plischke [49] have 

pointed out t h a t P($) is re lated to t h e free energy functional 

/<'($) = -kBT\ n P($>), (4.22) 

which is p a r t of t he to ta l free energy. T h e equivalent use of /'(<!') to an­

alyze t h e n a t u r e of t he phase t rans i t ion is pe rhaps somewhat more heuris-
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t ic . If t he complete dis t r ibut ion function, P(<&), cannot be obta ined for 

sys tems with first-order t ransi t ion, a few o ther me thods may be called 

upon to de te rmine 7 ' . The first one uses t he classic Maxwell equal-area 

rule . This m e t h o d is not very accurate because it presupposes , incorrectly, 

t h a t the relaxation t ime is symmetr ic about Tc. A second m e t h o d , which 

has found wide use among high-energy physicists for locat ing phase t ransi ­

t ion in lat t ice gauge theories (see e.g. Creu tz et al.) [50], is a mixed-phase 

calculation. The idea is to ini t ia te t he simulat ion by a configuration which 

is a one-to-one mix tu re of t he two phases. T h e equi l ibr ium phase is t hen 

de te rmined as t h e phase of t he mix tu re which grows as t h e ensemble is 

buil t up . This m e t h o d requires less compute r t i m e bu t is not as accura te 

as t he m e t h o d which uses t he complete P ($ ) function. The th i rd m e t h o d 

requires an evaluation of t he free energy function itself. Since F(T) is not 

a t he rma l average, its evaluation presupposes knowledge of t h e par t i t ion 

function, Z, However, Z is not available from a Monte Carlo calculation 

which is buil t on Eq. (2.25). Therefore, F(T) has to be de te rmined indi­

rectly, e.g. by a numerical in tegrat ion of t h e in ternal energy 

E(T)^^F(Ti)-rT fTJ E(x)dx. 

Such a procedure requires detailed information on the internal energy 

over a wide range of temperature around the transition as well as precise 

knowledge of the appropriate high and low temperature boundaries, F(T{), 

where the integration is started. If the internal energy is known along the 

metastable branches of the hysteresis loop, the point at which the two re­

sulting free energy branches intersect may be determined fairly accurately. 
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This point is the equilibrium transition point. From the difference in the 

slope of the two F(T) branches in this point, the enthalpy and entropy of 

transition may be derived: 

^• = AE = A{dF{T)/i)T)ri. 

The distribution function, !'($), for a finite system with one order-parameter 

component undergoing a continuous transition has a single peak for all 

temperatures, and the position of the peak moves continually as the tem­

perature is varied through the phase transition. The corresponding free 

energy functional, F(4>) Eq. (4.22), has a single minimum. These charac­

teristics are distinctly different from those found for first-order transitions. 

The finite-size behavior of the various thermodynamics functions is conve­

niently analyzed in terms of the finite-size scaling theory to yield critical 

temperature and exponents. 

4.8 General Correlation Function Series 

In this section our aim is to measure the critical exponents // and the 

critical temperature at L = oo. We first note that the basic quantity of 

a spin system is the spin-spin correlation function V„/i(rtJ)T which is a 

measure of the degree of correlation between spin fluctuations at lattice 

sites i and j . For 7' > 7',. and in zero external field, I\»/< takes the following 

form of systems with no off-diagonal interactions 

Fafj(r~ijiT) = < (<Tw— < ""«*» s)(v}fl~ ^ o-jfi ^) ^ /'Trie, ) 

~ b„(i < (Ti„eTjii s /'Tr(er„ ) . 
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avt is one of the components of the spin vector <fi = (o~ix,o~xy,o-is). A variety 

of physical quantities can be constructed from the correlation function. 

First, the internal energy of systems with pair interactions is simply a 

linear combination of pair-correlations within the interaction sphere. The 

specific heat can be derived from the internal energy. Second, by the fluc­

tuation theorem the wave vector-dependent susceptibility tensor x«(<7? T) is 

the Fourier transform of Frt^. Third, the wave vector-dependent spherical 

moments 

o-nA<hT) = Y {\rWro)n^'^Taa{fihT) 

enable us to determine the correlation length 

U<hT) = r0lcrn,2(q,T)/2daa>Q(q,T)}K 

where r() is the lattice constant and d is the spatial dimension. If T —> Tc, the 

correlation length defined from the second spherical moment is expected 

to be proportional to the true correlation length (Fisher and Burford 1967) 

[42]: 

U<hT) = t Km 7-0 | r0riln|f*'^rQ„(r7j,r) | . 

This general approach constitutes a convenient way to calculate correla­

tion function series. The availability of autocorrelation and paircorrelation 

functions seen as a function i\j allows studies of several thermodynamic 
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quant i t ies which are expected to display critical fluctuations. These im­

por t an t relat ions of critical exponents and the i r dependency on correlation 

lengths are summar ized below: 

<ra,n(q = </(>, T) ~ (T - Tfy-'u\ T - 7', 

ff«.o(? = 9o, T) - kBTN~x \„(r/0, 7') - rrt(1(0,7') 

~ kHTN-l
Xl,(qu/T) - r„rt((),T), 7' » 7', 

~ (7' - 7 V H . 7'-4 7;. 

^ (9 = </o ,7 1 ) - (7 ' -7 ; r , 7'-»7',, 

where </0 is t he wave vector characterizing t h e ordered phase. As has been 

pointed out , the relatively small size of our system is t h e most serious 

l imitat ion in compute r s imulat ion s tudies . Since one can simulate only 

finite la t t ices , it is difficult to apply t h e above definitions to compute the 

critical exponents directly. However, with t h e help of finite-size scaling 

analysis, t he finite length can be ex t rapo la ted to infinity. According to 

finite-size scaling one gets t h e following relat ion: 

t(T)~L~\r-Tr\", (123) 

Tr(L) - Tr{L = oo) ~ al}l\ (4.24) 

In our work, the lengths L — 4, 8, 16, 32 and L = 64 were used for the 

following different energies: E = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 and E ~ 0.8 at 

22A'. Eleven measu remen t s were t aken , bu t the first measu remen t s were 

neglected to allow equi l ibr ium to be establ ished. A graph of t e m p e r a t u r e 

against magnet iza t ion was cons t ruc ted , and the critical t e m p e r a t u r e was 
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estimated from the graph. The results of our measurements are summa­

rized in the Table 4.4 below including our estimated critical temperature 

for the various lengths. 

L 

4 

8 

16 

32 

64 

T 

0.481296 

0.788997 

1.130654 

1.480854 

1.827005 

7', 

0.481022 

0.788469 

1.128900 

1.474803 

1.817117 

Table 4.4. Length of the lattices, near and at the critical temperat 

By plotting h\(L) against ln(r— Tc) the critical exponent v was obtained 

by taking the gradient. The graph of our measurement is shown in Fig. 

4.7. 

4.5 

FIG. 4.7. Determining the critical exponent v by plotti7ig h\(L) vs. ln(T — Tc). 
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The critical exponent v estimation from our measurements was found 

to be equal to 0.631 ± 0.005. The error measurement used is the standard 

deviation which is obtained directly from Maple. 
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F T G. 4.8. Critical temperature TC(L = oo) for an infinity system, obtained by 

plotting TC(L) J or finite length L vs. L"1/". 

Once the critical exponent v is obtained, a graph of L~xl1' against T,(L) 

can be plotted and the value of TC(L — oo) is obtained by taking the inter­

section on the vertical axis. The smallest length L — 4 is know to deviate 

from the linearity of the curve so it was neglected. The graph of our mea­

surements is shown in Fig. 4.8. For smaller lattice size, there is a deviation 

from the linearity of the curve. However, one cannot use very large lattice 

sizes because it will take a long time before any reasonable measurements 

can be taken. Hence for Fig. 4.8, the last two measurements were ne­

glected. The best straight line was fitted using the rest of the points. The 
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errors used are the mean deviation. 

The critical t e m p e r a t u r e for an infinite-lattice was es t ima ted to be 

T,(L = 00) = 2.15 ±0.05 

4.9 The Dynamical Critical Exponent 

Measurement 

The principle of dynamic scaling, as confirmed by renormalization-group 

theory of the critical dynamics, asserts that the decay rate T of the order-

parameter fluctuations sufficiently close to the critical point assumes the 

form 

r = ksnm). 

It also predicts t ha t t he shear viscosity 7/ will diverge as 

The dynamic scaling function fi(i/) satisfies t h e b o u n d a r y condit ions 

lim ft(y) = Coy-*1""' 

lim tt(y) = Coo, 
y—>oo 

where (\x and (\v are constants. The dynamic critical exponents z and </> 

satisfy the relation 

z = 3 + <f>. 

At a given temperature, i.e. at a given value of £, V will vary as k2 for fc£ < 1 

in agreement with the laws of hydrodynamics. On the other hand, V will 
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vary as A-~ in the critical region k* "*> I. The dynamic critical phenomenon 

can be character ized if sys tems can be grouped in dynamic universali ty 

classes. Sys tems wi thin t h e same dynamic universali ty class have identical 

dynamic critical exponents as well as t he dynamical scaling function r(,i/) 

when proper ly normal ized. 

Creu tz ' s de terminis t ic microcanonical dynamics is an interest ing al ter­

na t ive to s t anda rd Monte Carlo simulat ions of classic stat ist ical sys tems. 

The main advantage of microcanonical dynamics is increased speed in nu­

merical s imulat ions. Microcanonical a lgor i thms are easily vectorized, can 

often be implemen ted wi thout t h e use of floating point a r i thmet ic , and 

may not require t h e generat ion of r a n d o m numbers . W h a t will eventually 

decide t he uti l i ty of t he microcanonical approach, however, is how quickly 

t he sys tem equil ibrates in t he critical region. A fundamental measure of 

how fast a sys tem reaches equi l ibr ium is t he dynamical critical exponent 

z. We show how to measure this exponent for t h e microcanonical th ree -

dimensional Po t t s mode l . We then compare our results wi th what others 

have obta ined. For example , Brower et al, [47] obta ined z — 2.26 + 0.05, 

which is comparab le to t h e dynamical critical exponent found for Monte 

Carlo a lgor i thms. The i r measurement s demons t r a t e t h a t microcanonical 

s imulat ion equi l ibrates at roughly t h e same ra te as the nondeterminis t ic 

a lgor i thms, while using much less compu te r t ime . 

In general , any stat is t ical dynamics will exhibit an autocorre la t ion sin­

gular i ty at a critical point . If A(t) is an observable at t ime /., t h e autocor­

relat ion t i m e r is defined by 

< A(T)A(t + T) > ~ erT'T + const, (4.25) 
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where t h e average is taken over the sampling t ime /. In t he critical region 

the autocorrela t ion t ime increases like 

T~CA? 

as the correlation length £ diverges. This is known as "critical slowing 

down," because in numerical simulations one must run much longer times 

to make uncorrelated measurements. C& is a constant that can depend 

both on the particular observable A and on the particular dynamics used. 

In contrast, the dynamical critical exponent z is believed to be universal. 

The basic universality classes that have been proposed are as follows: 

(a) dynamics with no local conservation laws (model A), 

(b) dynamics with local order-parameter conservation (model B), 

(c) dynamics with a conserved density other than the order parameter, 

such as an energy density (model C). 

Standard Metropolis or heat bath algorithms are in the "model A" uni­

versality class. For the three-dimensional Ising model the dynamical crit­

ical exponent has been measured for these Monte Carlo algorithms to be 

z ~ 2.08 by Yalabik and Gunton [58], z = 2.17 ± 0.06 by Chakrabarti et al. 

[59], z = 2.11 ± 0.03 by Jan et al. [60], and z = 1.965 ± 0.010 by Kalle [61]. 

The semilocal implementation of the microcanonical dynamics is expected 

to be "model ,1 , " and indeed the system measurement of z = 2.26 ± 0.05 

agrees with the Monte Carlo measurements as much as they agree among 

themselves [47]. The important difference between microcanonical sim­

ulation and these previous results is that the algorithm uses the faster 

deterministic dynamics. 



147 

To de te rmine z t he magnet iza t ion autocorre la t ion function Q(T) was 

measured by 

Q{T) = - ^m(t)m(t + T)--, 
c 

where the average is over the sampling time / and m(/) is the instantaneous 

magnetization given as 

By working at temperatures below the critical value we found <- m(/) * 

0, so that the constant in Eq. (4.25) could be neglected. Guided by 

the results obtained in section 4.6 we took average measurements of the 

magnetization and temperature for different values of Monte Carlo steps 

and at different energy values below the critical point. The values of 

Q(T) were computed. The autocorrelation time r was determined as the 

gradient from a linear fit of hiQ(T) to 7'. We could always obtain good 

linear fits, which demonstrates the correctness of using Eq. (4.25) to 

determine r. The equation 

£(T)~(r-7',r 

is used to compute u, and once the correlation time T for various values 

of the temperature was determined, we were in a position to obtain the 

dynamical critical exponent z by noting that near the critical point 

T ~ (7 - /,.) 
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Our results for ln(r) and ln(7' — 7'.) are shown in Table 4.5 below. 

!n(7' - 7") 

lu(r) 

ln(7' - 7',.) 

l"(r) 

7.3540 

1.2809 

6.4890 

3.9343 

5.8158 

4.1026 

7.3385 

1.2929 

6.2607 

4.4257 

5.8328 

4.8709 

6.8880 

3.6434 

6.6377 

3.7645 

Table 4.5. A ieible ofh\T-Tc and Inr 

We fit l7i{r) versus In(T - Tc) shown in the Fig. 4.9. 

4 . ' , 

7.4 

FIG. 4.9. A graph of logarithm of the autocorrelation coefficierit r against tem­

perature ln(7' —71,.) to measure the dynamic critical exporierit z. 

We measured the gradient, and since ;/ has been determined, the expo­

nent, z is easily computed to be the gradient divided by ;/. Our result for 

the dynamic critical exponent is z = 2.11 ±0.05. The error measurement 

used is the standard deviation which is obtained directly from Maple. 
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CONCLUSION 

Much has been written about the Potts-Ising model, but very little on 

the symbolic computation of the Potts-Ising model. This thesis therefore 

serves to begin bridging this long-standing gap. In this thesis, I have con­

sidered the symbolic solution of the two-dimensional Potts-Ising model 

by the perturbation method. The one-dimensional case is not interesting 

because the partition function is analytic and does not reveal any phase 

transition. However, from the one-dimensional computation, a method 

for attacking the two-dimensional case is made clear. Using the screw 

method of Kramers and Wannier, I developed an algorithm using Maple 

for computing the low-temperature partition function and the eigenvector 

series without an external magnetic field, which has not be done before. 

The algorithm was carefully designed so that one can use it to teach the 

construction of the partition function by Kramers and Wannier. Moreover 

the algorithms are easily adaptable to be used with any work that requires 

the construction of V-matrices for both numerical and symbolic compu-

149 
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ta t ion . The t ransformat ion ma t r ix which is used to simplify t h e comple te 

V-matr ix has also been buil t into t h e p rogram. 

I have also incorpora ted t he two-dimensional exact series solution of 

Onsager 's computa t ion on a square lat t ice. T h e series solution of t he two-

dimensional Ising model wi th many components has also been buil t . T h e 

pa rame te r s is the number of components one needs to input . For s = 2, 

the many components la t t ice reduces to the K r a m e r s and Wannie r model . 

I have also buil t an a lgor i thm t h a t computes t h e three-dimensional Ising 

model . I t is an extension of t he work of Kramer s and Wannie r which was 

s tar ted by Oguchi. M y symbolic computa t ion reveals t h e addi t ional infor­

mat ion t ha t if n is odd, t h e number of the submatr ices of t he V-ma t r i x 

must be 1 each. Otherwise the computa t ion of t he par t i t ion function 

computa t ion will be false. If n is even, t hen twice t h e n u m b e r of t h e 

submatr ices P, Q, R, and S mus t be taken. In fact t he computa t ion of t h e 

eigenvectors of t he par t i t ion function would be almost impossible wi thou t 

the symbolic computa t ion . Until now only 3-screw and 5-screw computa ­

tion has been a t t e m p t e d . M y work, however, has generalized t h e screw 

approach to t he r*-screw. Ano the r achievement is t h e a lgor i thm t h a t com­

putes the ground s t a t e entropy, Wa(ej), for a la t t ice , G, where q > 3 is an 

integer. The computa t ion is carried out on square , t r iangular , and Kagome 

latt ices, for t he n u m b e r of colors q = 3, q — 4, and q = 3, respectively. 

T h e only concern for t h e a lgor i thm based on K r a m e r s and Wannie r 

V-matr ices and its extension is t h a t t h e size of t he mat r ices used in t h e 

computa t ion grows rapidly. Therefore for large mat r ices t he p r o g r a m is 

slow (for specific examples see chapter 3) . 
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Nevertheless this work demonstrates the first use of Maple symbolic 

computation to attack the partition function of the Ising model based on 

the V-matrices of Kramers and Wannier and other statistical mechanics 

problems. 

For the microcanonical simulation, an important achievement is the 

general formula which has been derived to compute the temperature or 

the inverse temperature of a system that uses the demon approach. The 

deduction from the general formula is also significant. With only one 

condition to check, one can use a simpler formula with a relatively very 

small error. Moreover, it shows that in general the demon's energy is 

independent of the dimension of the lattices when considering nearest 

neighbor interaction. The simulation results are also comparable to the 

theoretical results. The graphs obtained from my simulation results truly 

confirm theoretical prediction. 

As a possible extension to the work so far achieved, several alterna­

tive approaches to the solution of the Potts-Ising model exist. A natural 

extension to this work is the high-temperature computation of partition 

function of the model. Another immediate need to be addressed is the 

inclusion of the an external magnetic field into the Hamiltonian equation. 

There are also other methods based on group theory that should be imple­

mented. For example, the set U can be thought of as points of a countable 

set, 

U :={A:AZZV}, 

which is the set of i;-tuples of integers of lattice sites per each cell or a 
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sum of several lat t ice sites per uni t cell. 

If one considers a set A C V(G), t h e n the group of graphs is given as 

A " : & A = I I Si = {I = {h)beBAh 
b&Bh 

where Qi, denotes the dual group of Q'b x £ M. The Hami l ton ian definition 

for th is Ising model (G,Q,K') could be given as 

ri((T) = - Y I<eVe,0-eg. (5.1) 

For graph theory, one can link t he coefficients of t he par t i t ion function 

of t he series to t he number of ways of coloring a graph G with a given 

number of colors, which also can be linked to t h e computa t ion of t h e 

chromat ic polynomial . 

From combinatorial theory, at zero magnet ic field, one can obta in t h e 

power series expansion by counting the n u m b e r of ways of forming closed 

pa ths of a given length along the bonds of t h e la t t ice . In th is case, t h e 

par t i t ion function can be in t he form 

*= Y ••• Y UexpiKwj). 

The produc t over n.n denotes t he p roduc t over values of i and j corre­

sponding to nearest neighbor points of t he lat t ice [44], 

The C*-algebra considerat ion of t h e Ising model can consider t h e Hamil ­

tonian 

ri(n) - ~ftrtiH(<Ti + <r,+1) - /^J<TJ<T,+1, 

where a : 2 ~» {1, - 1 } , and Z is t he set of integers . One can denote GfC[a,b], 

t he algebra of all observables relat ive to t h e interval [a, b] which can be 
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equipped with t h e sup-nom: 

\\A\\= Slip |.4((T ( I,...fT,,)|, 

where k'[lhb] is the configuration space for the interval [aji] [44]. 

Also the complicated derivation of Onsager's complete solution of the 

Ising model on a square net can be tackled in a less complicated form 

by considering dimer statistics. A dimer is simply a figure that may be 

drawn on a lattice that covers two nearest-neighbor sites and the bond 

that joins them. In this case the generating function for closest-packed 

dimer configurations is related to the Pfaffians, which is an antisymmetric 

matrix whose associated determinants can be evaluated. This Pfaffians 

plays a crucial role in the analysis of the two-dimensional Ising model [44]. 

All these are issues which need to be addressed with symbolic computation 

in the future. 

The strategy which I would hope to follow in the future with the work 

of the symbolic computation and the simulation method, which is beyond 

this scope of thesis is to send information from the simulation to the sym­

bolic and vice versa. In this way the results of the symbolic computation 

could be piped to the various components of wie simulation which need 

them. Ideally, the work so far achieved is a stepping stone which, if the 

various approaches are followed satisfactorily, should be integrated into a 

comprehensive package of tools for dealing with the Potts-Ising model. 

Finally it is anticipated that it will be fully developed into a marketable 

software. Because the model has a wide application, I hope that it will be 

helpful as a tool for research as well as in the classroom. 
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# Lars Onsager generalization of the Kramers and Wannier series solution of the 

# Ising square net. x=tanh(2H)/cosh(2H) H=J/kT, J is the interaction strength. 

# x is normally given to be kappa (k) k=tanh(H)/(2*cosh(H)) or 

# 2k=sinh(H)/cosh'-2(H) 

# This progrm computes the exact 2-d partition function of Ising square net 

# in series. 

ex2dser* s:=proc(t) local tl,t2; 

tl:=-su. ..inomial(2*n,n)"2*(4*n)"(-l)*x's(2*n),n=i. .t+2) ; 

K_:=x=tanh(H)/(2*cosh(H)); 

pf=2*cosh(H)* (value (subs ({ln(e)=l,0=0},series(e',tlJx=0,t+2)))); 

end; 

#This computes the associated two-dimensional partition function on a square 

#lattice for the lower right negative Kramers and Wannier matrix defined 

#on the LEFT by perturbation method given in series. 

d21npps:= proc(n,p) local cl,c2,Id,i,ii,j,k,ms,nl,q,u0,ul,u2,ls; 

#'nJ is the size of the matrices and Jp' is the length of the series 

#options trace; 

nl:=2"n/2; 

#compute the needed matrices. 
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uO:=matrix(nl,nl,[]): #the constant matrix UO 

for i to nl do 

for j to nl do 

if j=2*i-l then uO[i,j]:=l 

else uO[i,j]:=0 

fi; 

od; 

od; 

ul:=matrix(nl,nl,[]): #the constant matrix UI 

for i to nl do 

for j to nl do 

if j=2*i then ul[i,j]:=l 

elif j=2*(nl-i)+2 then ul[i,j]:=-l 

else ul[i,j]:=0 

fi; 

od; 

od; 

u2:=matrix(nl,nl,[]): #the constant matrix U2 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=-l 

else u2[i,j]:=0 

fi; 

od; 



od; 

#perturbation method begins here. 

#set up array to be used in the perturbation computation 

for i from 0 to p do 

f.i:=matrix(l,nl,[seq(ff.j,j=0..nl-1)]); 

od; 

#begin perturbation computation. 

#compute initial perturbation results. 

Id 

LO 

fO 

LI 

Is 

= array(identity, 1 

=matrix(l 

=matrix(l 

=matrix(l 

1.C13); 

.nl,l. 

#linso 

nl,[l,0$nl-l]); 

1,[0]); 

• nl); 

Ive(multiply(u0,f0),f0); 

=map(evalm,fI&*(ld-u0)=f0&*ul); 

for i from 1 to nl do 

m.i :=lhs(Is)[1, i ]=rhs(Is) [ 1 , i ] ; 

od; 

assign(solve({seq(m.i , i=l . .nl)} { oq(f f .k ,k=l . .n l -1)})) ; 

f l :=mat r ix ( l ,n l , [0 , seq( f f .k ,k=l . .n l -1 ) ] ) ; 

readlib(unassign): 

unass ign(evaln( f f . (1 . ,n i - i ) ) ) ; 

L2:=evalm(-matrix(1,1,[f0[1,nl]])); 
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#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

for i from 2 to p do 

U.i := f . i&*(Id-uO)=f . ( i - l )&*ul+f . ( i -2)&*u2-

conver t ( [seq(L. (q+2)&*f. ( i -q-2) , q=0 . . i - 2 ) ] j ' + ' ^ q ^ ' q ' : 

U.i:=map(evalm,U.i); 

for i i from 1 t o nl do 

m s [ i i ] : = l h s ( U . i ) [ 1 , i i ] = rhs (U. i ) [ 1 , i i ] ; 

o d ; i i : = J i i ' : 

a s s i g n ( s o l v e ( { s e q ( m s [ k ] , k = l . . n l ) } , { s e q ( f f . k , k = l . . n l - 1 ) } ) ) ; 

f . i : = m a t r i x ( l , n l , [ 0 , s e q ( f f . k , k = l . , n l - l ) 3 ) ; 

r e ad l i b (unas s ign ) : 

u n a s s i g n ( e v a l n ( f f . ( 1 . . n l - 1 ) ) ) ; 

L . ( i + 1 ) : = e v a l m ( - m a t r i x ( l , 1 , [ f . ( i - 1 ) [ 1 , n l ] ] ) ) ; 

od; 

#matrices used on the pe r tu rba t ion computation 

U„0:=uO: 

U_l:=ul : 

U_2:=u2: 

#eigenvalues and eigenvectors series 
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c v : = s o r t ( c o n v e r t ( [ s e q ( b " i * f . i , i ^ O . . p ) ] , ' + ' ) ) : 

#cv:=map(evalm,cv); 

conve r t ( [ s eq (b~ i*L . i [1 ,1 ] , 1 = 0 . . p ) ] , ' + - ' ) ; 

end; 

#This computes the associated two-dimensional partition function on a square 

#lattice for the upper left positive Kramers and Wannier matrix defined on the * 

d21ppps*= proc(n,p) local cl,c2,Id,i,ii,j,k,ms,nl,q,u0,ul,u2; 

#'n' is the size of the matrices and 'p* is the length of the series 

#options trace; 

nl:=2~n/2; 

#compute the needed matrices. 

uO:=matrix(nl,nl, []): 

for i to nl do 

for j to nl do 

if j=2*i-l then uO[i,j]:=l 

else uO[i,j]:=0 

fi; 

od; 

od; 



ul:=matrix(nl,nl,[] ): 

for i to nl do 

for j to nl do 

if j=2*i or j=2*(nl-i)+2 then ui[i,j]:=l 

else ul[i,j]:=0 

fi; 

od; 

od; 

u2:=matrix(ni ,nl, [] ) : 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=l 

else u2[i,j]:=0 

fi; 

od; 

od; 

#perturbation method begins here. 

#set up array to be used in the perturbation computat 

for i from 0 to p do #frist define all the fi's 

f . i:=matrix(l,nl,[seq(ff.j,j=0..nl-l)]); 

od; i:='i': j:='j': 

#begin perturbation computation. 



#compute initial perturbation results. 

Id:= array(identity, 1..nl,l..nl); 

LO: =matrix(l, 1, [1] ); #1 ins olve (mult iply(u.O ,f 0) ,f 0) ; 

fO:=matrix(l,nl,[l,0$nl-l]); 

Ll:=matrix(l,l,[0]); 

fl:=matrix(l,nl, [0$(nl-2),1,0]); 

L2:=matrix(l,l,[0]); 

f2:=matrix(l,nl,[0$(nl-l),1]); 

L3:=matrix(l,l,[0]); 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

for i from 3 to p do 

U.i:= f.i&*(ld-u0)=f.(i-l)&*ul+f.(i-2)&*u2-

convert([seq(L.(q+3)&*f.(i-q-3), q = 0 . . i - 3 ) ] , ' + ' ) ; q : = ' q ' : 

b i:=map(evalm,U.i); 

for i i from 1 to nl do 

ms[ i i ] := lhs (U. i ) [ l , i i ]= r h s ( U . i ) [ l , i i ] ; 

o d ; i i : = , i i J : 

assign (solve «seq(ms[k] ,k=l . .n l )} ,{seq(f f .k ,k=l . .n l -1)})) ; 

f . i :=mat r ix ( l ,n l , [0 , seq( f f .k ,k= l . .n l -1 ) ] ) ; 

readlib(unassign): 

unass ign(evaln(ff . (1 . .n l -1))) ; 
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L. (i+1):=matrix(l,l,[f.(i-1)[l.nl]]); 

od; 

#matrices used on the perturbation computation 

U_0:=u0: 

U_l:=ul: 

U_2:=u2: 

#eigenvalues and eigenvectors series 

c_v:=sort(convert([seq(b~i*f.i, i=0..p)],'+')): 

#cv:=map(evalm,cv); 

conve r t ( [ s eq (b~ i*L . i [1 ,1 ] , i = 0 . . p ) ] , ' + ' ) ; 

end; 

#This computes the associated two-dimensional partition function on a square 

#lattice for the upper left positive Kramers and Wannier matrix defined on the 

#RIGHT by perturbation method given in series. 

d2rppps:= proc(n,p) local cl,c2,Id,i,ii,j,k,ms.nl,q,u0,ul,u2; 

#'n' is the size of the matrices and 'p' is the length of the series 

#options trace; 

nl:=2"n/2; 

http://ms.nl


#compute the needed matrices. 

uO:=matrix(nl,nl,[]): 

for i to nl do 

for j to nl do 

if j=2*i-l then uO[i,j]:=l 

else uO[i,j]:=0 

fi; 

od; 

od; 

ul :=matrix(nl,nl, []) : 

for i to nl do 

for j to nl do 

if j=2*i or j=2*(nl-i)+2 then ul[i,j] 

else ul[i,j]:=0 

fi; 

od; 

od; 

u2:=matrix(nl,nl, []): 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=l 

else u2[i,j]:=0 

fi; 

od; 



od; 
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#per turba t ion method begins he re . 

#se t up ar ray to be used in the pe r tu rba t ion computation 

for i from 0 to p do 

f . i : = m a t r i x ( n l , l , [ s e q ( f f . j , j = 0 . . n l - 1 ) ] ) ; 

od; i : = ; i ' : j : = ' j ' : 

#begin pe r tu rba t ion computation. 

#compute i n i t i a l pe r tu rba t ion r e s u l t s . 

Id:= a r r a y ( i d e n t i t y , 1 . . n l , 1 . . n l ) ; 

L 0 : = m a t r i x ( l , l , [ 1 ] ) ; # l inso lve(mul t ip ly(uO,fO) , f0) ; 

f 0 : = m a t r i x ( n l , 1 , [ 1 , 0 $ n l - l ] ) ; 

# f O t : = m a t r i x ( l , n l , [ 1 , 0 $ n l - l ] ) ; 

L l : = m a t r i x ( l , l , [ 0 ] ) ; 

f l : = m a t r i x ( n l , l , [0$n l ] ) ; 

L 2 : = m a t r i x ( l , l , [ 0 ] ) ; 

f 2 : = m a t r i x ( n l , 1 , [ 0 $ n l - l , 1 ] ) ; 

L 3 : = m a t r i x ( l , l , [ 0 ] ) ; 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 



for i from 3 to p do 

U.i:= (Id-u0)&*f.i=ul&*f.(i-l)+u2&*f.(i-2)-

convert([seq(f.(i-q-3)&*L.(q+3), q = 0 . . i - 3 ) ] , ' + ' ) ; q : = ' q ' : 

U.i:=map(evalm,U.i); 

for i i from 1 to nl do 

ms[ i i ] := lhs (U. i ) [ i i , l ]= r h s ( U . i ) [ i i , l ] ; 

o d ; i i : = ' i i ' : 

assign(solve({seq(ms[k],k=l. .nl)},{seq(ff .k,k=i. .nl-1)})); 

f . i :=mat r ix (n l , l , [0 , seq( f f .k ,k= l . .n l -1 ) ] ) ; 

readlib(unassign): 

unassign(evaln(ff.(l..nl-1))); 

L.(i+l):=matrix(l,l,[f.i[2,l]]); 

od; 

#matrices used on the perturbation computation 

U_0:=u0: 

U_l:=ul: 

U_2:=u2: 

#eigenvalues and eigenvectors series 

cv i^sort (convert ( [seq(b'"i*f . i, i=0. .p)] ,' + ')) : 

#cv:=map(evalm,cv); 

convert([seq(b"i*L.i[1,1], i = 0 . . p ) ] , f + ' ) ; 
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#This computes the associated two-dimensional partition function on a square 

#lattice for the lower right negative Kramers and Wannier matrix defined on the 

#RIGHT by perturbation method given in series. 

d2rnpps:= proc(n,p) local cl,c2,Id,i,ii,j,k,ms,nl,q,uO,ul,u2; 

#'n' is the size of the matrices and 'p' is the length of the series 

#options trace; 

nl:=2~n/2; 

#compute the needed matrices. 

uO:=matrix(nl,nl, []) : 

for i to nl do 

for j to nl do 

if j=2*i-l then uO[i,j]:=l 

else uO[i,j]:=0 

fi; 

od; 

od; 

ul :=matrix(nl,nl, [] ) : 

for i to nl do 

for j to nl do 



if j=2*i then ul[i,j]:=l 

elif j=2*(nl-i)+2 then ul[i,j]:=-l 

else ul[i,j]:=0 

fi; 

od; 

od; 

u2: =matrix(nl,nl, [] ) : 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=-l 

else u2[i,j]:=0 

fi; 

od; 

od; 

#perturbation method begins here. 

#set up array to be used in the perturbation computati 

for i from 0 to p do 

f.i:=matrix(nl,l,[seq(ff.j,j=0..nl-1)]); 

od; i:='i': j:='j': 

#begin perturbation computation. 

#compute initial perturbation results. 
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Id:= array(identi ty, 1 . . n l , 1 . . n l ) ; 

L0:=matr ix( l , l , [ l ] ) ; #linsolve(multiply(uO,fO),f0); 

fO:=matr ix(nl , l , [ l ,0$nl- l ] ) ; 

#fOt:=matr ix( l ,n l , [ l ,0$nl- l ] ) ; 

Ll :=matr ix( l , l , [0] ) ; 

f l :=matr ix(nl , l , [0$nl]); 

L2:=matrix(l , l , [0]) ; 

f2:=matrix(nl ,1,[0$nl-l ,1]) ; 

L3:=matrix(l , l , [0]) ; 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

for i from 3 to p do 

U.i:= (Id-u0)&*f.i=ul&*f.(i-l)+u2&*f.(i-2)-

convert([seq(f.(i-q-3)&*L.(q+3), q=0..i-3)],'+');q:='q': 

U.i:=map(evalm,U.i); 

for ii from 1 to nl do 

ms[ii]:=lhs(U.i)[ii,l]= rhs(U.l)[ii,1]; 

od;ii:='ii': 

assign(solve({seq(ms[k],k=l..nl)},{seq(ff.k,k=l..nl-1)})); 

f .i:=matrix(nl,l,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(1..nl-1))); 

L.(i+l):=matrix(l,l,[f.i[2,l]]); 
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#matrices used on the perturbation computation 

U_0:=uO: 

U_l:=ul: 

U_2:=u2: 

#eigenvalues and eigenvectors series 

cv:=sort(convert([seq(b~i*f. i, i=0..p)],'+')): 

#cv:=map(evalm,cv); 

conve r t ( [ s eq (b~ i*L . i [1 ,1 ] , i=0 . .p )J , ' + ' ) ; 

end; 

#This program calculates the complete V matrix of Kramers and Wannier 

d2cvmat:= proc(n) local cl,c2,a,b,u0,ul,u2,f0,f2,nl; 

#options trace; 

if nargs=l then 

a:=exp(2*K): b:=exp(-2*K): 

else 

a:=args[2]; b:=args[3]; 

f 1; 
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nl:=2~n/2; 

uO:=matrix(nl,nl, []): 

for i to nl do 

for j to nl do 

if j=2*i-l then u0[i,j]:=a 

elif j=2*i then uO[i,j]:=l 

else uO[i,j]:=0 

fi; 

od; 

od; 

u2:=matrix(nl,nl,[]): 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=b 

elif j=2*(nl-i)+2 then u2[i,j]:=l 

else u2[i,j]:=0 

fi; 

od; 

od; 

cvm:=augment(stack(u0,u2),stack(u2,u0)); 

end; 

#This program calculates the lower negative V matrix 
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d21nvmat:= proc(n) local cl,c2,a,b,u0,ul,u2,f0,f2,nl; 

#options trace; 

if nargs=l then 

a:=exp(2*K): b:=exp(-2*K): 

else 

a:=args[2]; b:=args[3]; 

f i; 

nl:=2~n/2; 

u0:=matrix(nl,nl,[]): 

for i to nl do 

for j to nl do 

if j=2*i-l then u0[i,j]:=a 

elif j=2*i then uO[i,j]:=l 

else uO[i,j]:=0 

fi; 

od; 

od; 

u2:=matrix(nljnl,[]): 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=-b 

elif j=2*(nl-i)+2 then u2[i,j]:=-l 

else u2[i,j]:=0 

fi; 

od; 



od; 

f0:=delrows(uO,nl/2+1..nl); 

f2:=delrows(u2,1..nl/2); 

stack(f0,f2); 

end; 

#This program calculates the upper V matrix of Kramers 

d2upvmat:= proc(n) local cl,c2,a,b,f0,f2,u0,ul,i2,nl; 

#options trace; 

if nargs=l then 

a:=exp(2*K): b:=exp(-2*K): 

else 

a:=args[2]; b:=args[3]; 

fi; 

nl:=2~n/2; 

uO :=matrix(nl ,nl, [] ) : 

for i to nl do 

for j to nl do 

if j=2*i-l then u0[i,j]:=a 

elif j=2*i then u0[i,j]:=l 

else u0[i,j]:=0 

fi; 
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od; 

od; 

u2:=matrix(nl,ni,[]): 

for i to nl do 

for j to nl do 

if j=2*(nl-i)+l then u2[i,j]:=b 

elif j=2*(nl-i)+2 then u2[i,j]:=l 

else u2[i,j]:=0 

fi; 

od; 

od; 

f0:=delrows(u0,nl/2+l..nl); 

f2:=delrows(u2,l..nl/2); 

stack(f0,f2); 

end; 

$This is the transformation maxrix which transforms the a square matrix into 

#left upper and right lower parts. In particular the complete Kramer and 

#Wannier matrix is transformed into two V matrices. 

stmatrix:=proc(n) local Hl,H2,H,nl ; 

#options trace; 

nl:=2"n; 

HI:=array(identity,!..nl/2,1..nl/2); 
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H2:=evalm(-array(identity,1..nl/2,1..ni/2)); 

H:=copyinto(H2,stack(augment(Hl,Hl),augment(HI,HI)),nl/2+l,nl/2+l); 

end; 

The three-dimensional perturbation method follows 

#This computes the associated three-dimensional partition function on a cubic 

#lattice for the lower right negative Kramers and Wannier matrix defined on the 

#LEFT by perturbation method given in series. 

d31npps:=proc(n,p) local nl,jl,Pl,01,P2,k; 

#'n' is the size of the matrices and 'p' is the length of the series 

#options trace; 

with(linalg): 

nl:=2-n/2; 

if type(n,odd) then 

k:=l; 

elif type(n, even) then 

k:=2; 

else ERR0R('n must be a positive integer'); 

fi; 

if n<3 then 

ERR0R('n must be 3 or greater'); 

f i; 

if n >=3 then 

jl:=n-l-k; 
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nb:=k; 

fi; 

#create the needed matrices. 

Pl:=matrix(2"(jl-1),2"jl,[]): #the constant matrix UO 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2*i-l then Pl[i,j]:=l: 

else Pi[i,j]:=0: 

ii: 

od: 

od: 

print(PI); 

P2:=matrix(2~(jl-1) ,2*jl, [] ) : 

for i to 2"(jl-i) do 

for j to 2"jl do 

if j=2*i then P2[i,j]:=l: 

else P2[i,j]:=0: 

fi: 

od: 

od: 

print(P2); 

Ql:=matrix(2~(jl-1) ,2" jl, []) : 



for i to 2" (j1-1) do 

for j to 2"ji do 

if j=2"jl-l-2*(i-l) then Ql[i,j]:=l: 

else Ql[i,j]:=0: 

fi: 

od: 

od: 

print(Ql); 

Q2:=matrix(2~(ji-l),2"ji,[]): 

for i to 2"(j1-1) do 

for j to 2~jl do 

if j=2~jl-2*(i-l) then q2[i,j]:=l: 

else Q2[i,j]:=0: 

fi: 

od: 

od: 

print(q2); 

uO:=matrix(nl,nl,0); 

for i from 1 to nb do 

uO:=copyinto(Pl,uO,(2~(jl-l))*2*(i-l)+l,2"ji*2*(i-l)+i); 

od; 

ul:=matrix(nl,nl,0); 

for i from 1 to nb do 
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ul:*copyinto(P2,ul,(2~(jl-l))*2*(i-i)+l,2-jl*2*(i-l)+l); 

ul:=copyinto(Pl,ul,2"(jl-l)*(2*i-l)+i,2"jl*(2*i-l)+l); 

ul:=copyinto(evalm(-q2),ul,nl/2+2"(jl-l)*2*(i-l)+l,nl-2~jl*(2*i-l)+l); 

od; 

u2:=matrix(nl,nl,0); 

for i from 1 to nb do 

u2:=copyinto(P2,u2,2~(jl-l)*(2*i-i)+l,2"jl*(2*i-l)+l); 

u2:=copyinto(evalm(-qi),u2,nl/2+2~(jl-i)*2*(i-l)+l,nl-2~jl*(2*i-l)+l); 

u2:=copyinto(evalm(-q2),u2,nl/2+2~(jl-i)*(2*i-l)+l,nl-2"'jl*2*i+l); 

od; 

u3:=matrix(nl,ni,0); 

for i from 1 to nb do 

u3:=copyinto(evalm(-qi),u3,nl/2+2"(jl-l)*(2*i-l)+l,nl-2"jl*2*i+l); 

od; 

u3:=matrix(nl,nl,0) ; 

r 

for i from 1 to nb do 

u3:=copyinto(qi,u3,nl/2+2~(j1-1)*(2*i-l) + l,nl-2\ l*2*i+l); 

od; 

#perturbation method begins here. 

#define array to bo used in the computation 
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for i from 0 to p do #define array to be used in the computation 

f.i:=matrix(l,nl,[seq(ff.j,j=0..nl-i)]); 

od; i: = 'i' : j:='j': 

#begin perturbation computation. 

#compute initial perturbation results. 

Id:= array(identity, 1..nl,1..nl); 

LO:=matrix(l,l,[l]); #linsolve(multiply(uO,fO),f0); 

fO:=matrix(l,nl,[lJ0$nl-l]); 

#f0t:=matrix(l,nl,[l,0$nl-l]); if each eqn is multiplied through by this 

#matrix the LJs are easily computed 

Ll:=matrix(l,l,[0]); 

ls:=map(evalm,fl&*(ld-u0)=f0&*ul); 

for i from 1 to nl do 

m.i:=lhs(Is)[1,i]=rhs(Is) [1,i] ; 

od; 

assign(solve({seq(m.i,i=l..nl)},{seq(ff.k,k=l..nl-1)})); 

fl:=matrix(l,nl,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(1..nl-1))); 

L2:=matrix(l,l,[0]); 

Is:=map(evalm,f2&*(ld-u0)=fl&*ul+f0&*u2); 

for i from 1 to nl do 



m.i:=lhs(ls)[l,i]=rhs(ls)[l,i]; 

od; 

assign(solve({seq(m.i,i=l..nl)},{seq(ff.k,k=l..nl-1)})); 

f2:=matrix(l,ni,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(1..nl-i))); 

L3:=matrix(l,l,[0]); 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

for i from 3 to p do 

U.i:= f.i&*(ld-u0)=f.(i-i)&*ul+f.(i-2)&*u2+f.(i-3)&*u3-

convert([seq(L.(q+3)&*f.(i-q-3), q=0..i-3)],'+');q:='q': 

U.i:=map(evalm,U.i); 

for ii from 1 to nl do 

ms[ii]:=lhs(U.i)[l,ii]= rhs(U.i)[l,ii]; 

od;ii:='ii': 

assign(solve({seq(ms[k],k=l..nl)},{seq(ff.k,k=l..nl-1)})); 

f.i:=matrix(l,nl,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(1..nl-1))); 

L.(i+l):=matrix(l,l,[f.(i-2)[l,nl]]); 

od; 
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#matrices used on the perturbation computation 

U_0:=u0: 

U_l:=ul: 

U_2:=u2: 

U_3:=u3: 

#eigenvalues and eigenvectors series 

cv:=sort(convert([seq(b~i*f. i, 1=0..p)],'+')): 

#cv:=map(evalm,cv); 

convert([seq(b~i*L.i[l,l], i=0..p)],'+'); 

end; 

#This computes the associated three-dimensional partition function on a cubic 

#lattice for the lower right negative Kramers and Wannier matrix defined on 

#RIGHT by perturbation method given in series. 

d3rnpps:=proc(n,p) local Id,nl,jl,Pl,P2,qi,q2,k; 

#'nJ is the size of the matrices and 'p' is the length of the series 

#options trace; 

nl:=2~n/2; 

if type(n,odd) then 

k:=l; 

elif type(n, even) then 

k:=2; 
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else ERRORCn must be a positive integer'); 

fi; 

if n<3 then 

ERRORCn must be 3 or greater'); 

fi; 

if n >=3 then 

jl:=n-l-k; 

nb:=k; 

f i; 

#compute the needed matrices. 

Pl:=matrix(2~(jl-l),2~jl,[]): #the constant matrix UO 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2*i-l then Pl[i,j]:=l: 

else Pl[i,j]:=0: 

fi: 

od: 

od: 

print(PI); 

P2:=matrix(2~(jl-1) ,2'jl, []) : 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2*i then P2[i,j]:=l: 
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else P2[i,j]:=0: 

fi: 

od: 

od: 

print(P2); 

qi:=matrix(2"(jl-l),2-jl, []): 

for i to 2"(jl-l) do 

for j to 2*jl do 

if i=2"jl-l-2*(i-l) then qi[i,j]:=l: 

else qi[i,j]:=0: 

fi: 

od: 

od: 

print(qi); 

q2:=matrix(2"(jl-l) ,2"ji, [] ) : 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2'*jl-2*(i-l) then Q2[i,j]:=l: 

else q2[i,j]:=0: 

fi: 

od: 

od: 

print(q2); 

u0:=matrix(ni,nl,0); 



of/de 
PM-1 3' 2"x4" PHOTOGRAPHIC MICROCOPY TARGET 

NBS 1010a ANSI/ISO #2 EQUIVALENT 



is:» 
for i from 1 to nb do 

u0:=copyinto(Pl,u0,(2~(jl-l))*2*(i-l) + l,2".]l*2*(i-l) + l); 

od; 

ul:=matrix(nl,nl,0); 

for i from 1 to nb do 

ul:=copyinto(P2,ul,(2~(jl-l))*2*(i-l)+l,2"jl*2*(i-l)+l); 

ul:=copyinto(Pl,ul,2~(jl-l)*(2*i-l)+l,2~jl*(2*i-l)+l); 

ul:=copyinto(evalm(-q2),ul,nl/2+2"(jl-l)*2*(i-l)+l,nl-2~jl*(2*i«l)+l); 

od; 

u2:=matrix(nl,nl,0); 

for i from 1 to nb do 

u2:=copyinto(P2,u2,2~(jl-l)*(2*i-l)+l,2~jl*(2*i-l)+l); 

u2:=copyinto(evalm(-qi),u2)nl/2+2-(jl-l)*2*(i-l) + l,nl-2"jl*(2*i--l) + l); 

u2:=copyinto(evalm(-q2),u2,nl/2+2"(j 1-1)*(2*i-l) + 1 >nl-2'"jl*2*i+l) ; 

od; 

u3:=matrix(nl,nl,0); 

for i from 1 to nb do 

u3:=copy into (evalm(-qi),u3,nl/2+2"(j 1-1) *(2*i-i)+l,nl-2'"] 1*2*1+1); 

od; 

#perturbation method begins here. 

#set up array to be used in the perturbation computation 
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for i from 0 to p do 

f.i:=matrix(ni,i,[seq(ff.j,j=0..nl-1)]); 

od; 

#begin perturbation computation. 

#compute initial perturbation results. 

Id = array(identity, 1..nl,1..nl); 

LO:-matrix(1,1,[1]); 

fO:=matrix(nl,l,[l,0$nl-l]); 

#fOt:=matrix(l,nl,[l,0$nl-l]); if each eqn is multiplied through by this 

#matrix the L's are easily computed 

LI 

fl 

L2 

f2 

L3 

=matrix(l,l,[0]); 

=matrix(nl,l,[0$nl]); 

=matrix(l,l,[0]); 

=matrix(nl,1,[0$nl]); 

-matrix(1,1, [0]) ; 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

fox- i from 3 to p do 

U.i:= (Id-u0)&*f.i=ul&*f.(i-l)+u2&*f.(i-2)+u3&*f.(i-3)-

convert([seq(f.(i-q-3)&*L.(q+3), q=0..i-3)],'+');q:=Jq' 



IS! 

U.i:=map(evalm,U.i); 

fo r i i from 1 to n l do 

m s [ i i ] : = l h s ( U . i ) [ i i , l ] = rhs (U. i ) [ i i . l ] ; 

o d ; i i : = ; i i J : 

a s s i g n ( s o l v e ( { s e q ( m s [ k ] , k = l . . n l ) } , { s e q ( f f . k , k = l . . n l - 1 ) } ) ) ; 

f. i ^ m a t r i x ( n l , 1, [0 ,seq(ff . k ,k= l . . n l - 1 ) ] ) ; 

readlib(unassign): 

unassign(evaln(ff.(1..nl-l))); 

L.(i+l):=matrix(l,l,[f.i[2,l]]); 

od; 

#matr ices used on the p e r t u r b a t i o n computation 

U_0:=u0: 

U_l :=ul : 

U_2:=u2: 

U_3:=u3: 

#eigenvalues and eigenvectors series 

cv:=sort(convert([seq(b~i*f.i, i=0..p)],'+')): 

#cv:=map(evalm,cv); 

convert([seq(b"i*L.i[l,l], i=0..p)],'+'); 

end; 

#This computes the associated three-dimensional partition function on a cubic 
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#lattice for the left upper left positive Kramers and Wannier matrix defined 

# on the LEFT by perturbation method given in series. 

d3Ippps:-proc(n,p) local nl,j1,Pi,01.P2,k; 

#'n' is the size of the matrices and 'p' is the length of the series 

# options trace; 

ni:=2~n/2; 

if type(n,odd) then 

k:=l; 

elif type(n, even) then 

k:=2; 

else ERRORCn must be a positive integer'); 

fi; 

if n<3 then 

ERRORCn must be 3 or greater'); 

fi; 

if n >=3 then 

jl:=n-l-k; 

nb:=k; 

fi; 

#compute the needed matrices. 

Pl:=matrix(2-(jl-l),2"jl,[]): 

for i to 2"(jl-l) do 

for j to 2"j1 do 



ISti 

if j=2*i-l then Pl[i,j]:=l: 

else Pl[i,j]:»0: 

fi: 

od: 

od: 

print(PI); 

P2:=matrix(2-(jl-l) ,2~jl, []) : 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2*i then P2[i,j]:=l: 

else P2[i,j]:=0: 

fi: 

od: 

od: 

print(P2); 

qi: =matrix(2"(j 1-1),2"j 1, []): 

for i to 2"(j1-1) do 

for j to 2"j1 do 

if j=2-jl-l-2*(i-l) then Ql[i,j]:=l: 

else qi[i,j]:=0: 

fi: 

od: 

od: 

print(qi); 



Q2:=matrix(2~(jl-l),2~ji, []) : 

for i to 2"(j1-1) do 

for j to 2~jl do 

if j=2'jl-2*(i-l) then q2[i,j]:=l: 

else Q2[i,j]:=0: 

fi: 

od: 

od: 

print(Q2); 

uO:=matrix(nl,nl,0); 

for i from 1 to nb do 

u0:=copymto(Pl,u0, (2"(jl-l))*2*(i-l)+l,2'sjl*2*(i-l) + l) ; 

od; 

ul:=matrix(nl,nl,0); 

for i from 1 to nb do 

ul:=copyinto(P2,ul,(2~(jl-l))*2*(i-l)+l,2-jl*2*(i-l)+l); 

ul:=copyinto(Pl,ul,2"(jl-l)*(2*i-l)+l,2"jl*(2*i-l)+l); 

ul:=copyinto(q2,ul,nl/2+2"(jl-l)*2*(i-l)+l,nl-2~jl*(2*i-l)+l); 

od; 

u2:=matrix(nl,nl,0); 

for i from 1 to nb do 

u2:=copymto(P2,u2,2-(jl-l)*(2*i-l)+l,2~jl*(2*i-l)+l); 



u2:=copyinto(qi,u2,ni/2+2-(jl-l)*2*(i-l)+l,nl-2~ji*(2*i~i)+l}; 

u2:=copyinto(q2,u2,nl/2+2"(jl-l)*(2*i-l)+l,nl-2~jl*2*i+l); 

od; 

u3:=matrix(nl,nl,0); 

for i from 1 to nb do 

u3:=copyinto(qi,u3,nl/2+2"(jl-l)*(2*i-l)+l,nl-2"jl*2*i+l); 

od; 

#perturbation method begins here. 

#define array to be used in the computation 

for i from 0 to p do 

f . i :=matrix(l,-al, [seq(ff . j ,j=0. .nl-i)] ) ; 

od; i:='iJ: j:='j': 

#begin perturbation computation. 

#compute initial perturbation results. 

Id:= array(identity, 1..nl,1..nl); 

LO:=matrix(l,l,[l]); #linsolve(multiply(uO,fO),f0); 

f0:=matrix(l,nl,[l,0$nl-l]); 

#f0t:=matrix(l,nl,[l,0$nl-l]); if each eqn is multiplied through by 

#matrix the L's are easily computed 

Ll:=matrix(l,l,[0]); 



Is:=map(evalm,f1&*(Id-uO)=f0&*ul); 

for 1 from 1 to nl do 

m . i : = l h s ( l s ) [ l , i ] = r h s ( l s ) [ l , i ] ; 

od; 

assign(solve({seq(m.i,i=l..nl)},{seq(ff.k,k=l..nl-1)})); 

fl:=matrix(l,nl,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(l..nl-1))); 

L2:=matrix(l,l,[0]); 

Is:=map(evalm,f2k*(Id-uO)=fl&*ul+f0&*u2); 

for i from 1 to nl do 

m.i:=lhs(ls)[l,i]=rhs(ls)[l,i]; 

od; 

assign(solve(-Cseq(m.i,i=l. .nl)},-(seq(ff ,k,k=l. .nl-1)})); 

f2:=matrix(l,nl,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(1..nl-1))); 

L3:=matrix(l,l,[0]); 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

for i from 3 to p do 

U.i:= f.i&*(Id-uO)=f.(i-l)&*ul+f.(i-2)&*u2+f.(i-3)&*u3-



convert([seq(L.(q+3)&*f.(i-q-3), q=0 . . i -3 ) ] , '+ ' ) ; q :« ' q* : 

U.i:=map(evalm,U.i); 

for i i from 1 to nl do 

ms[ i i ] := lhs (U. i ) [ l , i i ]= r h s ( U . i ) [ l . i i ] ; 

od ; i i : = ' i i ' : 

assign(solve({seq(ms[k],k=l. .nl)},{seq(ff ,k,k=l. .nl-1)})); 

f . i :=ma t r ix ( l , n l , [ 0 , s eq ( f f . k ,k= l . , n l - l ) ] ) ; 

readlib(unassign): 

unassign(evaln(ff . (1 . .n l -1))) ; 

L . ( i+ i ) :=ma t r ix ( i , i ,E f . ( i - 2 ) [ l , n l ] ] ) ; 

od; 

#matrices used on the perturbation computation 

U_0:=u0: 

U_l:=ul: 

U_2:=u2: 

U_3:=u3: 

#eigenvalues and eigenvectors series 

cv:=sort(convert([seq(b"i*f.i, i=0..p)],'+')): 

#cv:=map(evalm,cv); 

convert([seq(b~i*L.i[1,1], i = 0 . . p ) ] , ' + ' ) ; 

end; 
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#This computes the associated three-dimensional partition function on a cubic 

#lattice for the upper left positive Kramers and Wannier matrix defined on the 

#RIGHT by perturbation method given in series. 

d3rppps:=proc(n,p) local Id,nl,jl,Pl,P2,qi,q2,k; 

#'n' is the size of the matrices and 'p' is the length of the series 

# options trace; 

Xi •!• • "*"*•(# 4.1/ «c* j 

if type(n,odd) then 

k:=l; 

elif type(n, even) then 

k:=2; 

else ERRORCn must be a positive integer'); 

fi; 

if n<3 then 

ERRORCn must be 3 or greater'); 

fi; 

if n >=3 then 

jl:=n-l-k; 

nb:=k; 

fi; 

#compute the needed matrices. 

Pl:=matrix(2~(jl-l),2~jl,[]): #the constant matrix UO 

for i to 2"(jl-l) do 



for j to 2"jl do 

if j=2*i-l then Pl[i,j]:=l: 

else Pl[i,j];=0; 

fi: 

od: 

od: 

print(PI); 

P2:=matrix(2-(jl-l)s2~jl,[]): 

for i to 2"(j1—1) do 

for j to 2"jl do 

if j=2*i then P2[i,j]:=l: 

else P2[i,j]:=0: 

fi: 

od: 

od: 

print(P2); 

qi:=matrix(2~(jl-l),2~jl,[]): 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2~jl-l-2*(i-l; then qi[i,j] 

else qi[i,j]:=0: 

fi: 

od: 

od: 



print(Ql); 

q2:=matrix(2~(jl-l) ,2'jl, []) : 

for i to 2~(jl-l) do 

for j to 2~ji do 

if j=2"jl-2*(i-l) then Q2[i,j]:=1: 

else Q2[i,j]:=0: 

f i: 

od: 

od: 

print(Q2); 

u0:=matrix(nl,nl,0); 

for i from 1 to nb do 

u0:=copyinto(Pl,u0,(2~(jl-l))*2*(i-l)+l,2~jl*2*(i-l)+l); 

od; 

ul:=matrix(nl,nl,0); 

for i from 1 to nb do 

ul:=copyinto(P2,ul,(2"(jl-l))*2*(i-l)+l)2'*jl*2*(i-l)+l); 

ul:=copyinto(Pl,ul,2~(jl-l)*(2*i-l)+l,2"jl*(2*i-l)+l); 

ul:=capyinto(q2,ul,nl/2+2~(jl-l)*2*(i-l)+l,nl-2~jl*(2*i-l)+l); 

od; 

u2:=matrix(nl,nl,0); 

for i from 1 to nb do 
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u2:=copyinto(P2,u2,2"(jl-l)*(2*i-i) + l,2"jl*(2*J.-'lHl

s) ; 

u2:=copyinto(qi,u2,nl/2+2~(jl-l)*2*(i-l) + l,nl-2\U*(2*i-lHO ; 

u2:=copyinto(q2,u2,nl/2+2~(jl-l)*(2*i-l) + l,nl-2\i 1*2*1+1); 

od; 

u3:=matrix(nl,nl,0); 

for i from 1 to nb do 

u3:=copyinto(qi,u3,nl/2+2~(j1-1)*(2*i-l)+l,nl~2"j1*2*1+1); 

od; 

#perturbation method begins here. 

#set up array to be used in the perturbation computation 

for i from 0 to p do 

f.i:=matrix(nl,l,[seq(ff.j,j=0..nl-1)]); 

od; 

#begin perturbation computation. 

#compute initial perturbation results. 

ld:= array(identity, 1..nl,1..nl); 

LO:=matrix(l,l,[1]); 

fO:=matrix(nl,l,[l,0$nl-l]); 

#fOt:=matrix(l,nl,[l,0$nl-l]); if each eqn is multiplied through by thin 

#matrix the L's are easily computed 



Ll:=matrixClsl,[0]); 

f1:~matrix(nl,1,[0$ni]); 

L2:=matrix(l,1,[0]); 

f2:=matrix(nl,l,[0$nl]); 

#set up recurring formula for perturbation computation and 

#compute the eigenvalues and the eigenvectors. 

for l from 3 to p do 

U.i:= (Id-u0)&*f.i=ul&*f.(i-l)+u2&*f.(i-2)+u3&*f. (i-3)-

convert([seq(f.(i-q-3)&*L.(q+3), q=0..i-3)],'+');q:='q': 

U.i:=map(evalm,U.l); 

for n from 1 to nl do 

ms[ii]:=lhs(U.i)[n,l]= rhs(U. l) [ii, 1] ; 

od;ii:='ii': 

assign(solve({seq(ms[k],k=l..nl)},{seq(ff.k,k=l..nl-1)})); 

f.I:-matrix(nl,l,[0,seq(ff.k,k=l..nl-1)]); 

readlib(unassign): 

unassign(evaln(ff.(1..nl-1))); 

L.(l+l):=matrix(l,l,[f.i[2,l]]); 

od; 

#matrices used on the perturbation computation 

U_0:=u0: 

U_l:=ul: 
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U_2:=u2: 

U_3:=u3: 

#eigenvalues and eigenvectors series 

cv:=sort(convert([seq(b"i*f.i, i=0..p)],'+')): 

#cv:=map(evalm,cv); 

convert([seq(b~i*L.i[1,1], i=0..p)],'+'); 

end; 

$This is the transformation matrix which transforms the a square matrix into 

#left upper and right lower parts. In particular the complete Kramers and #Wann: 

d2stmat:=proc(n) local Hl,H2,H,nl ; 

#options trace; 

nl:=2"n; 

HI:=array(identity,!..nl/2,1..nl/2); 

H2:=evalm(-array(identity,l..nl/2,1..nl/2)); 

H:=copyinto(H2,stack(augment(Hl,Hl).augment(HI,HI)),nl/2+l,nl/2+l); 

end; 

#This program calculates the complete V matrix of Kramers and Wannior 

d3cvmat:= proc(n) local P,q,a,b,R,S,jl,nb,k,V0,V2; 

#options trace; 
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w i t h ( l m a l g ) : 

if nargs=l then 

a:=exp(K): b:=exp(-K): 

e l s e 

a :=a rgs [2 ] ; b : = a r g s [ 3 ] ; 

f i ; 

nl:=2~n/2; 

if type(n,odd) then 

k: = l; 

elif type(n, even) then 

k:=2; 

else ERR0R('n must be a positive integer'); 

f i; 

if n<3 then 

ERRORCn must be 3 or greater'); 

fi; 

if n >=3 then 

j1:=n-1-k; 

nb:=k; 

fi; 

tteompute the needed matrices. 

P:=matrix(2"(jl-1) ,2"jl, []) : #the constant matrix UO 

for i to 2"(jl-i) do 

for j to 2~jl do 



i f j = 2 * i - l then P [ i , j ] 

e l i f j=2*i then PCi , j ] 

e l s e PCi . j ] 

f i : 

od: 

od: 

=a~3: 

=a: 

=0: 

q : =matrix(2~ (j 1-1) ,2**j 1, [] ) : 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2*i-l then q[i,j]:=a 

elif j=2*i then q[i,j]:=b 

else q[i,j]:=0 

fi: 

od: 

od: 

R:=matrix(2~(jl-l),2~jl,[]) : 

for i to 2"(jl-l) do 

for j t o 2"j1 do 

i f j = 2 ~ j l - l - 2 * ( i - l ) then R [ i , j ] 

e l i f j = 2 " j l - 2 * ( i - l ) then R [ i , j ] 

e l s e R [ i , j ] 

f i : 

od: 



od: 

S:=matrix(2"(jl-l),2"jl, []) : 

for i to 2"Cj1-1) do 

for j to 2"jl do 

if j=2~jl-l-2*(i-i) then S[i,j]:=b: 

elif j=2~jl-2*(i-l) then S[i,j]:=a: 

else S[i,j]:=0: 

fi: 

od: 

od: 

#the block of matrices needed 

VO:=matrix(nl,nl,0); 

for i from 1 to nb do 

V0:=copyinto(P,V0,(2-(jl-l))*2*(i-l)+l,2~jl*2*(i-l)+l); 

V0:=copyinto(q,V0,2-(jl-l)*(2*i-l)+l,2-jl*(2*i-l)+l); 

od; 

V2:=matrix(nl,nl,0); 

for i from 1 to nb do 

V2:=copyinto(S,V2,nl/2+2A(jl-l)*2*(i-l)+l,nl-2~jl*(2*i-l)+l); 

V2:=copyinto(R,V2,nl/2+2~(jl-l)*(2*i-l)+l,nl-2~jl*2*i+l); 

od; 

tgather matrices together to form the d3 complete V matrix 



augment(st ack(VO,V2),stack(V2,VO)); 
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end; 

#This program calculates the complete V matrix of Kramers and Wannier 

d31nvmat:= proc(n) local P,q,a,b,R,S,jl,nb,k,V; 

#options trace; 

with(linalg): 

if nargs=l then 

a:=exp(K): b:=exp(-K): 

else 

a:=args[2]; b:=args[3]; 

fi; 

nl:=2"n/2; 

if type(n,odd) then 

k:=l; 

elif type(n, even) then 

k:=2; 

else ERRORCn must be a positive integer'); 

fi; 

#k:=round((n-3)/2); 

if n<3 then 

ERRORCn must be 3 or greater'); 

fi; 



if n >=3 then 

j l : = n - l - k ; 

nb:=k; 

f i ; 

#compute the needed ma t r i ces . 

P :=matnx(2" ( j l -1 ) , 2 " j l , []) : #the constant matr 

for i t o 2"(j1-1) do 

for j to 2"j1 do 

if j=2* i - l then P [ i , j ] : = a ~ 3 : 

e l i f j=2*i then P [ i , j ] : = a : 

e l s e P [ i , j ] : = 0 : 

f i : 

od: 

od: 

Q : = m a t r i x ( 2 ~ ( j l - l ) , 2 ~ j l , [ ] ) : 

for l to 2 " ( j l - l ) do 

for j t o 2~jl do 

if j=2* i - l then 0 [ i , j ] : = a 

e l i f j=2*i then q [ i , j ] : = b 

e l s e q [ i , j ] :=0 

f i : 

od: 

od: 



R:=matrix(2~(jl-l),2~jl,[]): 

for i to 2~(jl-l) do 

for j to 2~jl do 

if j=2"jl-l-2*(i-l) then R[i,j]:=b~3: 

elif j=2~jl-2*(i-l) then R[i,j]:=b: 

else R[i,j]:=0: 

fi: 

od: 

od: 

S:=matrix(2~(jl-l),2"jl,[]) : 

for i to 2~(jl-l) do 

for j to 2"jl do 

if j=2~jl-l-2*(i-l) then S[i,j]:=b 

elif j=2~jl-2*(i-l) then S[i,j]:=a 

else S[i,j]:=0 

fi: 

od: 

od: 

V:=matrix(nl,nl,0); 

for i from 1 to nb do 

V:=copyinto(P,V,(2-(jl-l))*2*(i-l)+l,2~jl*2*(i-l)+l); 

V:=copyinto(q,V,2"(jl-l)*(2*i-l)+l,2"jl*(2*i-l)+l); 
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V:=copyinto(evalm(-S),V,nl/2+2"(jl-l)*2*(i-l)+l,nl-2'sjl*(2*i-l)+l); 

V:=copyinto(evalm(-R),V,nl/2+2"(jl-l)*(2*i-l)+l,nl-2"jl*2*i+l); 

od; 

end; 

#This program calculates the complete V matrix of Kramers and Wannier 

d3upvmat:= proc(n) local P,q,a,b,R,S,jl,nb,k,V; 

#options trace; 

with(linalg): 

if nargs=l then 

a:=exp(K): b:=exp(-K): 

else 

a:=args[2]; b:=args[3]; 

fi; 

nl:=2"n/2; 

if type(n,odd) then 

k: = l; 

elif type(n, even) then 

k:=2; 

else ERRORCn must be a positive integer'); 

fi; 

#k:=round((n-3)/2); 

if n<3 then 

ERRORCn must be 3 or greater'); 



fi; 

if n >=3 then 

jl:=n-l-k; 

nb:=k; 

fi; 

#compute the needed matrices. 

P:=matrix(2"(j1-1),2"]1,[]): #the constant m 

for i to 2"(jl-l) do 

for j to 2"j1 do 

if j=2*i-l then P[i,j]:=a"3: 

elif j=2*i then P[i,j]:=a: 

else P[i,j]:=0: 

fi: 

od: 

od: 

q:=matrix(2~(jl-l),2-jl,[]): 

for i to 2"Cj1-1) do 

for j to 2~jl do 

if j=2*i-l then q[i,j]:=a: 

elif j=2*i then q[i,j]:=b: 

else q[i,j]:=0: 

fi: 

od: 



od: 

R:=matrix(2~(jl-l),2-jl,[]): 

for i to 2"(ji-l) do 

for j to 2"jl do 

if j=2~jl-l-2*(i-l) then R[i,j]:=b~3: 

elif j=2~jl-2*(i-l) then R[i,j]:=b: 

else R[i,j]:=0: 

fi: 

od: 

od: 

S:=matrix(2~(jl-l),2-jl,[]) : 

for i to 2"(jl-l) do 

for j to 2"jl do 

if j=2~jl-l-2*(i-l) then S[i,j]:=b: 

elif j=2"jl-2*(i-l) then S[i,j]:=a: 

else S[i,j]:=0: 

fi: 

od: 

od: 

V:=matrix(nl,nl,0); 

for i from 1 to nb do 

V:=copyinto(P,V,(2"(jl-l))*2*(i-l)+l,2"jl*2*(i-l) 
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V:=copyinto(q,V,2~(jl-l)*(2*i-i)+i,2~jl*(2*i-l)+l); 

V:=copyinto(S,V,ni/2+2~(ji-l)*2*(i-l)+l,ni-2"jl*(2*i-l)+l); 

V:=copyinto(R,V,nl/2+2"(jl-l)*(2*i-l)+l,nl-2~jl*2*i+l); 

od; 

end; 

CRITEMP 

#This function computes the ctitical temperature. 

# s is the different states which each lattice site can take. 

# if s=2 we get the Ising lattice which is a typical model of phase 

#transition of the second order. 

critemp:=proc(s) local x,CT: 

if type(s,algebraic) then 

CT=l/2*ln(l+s~(l/2)); 

elif type(s,positive) and type(s,integer) then 

CT=l/2*ln(l+s~(l/2)); 

else ERROR ('s must be a positive integer') fi; 

end; 

D2MCLTPF 

# s is the different states which each lattice site can take. 

# if s=2 we get the Ising lattice which is a typical model of phase 

#transition of the second order. 

#potts low temp series partition function energy and specific heat per site 
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#many components high temp, partition function 

d2mcltpf:=proc(n) local x,i,a: 

if nargs =1 and type(n,integer) then 

s:=2: 

x:=exp(-J/(k*T)): 

el i f nargs =2 and type(args[2].integer) then 

s:=args[2] : 

x:=exp(-J/(k*T)): 

elif nargs =3 and type(args[2],integer) and not type(args[3],integer) then 

s:=args[2]: x:=args[3]: 

fi; 

if type(n,integer) and n>16 then ERRORCseries is not computed beyond 16'); 

elif nargs =1 and not type(n,integer) then 

x:=exp(-J/(k*T)); 

x~(-l)*(l+(s-l)*sum(a(i)*x~i, i=4..n)): 

D2MCLTE:= U/N=k*T~2*diff(ln("),T): 

D2MCLTSH:=C/N=l/N*diff(rhs(D2MCLTE),T): 

elif type(n,positive) and type(n,integer) then 

a(4) 

a(5) 

a(6) 

a(7) 

a(8) 

a(9): 

t s 

= 

-

= 

= 

= 

1: 

0: 

2: 

2*(s-2): 

-2*s+9: 

12*(s-2): 



!0S 

a(10):= 2*(3*s"2-16*s+27): 

a(ll):= 2*(s-2)*(-5*s+32): 

a(12):= s~3+55*s~2~243*s+302: 

a(13):= 2*(s-2)*(9*s~2-71*s+180): 

a(l4):= -37*s~3+561*s"2-1802*s+1808: 

a(15):= 2*(s-2)*(4*s~3+130*s~2-704*s+1189): 

a(16):= 55*s~4-998*s~3+6269*s~2-15162*s+12870: 

x~(-l)*(l+(s-l)*sum(a(i)*x~i, i=4. .n)) : 

D2MCLTE:= E/N=k*T~2*diff(ln("),T): 

D2MCLTSH:=C/N=l/N*diff(rhs(D2MCLTE),T): 

mi n . 
j 

fi; 

end; 

D2MCHTPF 

# s is the different states which each lattice site can take. 

# if s=2 we get the Ising lattice which is a typical model of phaoo 

#transition of the second order. 

#Pots high temp specific heat per site. 

#many components high temp, partition function 

d2mchtpf:=proc(n) local a,i,x,u; 

if nargs =1 and type(n,integer) then 

s:=2: 

x:=exp(-J/(k*T)): 

elif nargs =2 and type(args[2],integer) then 
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s:-args [2]: 

x:=exp(-J/(k*T)): 

elif nargc =3 and type(args [2],integer) and not type(args[3],integer) then 

r>: =args [2] : x: =args [3] : 

f i; 

if type(n, integer) and n>16 then ERRORCseries is not computed beyond 16'); 

elif nargs =1 and not type(n,integer) then 

x:=exp(-J/(k*T)): 

u:=(l-x)/(l+(s-l)*x): 

s/((l-u)*(l+(s-l)~u))*(l+(s-l)*Sum(a(i)*u~i, i=4..n)) : 

D2MCHTE:= U/N=k*T"2*diff(ln("),T): 

D2MCHTSH:=C/N=l/N*diff(rhs(D2MCHTE),T): 

II It II . 

! 

elif type(n,positive) and type(n,integer) then 

a(4) 

a(5) 

a(6) 

a (7) 

a(8) 

a(9) 

a(10: 

a(ll) 

a(12? 

u(13l 

a(14) 

= 1: 

» 0: 

= 2: 

= 2*(s-2): 

= -2*s+9: 

- 12*(s-2): 

:= 2*(3*s"2 

:= 2*(s-2)( 

:- s"3+55*s 

:= 2*(s-2)* 

:= -37*s"3+ 

-16 

-5* 

"2-

(9* 

561 

*s+27) : 

s+32) : 

243*s+302 

s"2-71*s+ 

*s"2-1802> 

: 

180): 

*s+1808: 
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a ( i 5 ) : = 2* ( s -2 )* (4*s~3+ i30*s"2 -704*s+1189) : 

a ( 1 6 ) : = 55*s-4-998*s"3+6269*s"2- lR162*s+12870: 

u : = ( l - x ) / ( l + ( s - l ) * x ) : 

s / ( ( l - u ) * ( l + ( s - i ) - u ) ) * ( l + ( s - i ) * s u m ( a ( i ) * u - i , i = 4 . . n ) ) : 

D2MCHTE:= U = N * k * T " 2 * d i f f ( l n ( " ) , T ) : 

D2MCHTSH:=C/N=l/N*diff(rhs(D2MCHTE),T): 

II II II . 

f i ; 

end; 

GRSTEN: 

#This calculates the ground state entropy 

grsten:=proc(q,n) local i,W_tri; 

options trace; 

if q=3 and n='sq' then 

RETURN( W_sq(3)=(4/3)'(3/2)); 

elif q=4 and type(n, posint) and args[3]='tri'then 

RETURN( W_tri(4)=product((3*i-l)"2/(3*i*(3*i-2)),i=l..n)); 

elif q=3 and type(n, posint) and args[3]='kagome' then 

W_tri(4):=product((3*i-l)"2/(3*i*(3*i-2s),i=l..n); 

RETURN( W_kagome(3) = (W_tn(4))~(l/3)); 

fi; end; 
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APPENDIX B 

PROGRAM POTTS 

PARAMETER(LX=64,LY=64,LW=32) 

* LX, LY: lattice sizes in x and y directions 

* LW=length of the computer word=0.5*lattice size in z direction 

PARAMETER(NSIZE=2 *LX*LY-1) 

* DOUBLE PRECISION E,BETA,BET 

IMPLICIT INTEGER (A-Z) 

REAL E,BETA,BET 

COMPLEX MAG,CMAG 

DIMENSION SPIN1(0:NSIZE),SPIN2(0:NSIZE),DMN(3) 

* Initializing spins and demons 

* Parameter E determines the average energy per bond (ordered=0<E<l) 

E=0.75 

IE=LX*LY*LW*E 

K=l 

DO 1 I=LX*LY,1,-1 

SPIN1(2*I-1)=0 

SPIN1(2*1-2)=0 

SPIN2(2*I-K)=0 

K=3-K 

J=IE/1 
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IE=IE-J 

SPIN2(2*I-K)=AMIX(MASK(J)) 

1 CONTINUE 

ILNK=ILINK(SPIN1,SPIN2) 

* WRITE(6,*) 'ILNK=\ILNK 

DMN(1)=0 

DMN(2)=0 

DMN(3)=0 

* SIMULATION 

* Parameters are 

* 1- NSWEEP 

* 2- NMEAS 

* 3- NBATCH 

* One sweeps NSWEEP times, then a measurement is performed 

* This is repeated NMEAS times; then average measurements are printed 

* The entire process resumes NBATCH times 

NSWEEP=13 

NMEAS=5 

NBATCH=10 

DO 20 IBATCH=1,NBATCH 

* Prepares accumulation of data 

IED=0 



CMAG=0 

DO 21 IMEAS=1,NMEAS 

DO 22 ISWEEP=1,NSWEEP 

* scramble demons 

DO 23 1=1,3 

23 DMN(I)=AMIX(DMN(I)) 

* Performs one simulation step 

CALL M0NTE(SPIN1,SPIN2,DMN) 

ILNK=ILINK(SPIN1,SPIN2) 

1DMN=IBC0UNT(DMN(1))+2*IBC0UNT(DMN(2))+4*IBC0UNT(DMN(3)) 

* WRITE(6,*)»ILNK=',ILNK,',IDMN=',IDMN,ILNK-IDMN 

22 CONTINUE 

* accumulates demon energy 

1 :D=IED+IBC0UNT(DMN(l))+2*IBC0UNT(DMN(2))+4*IBC0UNT(DMN(3)) 

CMAG=CMAG+MAG(SPIN1,SPIN2) 

21 CONTINUE 

* computes the inverse temperature 

BET=BETA(FL0AT(IED)/FL0AT(LW*NMEAS*(NSIZE+1))) 

PRINT *,' Beta=',BET 

CMAG=CMAG/NMEAS 

PRINT *,' Magnetization=\CMAG 

20 CONTINUE 

STOP 

END 
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SUBROUTINE MONTE(SPIN1,SPIN2,DMN) 

* PARAMETER(LX=32,LY=32,LW=16) 

PARAMETER(LX=64,LY=64,LW=32) 

* LX and LY are the dimensions of the lattice 

PARAMETER(NSIZE=2 *LX*LY-1) 

PARAMETER(IH0P=13) 

* This number IHOP should be prime with LX and LY 

IMPLICIT INTEGER (A-Z) 

DIMENSION SPIN1(0:NSIZE),SPIN2(0:NSIZE),DMN(3) 

DIMENSION NEIGH1(6),NEIGH2(6) 

* INLAT(I)=M0D(I,NSIZE+1) 

* This function ensures periodic boundary conditions in the lattice 

* If LX and LY are powers of 2, it can be advantageously replaced by 

INLAT(I)=AND(I,NSIZE) 

J=0 

K=l 

DO 1 I=0,NSIZE 

* setting the neighbors 

NEIGHI(1)=SPIN1(J+K) 

NEIGH2(1)=SPIN2(J+K) 

NEIGHI(2)=ISHFTC(SPIN1(J+K),K,LW) 

NEIGH2(2)=ISHFTC(SPIN2(J+K),K,LW) 

NEIGHI(3)=SPINl(INLAT(J+2)) 

NEIGH2(3)=SPIN2(INLAT(J+2)) 

NEIGHI(4)=SPINl(INLAT(J-2)) 



1 

1 

1 

0 

1 

0 

1 

0 

0 
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NEIGH2(4)=SPIN2(lNLAT(J-2)) 

NEIGHI(5)=SPIN1(INLAT(J+2*LX)) 

NEIGH2(5)=SPIN2(INLAT(J+2*LX)) 

NEIGHI(6)=SPIN1(INLAT(J-2*LX)) 

NEIGH2(6)=SPIN2(INLAT(J-2*LX)) 

* Randomly changing the spin 

* SPIN1 SPIN2 CHOICE NEW1 NEW2 CHOICE NEW1 NEW2 

* 0 0 0 1 0 

* 0 1 0 0 0 

* 1 0 0 0 1 

CHOICE=IRDBIT(0) 

NEW1=AND(N0T(SPIN1(J)),X0R(N0T(SPIN2(J)),CHOICE)) 

NEW2=AND(N0T(SPIN2(J)),X0R(SPIN1(J),CHOICE)) 

* now compute 8 + energy_of_daemon + number_of_old_links_with_equal_spins 

* - number_of_new_links_with_equal_spins 

DP1=DMN(1) 

DP2=DMN(2) 

DP3=DMN(3) 

ACCEPT=-1 

DO 2 M=l,6 

* adds old energy 

LINK=N0T(0R(X0R(SPIN1(J),NEIGH1(M)),X0R(SPIN2(J),NEIGH2(M)))) 

CARRY1=AND(LINK,DPI) 

DP1=X0R(DP1,LINK) 

CARRY2=AND(CARRY1,DP2) 
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DP2=X0R(DP2,CARRY1) 

CARRY1=AND(CARRY2,DP3) 

DP3=X0R(DP3,CARRY2) 

ACCEPT=X0R(ACCEPT,CARRY1) 

* subtracts new energy 

LINK=N0T(0R(X0R(NEW1,NEIGH1(M)),X0R(NEW2,NEIGH2(M)))) 

CARRY1=AND(LINK,N0T(DP1)) 

DP1=X0R(DP1,LINK) 

CARRY2=AND(CARRY1,N0T(DP2)) 

DP2=X0R(DP2,CARRY1) 

CARRY1=AND(CARRY2,N0T(DP3)) 

DP3=X0R(DP3,CARRY2) 

ACCEPT=X0R(ACCEPT,CARRY1) 

2 CONTINUE 

* accepts or rejects the change 

SPINi(J)=XOR(AND(ACCEPT,NEWl),AND(NOT(ACCEPT),SPINl(J)')) 

SPIN2(J)=X0R(AND(ACCEPT,NEW2),AND(NOT(ACCEPT),SPIN2(J))) 

DMN(1)=X0R(AND(ACCEPT,DP1),AND(N0T(ACCEPT),DMN(1))) 

DMN (2)=X0R(AND(ACCEPT,DP2),AND(NOT(ACCEPT),DMN(2))) 

DMN(3)=X0R(AND(ACCEPT,DP3),AND(NOT(ACCEPT),DMN(3))) 

* End of the loop 

J=INLAT(J+IHOP) 

K=-K 

1 CONTINUE 

RETURN 



END 

21 

FUNCTION ILINK(SPIN1,SPIN2) 

* Returns the number of unsatisfied links (hence the energy) 

PARAMETER(LX=64,LY=64,LW=32) 

* LX and LY are the dimensions of the lattice 

PARAMETER(NSIZE=2*LX*LY 1) 

IMPLICIT INTEGER (A-Z) 

DIMENSION SPIN1(0:NSIZE),SPIN2(0:NSIZE) 

DIMENSION NEIGH1(6),NEIGH2(6) 

* INLAT(I)=M0D(I,NSIZE+1) 

* This function ensures periodic boundary conditions in the lattice 

* If LX and LY are powers of 2, it can be advantageously replaced by 

INLAT(I)=AND(I,NSIZE) 

K=l 

ILINK=6*(NSIZE+1)*LW 

DO 1 J=0,NSIZE 

* setting the neighbors 

NEIGHI(1)=SPIN1(J+K) 

NEIGH2(1)=SPIN2(J+K) 

NEIGHI(2)=ISHFTC(SPIN1(J+K),K,LW) 

NEIGH2(2)=ISHFTC(SPIN2(J+K),K,LW) 

NEIGHI(3)=SPIN1(INLAT(J+2)) 

NEIGH2(3)=SPIN2(INLAT(J+2)) 

NEIGHI(4)=SPIN1(INLAT(J-2)) 
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NEIGH2(4)=SPIN2(INLAT(J-2)) 

NEIGHI(5)=SPIN1(INLAT(J+2*LX)) 

NEIGH2(5)=SPIN2(INLAT(J+2*LX)) 

NEIGHI(6)=SPIN1(INLAT(J-2*LX)) 

NEIGH2(6)=SPIN2(INLAT(J-2*LX)) 

* now compute number_of_links_with_equal_spins 

DP1=0 

DP2=0 

DP3=0 

DD 2 M=l,6 

LINK=NOT(OR(XOR(SPINl(J),NEIGHI(M)),XOR(SPIN2(J).NEIGH2(M)))) 

CARRY1=AND(LINK,DPI) 

DP1=X0R(DP1,LINK) 

CARRY2=AND(CARRY1,DP2) 

DP2=X0R(DP2,CARRY1) 

DP3=X0R(DP3,CARRY2) 

2 CONTINUE 

ILINK=ILINK-(IBC0UNT(DP1)+2*IBC0UNT(DP2)+4*IBC0UNT(DP3)) 

* End of the loop 

K=-K 

1 CONTINUE 

ILINK=ILINK/2 

RETURN 

END 



FUNCTION IRDBIT(INIT) 

IMPLICIT INTEGER (A-Z) 

DIMENSION ITAB(0:31) 

SAVE I18,I5,I2,I1,I0,IFIRST 

DATA IFIRST/O/,118/0/,15/13/,12/16/,11/17/,10/18/ 

* Standard initialization (random bits, here given in hexad 

* for words with 64 bits; truncate if necessary) 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

X 

X 

X 

X 

X 

X 

X 

X 

X 

DATA ITAB/ 

'7EB722A0C9743C06'Z, 

'FD3CD86EFCCC61DE'Z, 

'5CDA1DE25BB8E8F5'Z, 

'1CD3CF66101C4CBD'Z, 

'ACF117D1EF24D606'Z, 

'5E7C758368B24840'Z, 

'D1A46D4C9F62639A'Z, 

'7102A31B08C39D1E'Z, 

'98A33097B9C2250E'Z, 

J534AB95D97ECF94A'Z, 

'3B34iE5A9A1160B4JZ, 

'76EDDA93192BC357JZ, 

)0C7216C2C95676A8JZ, 

'AF452B2A2FB48E98JZ, 

'FF29D95A6F897866;Z, 

,CA05FFE020E049BD,Z, 

'E8DE18695A18CA02'Z, 

,4556037DC5A2CC1A,Z, 

DATA ITAB/ 

x Z'C9743C06',Z'97ECF94A', 

x Z'FCCC61DE',Z,9A1160B4,> 

x Z'5BB8E8F5> ,Z>192BC357', 

x Z,101C4CBD',Z,C95676AL', 

x Z'EF24D606',Z'2FB48E98', 

x Z'68B24840',Z'6F897866', 

x Z'9F62639A',Z'20E049BD', 
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x ZJ08C39D1E\Z'5A18CA02', 

x Z;B9C2250E',Z'C5A2CC1A',14*0/ 

IF(INIT.NE.O) THEN 

* Initialization (with a check avoiding the generation of a sequence of zeros) 

ITAB(I1)=INIT 

J=INIT 

I=AND(31,118+1) 

DO 1 K=l,16 

J=0R(J,ITAB(I)) 

I=AND(31,I+1) 

1 CONTINUE 

ITAB(I18)=0R(ITAB(I18),N0T(J)) 

ENDIF 

ITAB(I0)=X0R(X0R(ITAB(I18),ITAB(I5)),X0R(ITAB(I2),ITAB(I1))) 

IRDBIT=ITAB(I0) 

I0=AND(31,I0+1) 

I1=AND(31,I1+1) 

I2=AND(31,I2+1) 

I5=AND(31,I5+1) 

I18=AND(31,118+1) 

RETURN 

END 

INTEGER FUNCTION AMIX(WORD) 

PARAMETER(LW=32,LH=LW/2) 
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IMPLICIT INTEGER (A-Z) 

REAL RANF 

L=INT(LH*RANF()) 

P1=AND(MASK(L),WORD) 

P2=AND(MASK(L),ISHFTC(WORD,-L,LW)) 

P3=AND(NOT(MASK(2*L)),WORD) 

AMIX=ISHFTC(0R(0R(P2,ISHFTC(Pl,L,LW)),P3),INT(LW*RANFO),LW) 

RETURN 

END 

FUNCTION BETA(DENERG) 

XL=0 

XH=1 

DO 1 N=l,36 

XN=0.5*(XL+XH) 

A=1-XN**8 

FN=(8*(A+XN-1)-7*A*XN)/A/(l-XN) 

IF(FN.GT.DENERG) THEN 

XH=XN 

ELSE 

XL=XN 

ENDIF 

1 CONTINUE 

BETA=-0.25*AL0G(XN) 

RETURN 



END 

FUNCTION IBCOUNT(X) 

INTEGER Y,X,IBCOUNT 

IBCOUNT=0 

Y=X 

DO 1 N=l,16 

* IBCOUNT=IBCOUNT+ANDCOOOIOOOIOOOIOOOI;X,Y) 

IBCOUNT=IBCOUNT+AND(X'00010001\Y) 

1 Y=ISHFT(Y,-1) 

* IBCOUNT=AND((IBC0UNT+SHIFT(IBCOUNT,16) 

* X+SHIFT(IBC0UNT,32)+SHIFT(IBC0UNT,48)),127) 

IBC0UNT=AND((IBC0UNT+ISHFT(IBC0UNT,-16) 

X ),127) 

RETURN 

END 

COMPLEX FUNCTION MAG(SPIN1,SPIN2) 

* PARAMETER(LX=32,LY=32,LW=16) 

PARAMETER(LX=64,LY=64,LW=32) 

PARAMETER(NSIZE=2*LX*LY-1) 

INTEGER SPIN1,SPIN2 

DIMENSION SPIN1(0:NSIZE),SPIN2(0:NSIZE) 

MAG=0 
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DO 1 1=0,NSIZE 

MAG=MAG+CMPLX( 

$ LW-1.5*IBC0UNT(0R(SPIN1(I),SPIN2(I))), 

$ 0.732*(IBCOUNT(SPIN1(I))-IBCOUNT(SPIN2(I))) 

$ ) 

CONTINUE 

MAG=MAG/((NSIZE+1)*LW) 

RETURN 

END 

INTEGER FUNCTION MASK(L) 

MASK=I3HFT(1,L)-1 

RETURN 

END 

FUNCTION RANFQ 

RANF=RAND(0) 

RETURN 

END 
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