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Abstract 

CycD2SV is a splice variant of cyclin D2 (cycD2) which has been implicated in 

cell cycle exit in embryonic cardiomyocytes. To further characterize the role of this splice 

variant, we overexpressed cycD2SV in a multitude of immortalized and transformed cell 

lines. We also monitored the expression profile of cycD2SV during cell confluence and 

serum deprivation, two states of growth arrest. Overexpression of cycD2SV resulted in a 

marked decrease in cell proliferation as determined by [
3
H]-thymidine S-phase labeling. 

TUNEL staining analysis indicated that cycD2SV overexpression does not induce 

apoptotic cell death. However, compared to control cells, cycD2SV expressing cells were 

more sensitive to cell death induced by external stressors, such as trypsinization. Deletion 

experiments identified the 54-136 amino acid sequence of cycD2SV as the cell cycle 

inhibitory domain while immunoprecipitation and immunofluorescence co-localization 

experiments elucidate a mechanism for cycD2SV mediated cell cycle exit where by the 

splice variant sequesters endogenous cell cycle proteins, such as CDK4 and cycD2, into 

aggresomal structures and targets them to autophagy mediated degradation. Cell cycle 

arrays completed for cycD2SV transfected cells associated the splice variant with 

changes in transcriptional profile of G2/M regulatory genes. During cell confluence and 

serum deprivation, we observed a significant increase in cycD2SV protein levels (2.5 

fold) accompanied by a decrease in cycD1, D2 and D3 protein levels. Interestingly, while 

D-type cyclin mRNA levels decreased, cycD2SV mRNA levels did not change. Knock 

down of cycD2SV during confluence rescued cycD2 levels but not cycD1 or cycD3 

levels suggesting that cycD2SV upregulation is responsible for cycD2 protein 

downregulation. Furthermore, knockdown of cycD2SV increased the percentage of cells 

entering S-phase suggesting that endogenous cycD2SV might be responsible for arresting 

cells at the G1 phase of the cell cycle. Collectively, our results are consistent with a 

universal negative cell cycle regulatory role for cycD2SV in both non-cardiac and cardiac 

cell types. Additionally, for the first time we provide evidence that cycD2SV is expressed 

endogenously and plays a role in cell cycle exit during states of growth arrest. Further 

studies on cycD2SV structure, function and regulation may facilitate development of 

novel anticancer strategies.  
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Chapter 1: Introduction
1
 

 

1.1 The Mammalian Cell Cycle  

The term “cell cycle” refers to the sequence of events whereby cells duplicate 

their genetic material and divide into two identical daughter cells (Vermeulen et al., 

2003).The cell cycle is subdivided into 4 distinct phases: G1, S-phase, G2 and M-phase. 

“The S-phase refers to the DNA synthesis phase where the genetic material is duplicated, 

and the M-phase (mitosis) is the phase where the duplicated chromosomes are divided 

equally between the two daughter cells.”(Hotchkiss, 2012) Mitosis is further subdivided 

into five stages based on the physical state of the chromosomes and spindle apparatus: 

prophase, prometaphase, metaphase, anaphase and telophase (O'Connor, 2008). During 

these stages many events occur which are necessary for successful segregation of the 

duplicated genetic material between the newly generated daughter cells. During prophase, 

chromosome condensation occurs. This event is subsequently accompanied by nuclear 

envelope breakdown and Golgi disassembly. During prometaphase and metaphase, 

bipolar spindle assembly occurs and the chromosomes are aligned at the center of the 

spindle. During anaphase, chromosomes are segregated towards the spindle poles on 

either end of the dividing cells. Golgi reassembly, nuclear envelope reassembly and 

                                                
1
 Contains exerts from “Hotchkiss, A., Robinson, J., MacLean, J., Feridooni, T., WAFA, 

K. and Pasumarthi, K.B. Role of D-type cyclins in heart development and disease”. 
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, 2012 in the Canadian Journal of Physiology and Pharmacology 
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access to their published research articles, NRC Research Press also offers an 

OpenArticle option. 

 

 



2 

 

chromosome decondensation occurs during telophase. Finally, the physical division of 

the two genetically identical cells is complete by cytokinesis (O'Connor, 2008; 

Wurzenberger and Gerlich, 2011). The G1 and G2 phases refer to the gap times 

preceding the S- and M-phases respectively. During both the G1 and G2 phases, 

important regulatory events necessary for successful cell division take place. Cells which 

are not actively dividing enter a quiescent or resting stage termed G0. Usually, cells 

which are terminally differentiated enter G0 phase. Similarly, cells which do not receive 

either proliferation signals or anti-mitogenic signals can effectively withdraw from the 

cell cycle and enter G0 (Vermeulen et al., 2003).  

The transition from one cell cycle phase to another is tightly regulated by a 

number of cellular proteins (Tessema et al., 2004; Vermeulen et al., 2003).  Cyclin 

dependent kinases (CDKs) are a family of serine/threonine protein kinases which are 

activated at different stages of the cell cycle and play a key role in cell cycle progression 

(Fig. 1). CDKs are activated by binding to regulatory subunits named cyclins.  In 

mammals, there are at least 15 cyclins, however, not all members of the cyclin family 

play a direct role in cell cycle regulation (Gopinathan et al., 2011). Cyclins C, K, L and T 

play a role in the regulation of transcription, whereas cyclin A, B, D and E play a direct 

role in CDK regulation. Cyclin H plays a role in both transcriptional and CDK regulation. 

Transcriptional events as well as ubiquitin mediated degradation of cyclins regulate their 

cyclic appearance and disappearance during various phases of the cell cycle. In contrast 

to cyclins, CDK protein levels remain stable during the cell cycle. This mechanism 

ensures that the required CDKs are activated during the correct phase of the cell cycle. 

For example, upregulation of D-type (cycD1, D2 and D3) cyclins during G1 allows for  
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Figure 1. The cell cycle phases, CDK/cyclin complexes and the role they play in 

mammalian cell cycle regulation.  CDK3/cycC, CDK4/cycD and CDK6/cycD regulate 

G0/G1 phase transition in quiescent cells and early G1 phase progression in proliferating 

cells. CDK2/cycE complexes are responsible for G1/S transition. In early S-phase, cycA 

complexes with CDK2 promoting the progression of S-phase. Later, cycA complexes 

with CDK2 where it promotes S/G2 transition. During G2 phase cycB1 starts to 

accumulate binding to CDK1 where it promotes M-phase entry and completion. CycF is 

possibly required for G1 entry and cycG is thought to play a role in the DNA damage 

response pathway at the G2/M transition point. CDK11/cycL function is not yet fully 

understood, but they are thought to play a role in M-phase. Solid arrows depict the role of 

the classical CDK/cyclin complexes in the cell cycle. CDK-activating kinase (CAK) is a 

protein complex which activates CDK/cyclin complexes by phosphorylation and consists 

of three subunits, CDK7, cycH and Mat1. The asterix (*) denotes complexes subject to 

CDK activating kinase (CAK) regulation. Dotted arrows depict cyclin or CDK/cyclin 

complexes for which only preliminary data has been produced. Figure modified from 

(Malumbres and Barbacid, 2005).  
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the specific activation of CDK4 and CDK6 which are necessary for G1/S transit. 

Similarly, upregulation of B-type cyclins during G2/M allows for the formation of the 

CDK1/cycB complex necessary for entry and completion of mitosis (Fig. 2) (Gopinathan 

et al., 2011; Tessema et al., 2004; Vermeulen et al., 2003).  

To date, eleven CDKs and nine CDK-like proteins have been reported. Of the 

eleven CDKs, five have been shown to play a direct role in cell cycle progression 

(CDK1, 2, 3, 4 and 6),  five in transcriptional control (CDK 7, 8, 9, 10 and 11), and one 

in neuronal cell function (CDK5, Table 1) (Satyanarayana and Kaldis, 2009). 

CDK4/cycD and CDK6/cycD complexes are responsible for G0/G1 and G1/S transition. 

CDK2/cycE complexes are responsible for G1/S transition. CDK2 can also bind cycA, 

and CDK2/cycA complexes are necessary for S-phase entry and completion. CycA binds 

CDK1 and plays a role in S/G2 transition. CDK1 binding to cycB is required for G2/M 

transition and M-phase completion (Gopinathan et al., 2011; Malumbres and Barbacid, 

2005).  

 CDK3 interacts with cycE, A and C (Malumbres and Barbacid, 2005). The 

CDK3/cycC complex has been implicated in the phosphorylation of the retinoblastoma 

protein (pRb), a step necessary for G0/G1 and G1/S-phase transition, however, further 

studies are needed to determine the exact role CDK3 plays in cell cycle progression (Ren 

and Rollins, 2004). CDK5 is an atypical CDK which has no cyclin binding partner and is 

instead activated by p35 and p39 proteins (cyclin analogues). CDK5 is mostly abundant 

in neuronal cells in the brain and is implicated in the regulation of cell survival,  
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Figure 2. Cyclin protein levels during the various phases of the cell cycle. Generally 

cyclin levels are induced during specific phases of the cell cycle and decrease shortly 

thereafter once the phase or phase transition is complete. D-type cyclin expression is 

initiated in response to external mitogenic signals prompting the cell to initiate the cell 

cycle. D-type cyclins activate CDK4/6 and are necessary in G1 for overcoming the 

restriction point (RP), committing cells to dividing, and G1/S transit. Once cells 

transition to S phase D-type cyclins are no longer required and are downregulated. CycE 

is upregulated in late G1 where it complexes with CDK2 and is also required for G1/S 

transition. CycE is downregulated in late S phase. CycA is upregulated during S phase, 

where it activates CDK2/CDK1 and is necessary for S phase completion. CycB1 is a 

mitotic cyclin which is responsible for M-phase completion. CycB1 is rapidly 

upregulated during G2 phase where it binds to and activates CDK1. CycB1 is rapidly 

degraded upon the completion of M phase. Figure modified from (Roberti, 2009).  
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Table 1. The mammalian cyclin dependent kinase (CDK) family members, their 

cyclin activating partners and their cellular function. Cyclins present in parenthesis 

denote non-typical cyclin partners for the corresponding CDK.  

 

CDK Main Cyclin Partners Cellular Function 

CDK1 A1, A2,, B1, B2 (D, E, F, J) G2/M transition and S phase 

entry and transition 

CDK2 A1, A2, E1, E2 (B1, B2, D1, D2) G1/S transition, S phase 

entry and transition 

CDK3 A1, A2, E1, E2, C G0/S transition, 

transcriptional regulation. 

CDK4 D1, D2, D3 G1/S transition 

CDK5 p35, p39 (D, E, G-type cyclins, I) DNA damage response, G1/S 

transition in the brain 

CDK6 D1, D2, D3 G1/S transition 

CDK7 H CDK activation, DNA repair, 

transcriptional regulation 

CDK8 C, K Transcriptional regulation, 

G0/S transition 

CDK9 T1, T2, K Transcriptional regulation 

CDK10 Unknown Transcriptional regulation 

(G2/M transition) 

CDK11 L1, L2 (D3) G1/S transition 
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transcription, migration and membrane transport (Cruz and Tsai, 2004; Dhariwala and 

Rajadhyaksha, 2008; Kesavapany et al., 2004). CDK 7-11 are involved in transcriptional 

regulation of distinct targets some of which play a role in cell cycle progression. CDK7 is 

part of the CDK-activating kinase (CAK, Fig. 1) enzyme which plays a role in the 

activation of CDK1, CDK2, CDK4 and CDK6 (Kaldis, 1999).  CDK7 also plays a role in 

promoter clearance and progression of transcription as part of the multi-subunit general 

transcription initiation factor IIH (TFIIH) (Fisher, 2005; Lolli and Johnson, 2005). CDK8 

is activated by cycC and is a part of the RNA polymerase II (RNAPII) holoenzyme 

complex responsible for phosphorylating the caboxy-terminal (CT) domain of the largest 

subunit of the RNAPII complex. Furthermore, CDK8/cycC complexes are capable of 

inhibiting TFIIH by phosphorylating cycH (Akoulitchev et al., 2000). CDK9 binds to 

both cycT and cycK forming the Positive-Transcription Elongation Factor (P-TEFb). P-

TEFb phosphorylates the CT domain of RNAPII positively regulating transcription 

elongation (Garriga and Grana, 2004). CDK10 has been linked to the regulation of the 

G2/M-phase of the cell cycle, by inhibiting the transactivation of the E-twenty six 

transcription factor family (Ets), which is necessary for CDK1 expression. There has 

been no cyclin partner identified for CDK10 (Bagella et al., 2006). CDK11 is activated 

by cycL and is implicated in mRNA splicing (Loyer et al., 2008). CDK11 has also been 

shown to interact with cycD3, thereby inhibiting cell proliferation and inducing apoptosis 

(Duan et al., 2010).           



10 

 

 

1.1.1 G0, G1 and Cell Cycle Initiation 

During G0 and early G1 phases of the cell cycle, CDKs are maintained in an 

inactive state by high levels of CDK inhibitors (CKIs) and low levels of cyclins. Cells 

respond to extracellular proliferative signals only during G0 and G1 phases of the cell 

cycle. As such, exogenous mitogenic (proliferation) or antiproliferative signals can only 

effect a cell’s decision to commit or withdraw from the cell cycle during these two stages. 

The “restriction point”, also known as the point of no return, is located at the end of the 

G1 phase and is the point which if passed commits the cell to division. Once the 

restriction point is passed, the cell no longer responds to exogenous signals (mitogenic or 

antiproliferative) (Satyanarayana and Kaldis, 2009; Tessema et al., 2004).  

 Cell division is initiated by mitogenic signals which stimulate the expression of 

D-type cyclins (Musgrove et al., 2011).  The most important signaling pathways involved 

in cell cycle initiation are the Akt/mammalian target of rapamycin (mTOR) and the 

Raf/mitogen-activated protein kinase (MAPK) pathways, both of which are activated 

through receptor tyrosine kinases (Fig. 3) (Raught, 2007). The Akt/mTOR pathway is 

activated by a multitude of growth stimulating factors like growth hormones, cytokines 

and nutrients. Upon stimulation, the Akt and phosphoinositide 3-kinase (PI3K) are 

activated suppressing the activity of TSC1/TSC2. In the absence of Akt and PI3K 

activation, TSC1/TSC2 bind to, and inhibit the activation of the GTPase Ras homolog 

enriched in brain (Rheb). Akt and PI3K activation increases the levels of active Rheb 

GTPase available for stimulating mTOR signaling (Long et al., 2005). The mTOR 

signaling pathway promotes cell cycle entry and progression by targeting many  
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Figure 3.  Signaling pathways involved in cell cycle initiation.  External mitogenic 

signals initiate the cell cycle by signaling through receptor tyrosine kinases (RTKs). 

Upon activation, RTKs form receptor dimers and autophosphorylation of the subunits 

occurs. Once autophosphorylation occurs, the adaptor molecule GRB2 (Growth factor 

receptor-bound protein 2) is recruited to the receptor where it docks at the 

phosphorylation sites via an SH2 domain. GRB2 interacts with Son of sevenless homolog 

(SOS) 1 and 2 via the SH3 protein interaction domain. Once recruited, SOS 1 and 2 are 

capable of enhancing GEF activity resulting in the activation of Ras which signals 

through the AKT/phosphoinositide 3-kinase (PI3K) and the Raf/mitogen-activated 

protein kinase (MAPK) pathways. Signaling through the AKT/PI3K pathway leads to the 

activation of GTPase Ras homolog enriched in brain (Rheb) GTPase, which, in turn 

activates mTOR. mTOR upregulates S6 kinase (S6K), which is involved in the 

translation of cycD1 and c-myc. In addition, mTOR activates the eIF4F complex, which 

is involved in cap-dependent translation. Once activated the eIF4F complex promotes the 

translation of positive cell cycle proteins, such as cycD1 and c-myc. Signaling through 

the Raf/MEK/extracellular signal-regulated kinase (ERK) pathway also promotes the 

transcription of cycD1 by activating the ETS (E-twenty six) transcription factors.  
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translational factors, such as eIF4E-binding proteins (4E-BPs). 4E-BPs, regulate the 

activity of the eIF4F complex, which is involved in cap-dependent translation. The eIF4F 

complex is composed of the cap-binding protein eIF4E and two other initiation factors, 

eIF4G and eIF4A (Stevenson and McCarthy, 2008). Hyperphosphorylated 4E-BPs are 

able to strongly bind to eIF4E preventing the formation of the eIF4F complex (Long et 

al., 2005). As such, signaling through the mTOR pathway upregulates the production of 

specific G1/S cyclins, like cycD1, and stimulates G1/S progression by promoting the 

activity of key translational factors like eIF4E (Averous et al., 2008). Due to the 

important role mTOR signaling plays in G1/S transition, it comes as no surprise that cells 

utilize mTOR inhibition to exit the cell cycle when cell division is unfavorable (Pyronnet 

and Sonenberg, 2001). An example of such, is during cellular stress; growth inhibition 

signals activate the AMP-activated protein kinase (AMPK), which activates TSC1/TSC2 

by phosphorylation effectively inhibiting mTOR signaling (Fig. 3) (Tee and Blenis, 

2005).  

In addition to upregulating the expression of important G1/S proteins, such as 

cycD1, mTOR signaling plays a role in determining cell size. Cell size is a major 

determinant of whether or not cells commit to cell division. In most cells, cell growth is 

tightly regulated to ensure dividing cells do not subsequently become smaller and smaller 

eventually losing their capacity to function. As such, cell size co-ordinatation with cell 

division ensures the viability of daughter cells. Given that protein levels are determined 

by the number of ribosomes present in the cell, cell size is mostly attributed to the 

amount of ribosomal RNA (rRNA) and ribosome biogenesis (Jorgensen et al., 2002). 

mTOR signaling leads to the phosphorylation of the 40S ribosomal protein S6, by the S6 
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kinase (S6K). The phosphorylation of S6 stimulates the translation of a specific subset of 

mRNA containing oligopyrimidine tract at their 5’ transcriptional start site (5’TOP). 

Members of the 5’TOP mRNA family encode many of the components of the 

translational machinery, such as ribosomal proteins and translational elongation factors, 

thus increasing ribosomal biosynthesis (Dufner and Thomas, 1999). Once the necessary 

number of ribosomes are synthesized, further synthesis is inhibited by either negative 

regulators of S6K or by the number of ribosomes present (Fig. 3) (Malumbres and 

Barbacid, 2001).  

Cytokines and growth factors are also known to activate the 

Raf/MEK/extracellular signal-regulated kinase (ERK) signaling pathway (Chang and 

Karin, 2001). Phosphorylation of Mnk1 and Mnk2 by ERK leads to the phosphorylation 

of eIF4E translation factor, which as mentioned earlier, is involved in the translation of 

transcripts for proteins involved in cell cycle progression, such as, myc and cycD1 (Fig. 

3) (Rosenwald et al., 1993; Silvera et al.). 

The D-type cyclins are known to activate CDK4 and CDK6 by directly interacting 

with them. Upon binding, the newly formed complex is recognized by cycH/CDK7/ 

ménage a trios (MAT1) complex and is phosphorylated on a threonine present in a 

flexible extended loop of the CDK, termed the T-loop, inducing a conformational change 

which is necessary for full activation (Lolli and Johnson, 2005). The cycD/CDK activated 

complex then translocates to the nucleus where it phosphorylates pRb. In an 

unphosphorylated state, the pRb protein binds and inactivates the transcription factor 

E2F, however, once phosphorylated, pRb dissociates from E2F allowing E2F to 

upregulate genes necessary for S-phase entry and cell cycle progression. These genes 
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include cycE, cycA, and CDK1. CycE mediates the transition from G1 to S-phase by 

binding to CDK2. One of the functions of the cycE/CDK2 complex is to maintain pRb in 

a hyperphosphorylated state. The cycE/CDK2 complex is also responsible for 

phosphorylating histone H1, a function which is important for chromatin rearrangement 

required for genome replication (Fig. 4) (Malumbres and Barbacid, 2009).  

In addition to sequestering the transcription factor E2F, pRb has been 

demonstrated to bind to the RNA polymerase III specific transcription factor TFIIIB and 

inhibit its function during G0 and early G1 phases of the cell cycle (Larminie et al., 

1997).  TFIIIB is necessary for the transcription of all genes regulated by RNA 

polymerase III some of which are tRNA and rRNA, which play a vital role in cell growth. 

In the presence of mitogenic signaling, pRb hyperphosphorylation by cycD/CDK4 or 6 

and cycE/CDK2 results in the release of the TFIIIB transcription factor upregulating 

genes required for cell growth in preparation for G1/S transit (Scott et al., 2001). This 

further highlights the co-ordinated effort between cell cycle initiation and cell growth.   

 

1.1.2 DNA Synthesis Phase 

The expression of  A-type cyclins (cycA1 and A2) is mediated by E2F and is 

required for entry into S-phase, completion of S-phase, and subsequent entry into M-

phase (Girard et al., 1991; Lehner and O'Farrell, 1989; Malumbres and Barbacid, 2005; 

Walker and Maller, 1991). CycA associates with CDK2 earlier in the cell cycle followed 

by CDK1 association in late S-phase (Fig. 4). CycA has also been reported to co-localize 

with sites of DNA replication indicating that it might play a direct role in DNA synthesis 

or the prevention of excess DNA replication. One of the unique features of cycA is its  
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Figure 4. Roles of classical cyclins and CDKs in phase transition and cell cycle 

progression. Cellular division is initiated by mitogenic signals which stimulate the 

expression of D-type cyclins. CycD is the regulatory subunit responsible for binding to 

and activating CDK4/CDK6, and is responsible for G1/S transition and overcoming the 

restriction point. Once formed, the cycD/CDK4 or CDK6 complex translocates to the 

nucleus where it upregulates genes necessary for G1/S transit, such as cycE and cycA. 

Once cycE is expressed it binds to and activates CDK2 mediating the G1/S transition. 

The cycE/CDK2 complex maintains pRb in a hyperphosphorylated state. CycA binds to 

and activates CDK2 during early S phase and CDK1 in late S phase. CycB accumulates 

during G2 phase and competes with cycA for CDK1 binding. CycB/CDK1 complexes are 

kept inactive by phosphorylation (Myt1 and Wee1) until M phase where they promote M 

phase progression and completion. When cells are ready to enter M-phase cycB/CDK1 

complexes are activated by the phosphatase CDC25. In early M phase cycB1/CDK1 

complexes phosphorylate APC/C which induces a conformational change allowing for 

the association with its co-activator CDC20. To prevent premature mitotic exit, 

APC/C
CDC20 

activity is inhibited by the spindle assembly checkpoint (SAC). Once cells 

are ready to exit mitosis APC/C
CDC20 

E3 ubiquitin ligase is activated resulting in the 

degradation of many mitotic proteins one of which is cycB which allows for mitotic exit.  
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ability to bind to some of the E2F members (E2F1, E2F2, and E2F3) and negatively 

regulate their function. CycA/CDK2 complexes inhibit the activity of E2F by 

phosphorylating the E2F heterodimerization partner DP1. This enables cycA- associated 

kinases to negatively regulate the transcriptional activity of E2F to counter increased E2F 

activity mediated by CDK2/cycE phosphorylation of pRb (Johnson and Walker, 1999; 

Malumbres and Barbacid, 2005). 

During S-phase, DNA replication leading to chromosomal duplication occurs. 

One of the critical components of this phase is to ensure the correct and accurate 

duplication of the chromosomes. In addition, cells must ensure that DNA replication is 

not initiated before all the required proteins are available (Tessema et al., 2004). Given 

the size of the eukaryotic genome, many simultaneous replication sites per chromosome 

are initiated (hundreds to thousands) in order to complete DNA replication in the most 

efficient manner (Kelly and Brown, 2000).The replication licensing system ensures cells 

do not re-initiate another round of DNA replication prior to completion of the cell cycle. 

This system creates a pre-replicative complex at every replication site which is first 

composed of an origin recognition complex. Cdc6/18, cdt1 and the Mcm 

(minichromosome maintenance) proteins are then recruited to the “origin recognition 

complex”. Mcm proteins perform as DNA helicases which unwind DNA, a step 

necessary for accessing the DNA strands for replication (Blow and Hodgson, 2002). 

CycA/CDK2 activity is responsible for the initiation of DNA replication by 

phosphorylating key components of the DNA replication machinery (Tessema et al., 

2004). CycA/CDK2 plays a role in the binding of Cdc45 to the Mcm complex and 

unwinding of the origin of replication (Kelly and Brown, 2000; Nishitani and Lygerou, 
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2002). Displacement of the Mcm proteins during DNA replication prevents re-initiation 

of replication of a strand which has been already copied (Blow and Hodgson, 2002).      

 

1.1.3 G2 Phase  

In the G2 phase, cells check the integrity of the duplicated genetic material and 

for the presence of necessary cellular structures in preparation for entry into M-phase. 

Incomplete duplication of the genetic material or DNA damage during DNA synthesis 

triggers checkpoint pathways which effectively induce cell cycle arrest. DNA damage 

induced by ultraviolet light or ionizing radiation stimulates ATM (ataxia telangiectasia 

mutated) and ATR (ATM and Rad3-related) signaling pathways. ATM and ATR 

signaling results in the activation, via phosphorylation, of human checkpoint kinases, 

Chk1 and Chk2 (Chaturvedi et al., 1999). Once activated, Chk1 and Chk2 phosphorylate 

the phosphatase CDC25, one of the proteins involved in CDK1 activation, inhibiting its 

function. By inhibiting CDK1 function, cells are unable to enter mitosis and the cell cycle 

is effectively inhibited. This allows cells to assess the extent of DNA damage and to 

repair it if possible (Sanchez et al., 1997).  

In addition to Chk1/2 activation, ATM and ATR also activate p53, a tumor 

suppressor protein, which plays an important role in arresting the cell cycle as a response 

to DNA damage and other cell stressors (Niida and Nakanishi, 2006). In normal cells, 

p53 levels are tightly regulated by mdm2, an E3 ubiquitin ligase. In the absence of DNA 

damage or cellular stress, mdm2 binds to p53 and targets it for ubiquitin mediated 

degradation (Brooks and Gu, 2011). In the presence of DNA damage, p53 is 

phosphorylated at Ser15 and Ser20 by the DNA damage sensors ATM and ATR kinases. 



20 

 

Phosphorylation of p53 by ATM and ATR inhibits mdm2 association allowing for p53 

accumulation and activation (Liang et al., 2009). Once activated, p53 plays a role in G1 

arrest in response to DNA damage by upregulating the transcription of the CKI p21
Cip1

 

(el-Deiry et al., 1993). p53 also mediates the expression and activation of the growth 

arrest and DNA damage-45α (GADD45α) protein which has been shown to induce G2/M 

arrest (Hollander and Fornace, 2002; Zerbini et al., 2005). GADD45α inhibits CDK1 by 

binding to cycB interfering with cycB/CDK1 association and is involved in nucleotide 

excision repair (Hollander and Fornace, 2002; Zerbini et al., 2005).     

CycB accumulates during G2 phase of the cell cycle until it effectively competes 

with cycA replacing it as the regulatory partner of CDK1. The newly formed cycB/CDK1 

complex is known as the mitosis promoting factor (MPF) (Tessema et al., 2004; 

Wurzenberger and Gerlich, 2011). The activity of the MPF is regulated by 

phosphorylation. Phosphorylation of the complex by myelin transcription factor 1 (Myt1) 

and Wee1 on Thr14 and Tyr15 of CDK1 deactivates the complex, whereas de-

phosphorylation of the complex by CDC25B and CDC25C activates it. CDK1/cycB 

complexes start to accumulate during G2 phase in preparation for mitotic entry, however, 

CDK1/cycB activation is delayed until preparation for mitotic entry by phosphorylation 

on Thr14 and Tyr15 by Myt1 and Wee1. Once cells are ready to enter mitosis, Wee1 and 

Myt1 are inhibited and the CDC25 phosphatase is activated removing the Thr14 and 

Tyr15 phosphorylations. This allows for the activation of the CDK1/cycB complex and 

ushers mitotic entry (Fig. 4) (Coulonval et al., 2011; Lindqvist et al., 2009; Potapova et 

al., 2011).     
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1.1.4 Mitosis 

The entry of mitosis is defined by various cellular events, such as cell rounding 

(Stewart et al., 2011), nuclear envelope breakdown (Stewart et al., 2009), chromosome 

condensation (Belmont, 2006) and mitotic spindle assembly (Walczak et al., 2010). In 

addition, activation of MPF via dephosphorylation is the rate limiting step for entry into 

mitosis. Once activated, the MPF phosphorylates many substrates necessary for M-phase 

progression and completion. Some of these substrates include, but are not limited to, 

motor and microtubule-binding proteins important for chromosome condensation, nuclear 

envelope breakdown, spindle assembly and centrosome separation (Tessema et al., 2004). 

Other events include the reorganization of organelles, such as the Golgi apparatus (Zaal 

et al., 1999) and the endoplasmic reticulum (Lu et al., 2009) to create space for the 

mitotic spindle and segregation of the genetic material to the two daughter cells. 

 CDK1/cycB activity drives mitosis up until metaphase, where the chromosomes 

align at the metaphase plate of the mitotic spindle (Wurzenberger and Gerlich, 2011). 

Early in mitosis CDK1/cycB complexes phosphorylate the APC/C (anaphase-promoting 

complex) enabling it to bind to its co-activator cell division cycle 20 (CDC20) creating 

the APC/C
CDC20

 E3 ubiquitin ligase. The newly formed APC/C
CDC20  

complex is the E3 

ligase responsible for the ubiquitin mediated degradation of many mitotic proteins, one of 

which is cycB (Pines, 2011). To prevent premature mitotic exit, APC/C
CDC20 

activity is 

inhibited by the spindle assembly checkpoint (SAC). SAC is responsible for ensuring the 

correct chromosome segregation by prolonging prometaphase to allow for proper 

chromosome alignment at the metaphase plate  (Musacchio and Salmon, 2007). Once 
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chromosomal alignment and orientation is complete, inhibition of the APC/C
CDC20 

is 

alleviated, thereby allowing for the degradation of cycB1 and mitotic exit (Fig. 4).  

  

1.2 Mechanism of Cell Cycle Regulation 

 

1.2.1 Ubiquitination, phosphorylation and subcellular localization  

“Due to the important role cyclins play in activating CDKs and driving the 

progression of the cell cycle, cyclin levels are tightly regulated during cell division. 

Cyclin levels are regulated mainly by two post translational protein modifications: 

ubiquitination and phosphorylation. The ubiquitin-proteasome system (UPS) involves the 

covalent addition of multiple ubiquitin molecules to proteins destined for degradation. 

The polyubiquitinated proteins are then recognized and targeted for degradation by the 

26S proteasome complex.  The addition of ubiquitin to a target substrate is mediated by 

three enzymes: the E1 ubiquitin-activating enzyme, the E2 ubiquitin-conjugating enzyme 

and the E3 ligase catalyst. The E1 enzyme activates the ubiquitin molecule by forming a 

thioester bond with the carboxyl group of Gly76 of the ubiquitin molecule. Once the 

ubiquitin molecule is activated the E1 enzyme transfers the ubiquitin to the E2 ubiquitin-

conjugating enzyme, which carries the activated molecule as a thioester. Finally, the E3 

ligase transfers the activated ubiquitin molecule from the E2 ubiquitin-conjugating 

enzyme to a lysine residue on the target substrate (Hoeller and Dikic, 2009; Nakayama 

and Nakayama, 2006; Pickart, 2001).” (Hotchkiss, 2012)   

The E3 ligase is thought to be responsible for the specificity of the ubiquitination 

process (Hershko, 1983). E3 ligases are divided into four major classes based on their 
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structural motifs: HECT-type, RING-finger-type, U-box-type or PHD-finger-type. 

Cullin-based E3 subfamily belongs to the RING-finger type E3 ligase family and is one 

of the largest single class of E3 ligases (Nakayama and Nakayama, 2006). Within the 

cullin-based E3 subfamily, there are two ligases responsible for the ubiquitin mediated 

degradation of cell cycle proteins, the SKP1-CUL1-F-box protein (SCF) complex 

(Nakayama and Nakayama, 2005) and APC/C (Castro et al., 2005; Harper et al., 2002).   

The SCF complex is composed of three subunits: RBX1 (RING-finger protein), 

CUL1 (scaffold protein), and SKP1 (adaptor protein). In addition to these subunits there 

is a variable F-box protein which associates with SKP1 through its F-box motif and is 

responsible for substrate specificity. To date, 70 F-box proteins have been identified in 

humans and belong to one of three groups based on protein motifs those containing 

WD40 repeats (FBXW), leucine-rich repeats (FBXL) or other domains (FBXO) (Jin et 

al., 2004). Three F-box-proteins have been associated with the regulation of cell cycle 

proteins: SKP2 (FBXL1), FBW7 (FBXW7) and β-transducin repeat-containing protein 

(β-TRCP and FBXW1/11) (Nakayama and Nakayama, 2006).  

 The APC, like the SCF complex is a multi-subunit complex with variable and 

invariable components. The APC11 (RBX1-related RING-finger protein), APC2 (CUL1-

related scaffold protein) and an additional 11 other proteins with undefined roles make up 

the invariable core of the APC. In addition to the core proteins there are activator proteins 

present in mitotically cycling cells of which two are known: CDC20 and CDH1 (also 

known as HCT1) (Castro et al., 2005; Harper et al., 2002). Activator proteins determine 

substrate specificity and function during meiosis and in non dividing cells (Nakayama 
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and Nakayama, 2006). G1 cyclins are ubiquitinated by SCF complex, whereas mitotic 

cyclins are ubiquitinated by APC/C (Gopinathan et al., 2011). 

In addition to regulation through cyclin binding, CDKs are regulated by 

phosphorylation. Subsequent phosphorylation of the cyclin/CDK complex by the CAK 

complex on the T-loop threonine (e.g., CDK1 Thr161, CDK4 Thr172, CDK2 Thr160) 

induces a conformational change which is necessary for full activation. CDK7, cycH and 

the assembly factor MAT1 make up the CAK complex and is responsible for the 

activation of CDK1, CDK2, CDK4 and CDK6 (Fesquet et al., 1993; Fisher and Morgan, 

1994; Kato et al., 1994; Poon et al., 1993; Solomon et al., 1992). Based on the CDK2 

crystal structure, there are two structural restraints which maintain the protein in an 

inactive state: 1) the T-loop which blocks the substrate binding site and 2) the orientation 

of the side chains in the ATP site are not optimal, interfering with the efficient 

phosphotransfer by ATP phosphates. (De Bondt et al., 1993; Morgan, 1995; Morgan and 

De Bondt, 1994). CycA binding to CDK2 alters the conformation of the CDK allowing 

access to the T-loop which is otherwise inaccessible (Jeffrey et al., 1995). 

Phosphorylation of the CDK2 T-loop on Thr160 by CAK further stabilizes the T-loop 

and allows for the correct amino acid orientation in the substrate binding site (Russo et 

al., 1996).  When CDKs are unbound to a cyclin subunit, the T-loop region of the protein 

is inaccessible to CAK, thus, monomeric CDKs are not phosphorylated by CAK (Fesquet 

et al., 1993; Fisher and Morgan, 1994; Kato et al., 1994; Poon et al., 1993; Solomon et 

al., 1992).     

CDK7 is also subjected to regulation by phosphorylation on Thr170 and Ser164 

both present in the activation segment of the protein. Phosphorylation on Thr170 is not 
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required for CAK activity since MAT1 association with unphosphorylated CDK and 

cycH is capable of activating CAK (Devault et al., 1995; Fisher et al., 1995). However, 

phosphorylation on Ser164 improves CDK7/cycH association and CAK activity (Lolli et 

al., 2004).  

 Dephosphorylation of the CDK T-loop threonine by CDK-associated protein 

phosphatase (KAP) deactivates cyclin/CDK complexes (Hannon et al., 1994; Poon and 

Hunter, 1995). Furthermore, the activity of CDK1 can be regulated by the 

phosphorylation of threonine 14/tyrosine 15 residues (Krek and Nigg, 1991; Parker and 

Piwnica-Worms, 1992). WEE1-like kinases inactivate the CDK1 upon phosphorylation 

of these residues whereas dephosphorylation by the dual-specificity phosphatase CDC25 

activates the CDK1 (Gautier et al., 1991). CDK are also regulated by CKIs which can 

bind to and inhibit CDK in complex with cyclins or out of complex (Fig. 5).  

In addition to phosphorylation/dephosphorylation and synthesis/degradation, 

protein intracellular localization also plays a major role in cell cycle regulation. For 

example, cycB contains a nuclear exclusion signal and is sequestered in the cytoplasm 

until the beginning of prophase. In addition, the intracellular localization of the CDK 

inactivating kinases Wee1 (nucleus) and Myt1 (Golgi complex) play an important role in 

making sure cells do not enter mitosis prematurely. Furthermore, the 14-3-3 group of 

proteins regulate the intracellular localization of many proteins one of which is CDC25. 

During interphase, 14-3-3 proteins maintain CDC25 in the cytoplasm. 14-3-3 proteins 

also play a role in sequestering cycB/CDK1 complexes in the cytoplasm in response to 

DNA damage preventing them from promoting M-phase (Vermeulen et al., 2003). 
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Figure 5. CDK regulation by phosphorylation, de-phosphorylation and cyclin 

dependent kinase inhibitors (CKI). The first step required for CDK activation is the 

binding of the cyclin regulatory subunit. Upon cyclin binding, a conformational change 

occurs allowing for the complex to be recognized by the cyclin activating kinase (CAK) 

complex. The CAK complex is composed of cycH, CDK7 and Mat1. Phosphorylation by 

CAK is required for the activation of the CDK. Activated cyclin/CDK complexes by 

CAK can be reversed by CDK-associated protein phosphatase (KAP) mediated 

dephosphorylation.  In addition to regulation by CAK, CDK1/cycB complexes are 

negatively regulated by Wee1 and Myt1 phosphorylation. When CDK1 in complex with 

cycB is phosphorylated it is rendered inactive. De-phosphorylation of CDK1 by the 

phosphatase CDC25 reverses Wee1 and Myt1 inhibition. The additional regulation of 

CDK1/cycB1 is essential for controlling the precise timing of M-phase entry. CDK 

activity is inhibited by the CKIs, INK4 and CIP/KIP protein family. CIP/KIP family 

members interfere with CDK kinase activity by binding to cyclin/CDK complexes 

forming an inactive trimeric complex whereas INK4 family members bind to the CDK 

subunit physically interfering with the formation of cyclin/CDK complex. Figure 

modified from (Malumbres and Barbacid, 2005). 
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1.2.2 Cyclin Dependent Kinase Inhibitors: Cip/Kip and INK4 Families 

CKIs are divided into two families: the Cip/Kip family and the INK4 family.  The 

Cip/Kip family is composed of three proteins: p21
Cip1

, p27
Kip1

 and p57
Kip2

. Members of 

the Cip/Kip family share a homologous inhibitory domain which allows for these proteins 

to both bind and inhibit CDK4 and CDK2 containing complexes (Fig. 5) (Polyak et al., 

1994b; Sheaff, 1997; Toyoshima and Hunter, 1994; Vervoorts and Luscher, 2008; Waga 

et al., 1994). The first member of the Cip/Kip family to be isolated was p21
Cip1

 also 

known as Cip1, WAF1, SD11, CAP20, PIC1 and mda-6 (Harper et al., 1993; Johnson 

and Walker, 1999; Vidal and Koff, 2000).  p21
Cip1

 was found to be upregulated in wild 

type cells in response to DNA damaging agents indicating that p21
Cip1

 might play a role 

in p53-activated cells. As part of the DNA damage response, p53 is stabilized and 

activated as a transcription factor.  Once activated, p53 binds to a p53-binding site in the 

p21
Cip1

 gene promoter region upregulating p21
Cip1

 gene expression. Upon expression, 

p21
Cip1

 is thought to inhibit the cell cycle by binding to CDK complexes necessary for G1 

cell cycle progression and inhibiting their kinase activity (Johnson and Walker, 1999; 

Vidal and Koff, 2000). In addition to playing a role in p53 dependent cell cycle 

inhibition, p21
Cip1

 was also observed to play a role in cell cycle exit mediated by cellular 

senescence. It was observed that p21
Cip1

 levels accumulated in ageing cells as they 

approach senescence (Noda et al., 1994). 

 An alternate mechanism by which p21
Cip1

 inhibits cell cycle is by interacting with 

proliferating cell nuclear antigen (PCNA), an elongation factor for DNA polymerase δ, 

which is also part of the DNA repair machinery (Flores-Rozas et al., 1994; Pan et al., 

1995; Waga et al., 1994; Warbrick et al., 1995). PCNA is a member of the DNA sliding 
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clamps (β clamps) family and is an essential cofactor for DNA replication (Bowman et 

al., 2004; Moldovan et al., 2007). PCNA has been demonstrated to play a role in both the 

initiation of the leading- strand DNA replication and the discontinuous lagging-strand 

synthesis by providing a platform for DNA polymerases and other necessary proteins to 

gain access to the sites of DNA replication (Hubscher, 2009; Moldovan et al., 2007).  

Binding of p21
Cip1

 to PCNA was reported to inhibit the DNA replication but not repair 

function of PCNA.  Currently, p21
Cip1

 cell cycle inhibition is thought to be mediated by 

two mechanisms: 1) binding to and inhibiting the activity of various CDK/cyclin 

complexes and 2) by inhibiting PCNA activity (Johnson and Walker, 1999). P21
Cip1

 

function is not limited to inhibiting cell cycle but it has also been implicated in promoting 

cell cycle by binding to and assisting with the assembly of CDK/cyclin complexes. 

Currently, p21
Cip1

 function is thought to be controlled by phosphorylation (Scott et al., 

2000). Unphosphorylated p21
Cip1

 has been reported to localize to the nucleus where it 

functions as an anti-proliferative protein by binding to CDK/cyclin complexes and PCNA 

inhibiting their function. Upon phosphorylation by Akt or protein kinase B (PKB), on 

Thr145 and Ser146 residues, p21
Cip1

 loses its ability to interact with PCNA and is 

transported to the cytoplasm (Li et al., 2002; Rossig et al., 2001). Once in the cytoplasm, 

p21
Cip1

 can interact with cytoplasmic proteins where it plays a role in alternate cellular 

processes, such as the inhibition of Fas-mediated apoptosis (Suzuki et al., 1998). In 

addition, it has been reported that cytosolic p21
Cip1

 assists in the assembly of CDK 

4/cycD complexes and helps the complex translocate to the nucleus where it can promote 

G1/S transition (Alt et al., 2002; Cheng et al., 1999; LaBaer et al., 1997). 
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 p27
Kip1

 mediated cell cycle inhibition was first detected in contact inhibited cells 

and TGF-beta treated cells. The cell cycle inhibitory function of p27
Kip1

 was reported to 

be due to its ability to bind and inhibit CDK2 (Koff et al., 1993; Vidal and Koff, 2000). 

p27
Kip1

 was also reported to interact with CDK4/cycD complexes by a tri-hybrid screen 

(Toyoshima and Hunter, 1994). Like p21
Cip1

, p27
Kip1

 cell cycle mediated inhibition has 

been demonstrated to be mostly due to inhibition of CDK/cyclin kinase activity 

preventing the phosphorylation of pRb. p27
Kip1

 has been shown to associate with cycD1-

D3/CDK4 or CDK6 and cycE or cycA/CDK2. This inhibits the cells from transitioning 

from the G1 to S-phase of the cell cycle (Denicourt and Dowdy, 2004; Polyak et al., 

1994a; Toyoshima and Hunter, 1994). However, p27
Kip1

 has also been reported to play a 

role in other cellular processes, such as apoptosis and cell motility. Since p27
Kip1

 has 6-8 

phosphorylation sites, it is thought that based on the phosphorylation pattern of p27
Kip1

 

the cellular localization of the protein, folding and metabolism are affected dictating the 

cellular function of the protein. When p27
Kip1

 is localized to the nucleus it is believed to 

mediate cell cycle inhibition by binding to CDK/cyclin complexes and deactivating them. 

p27
Kip1

 phosphorylation is thought to promote the transport of p27
Kip1

 into the cytoplasm 

where it can participate in other cellular functions, such as assisting in cellular motility 

(Borriello et al., 2007). Cytoplasmic p27
Kip1

, like p21
Cip1

, has been demonstrated to assist 

in the formation and nuclear translocation of CDK4/cycD complexes where they effect 

gene transcription to promote G1/S transition (Cheng et al., 1999; LaBaer et al., 1997). 

As part of the Cip/Kip, family p57
Kip2

 also has the ability to bind and inhibit 

CDKs. p57
Kip2

 can bind and regulate the function of the following CDK/cyclin 

complexes: CDK2/cycE, CDK2/cycA, CDK3/cycE, CDK4/cycD1, CDK4/cycD2, 
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CDK1/cycB and CDK6/cycD2 (Lee et al., 1995; Matsuoka et al., 1995; Reynaud et al., 

2000). The amino-terminus (NT) of p57
Kip2

 contains three sites, a cyclin binding region, a 

CDK binding site, and a 310 helix, which are necessary for the inhibition of CDK/cyclin 

activity. p57
Kip2

 inhibits CDK/cyclin complexes by binding to them and inactivating their 

kinase activity. Like p21
Cip1

, p57
Kip2

 is thought to have the ability to assist with the 

assembly of CDK/cyclin complexes (Vidal and Koff, 2000). At low levels it is thought 

that p57
Kip2

 assists with CDK/cyclin complexes and helps them translocate to the nucleus 

whereas at higher levels it binds to the CDK/cyclin complexes inhibiting their kinase 

activity (LaBaer et al., 1997). The exact effects of phosphorylation on p57
Kip2

 function 

have not yet been reported, however, it is known that p57
Kip2

 degradation is regulated by 

phosphorylation (Pateras et al., 2009).     

The INK4 family is composed of four proteins: p16
INK4a

 (p16), p15
INK4b

 (p15), 

p18
INK4c

 (p18) and p19
INK4d

 (p19). These proteins share a common repeating ankyrin 

motif which is necessary for CDK4 and CDK6 inhibition. INK4 binds specifically to 

either CDK4 or CDK6 competing with the association of D-type cyclins (Fig. 5) (Carnero 

and Hannon, 1998). As a result, INK4 cell cycle inhibition depends on the presence of 

pRb in the cell. In cells lacking pRb, there is an elevated level of cycE which allows the 

cells to overcome cell cycle regulation mediated by INK4 proteins (Koh et al., 1995; 

Lukas et al., 1997; Medema et al., 1995).  

 

1.3 D-type Cyclins  

 The D-type cyclin family is composed of cycD1, D2 and D3. The D-type cyclins 

share a high sequence similarity including some conserved protein domains. When 
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compared with cycD1, cycD2 and cycD3 exhibit a 62% and 51% amino acid sequence 

homology, respectively (Musgrove et al., 2011). When compared to each other cycD2 

and cycD3 exhibit 62% amino acid sequence similarity. All three D-type cyclins contain 

the cyclin box, a well characterized unique protein sequence that is highly conserved 

among cyclin family members. The cyclin box is responsible for CDK binding as well as 

interaction with CKIs p21
Cip1

, p27
Kip1

 and p57
Kip2

. In addition to the cyclin box, D-type 

cyclins share an RB-binding LXCXE motif, a PEST domain, and a CT conserved 

threonine responsible for targeting the cyclins for ubiquitin-mediated degradation upon 

phosphorylation (Zwicker et al., 1999) (Fig. 6). The PEST domain is a peptide sequence 

rich in proline, glutamic acid, serine and threonine. Most proteins containing a PEST 

domain have a short half-life thus associating the domain with rapid protein degradation 

(Rogers et al., 1986). Furthermore, the region between the cyclin box and the CT PEST 

domain contain the least conserved sequences between the three D-type cyclins. These 

sequences are thought to give each D-type cyclin unique cellular functions other than 

binding to and activating cyclin dependent kinase 4 or 6. The LLXXXL motif is unique 

to cycD1 and is responsible for the binding of the LXXL motif, present in the estrogen 

receptor co-activator SRC1. CycD1 interaction with SRC1 enhances estrogen receptor 

activation which plays an important role in breast tissue development (Fig. 6) (Musgrove 

et al., 2011; Zwijsen et al., 1998).           

 

1.3.1 Functions of D-type Cyclins  

 In addition to influencing the transcription of genes necessary for S-phase 

transition, cycD/CDK4 complexes have been demonstrated to sequester proteins of the  
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Figure 6. Comparisons of functional domains of D-type cyclins (cycD1, D2, D3) and 

their splice variants (cycD1b, cycD2SV).  One of the defining aspects of the cyclin 

protein family is the cyclin box domain which is responsible for CDK association. The 

LXCXE motif is shared among the D-type cyclins and is responsible for pRb protein 

interaction.  The LLXXXL motif is unique to cycD1 and is responsible for binding to the 

LXXL motif, present in the estrogen receptor co-activator SRC1. The PEST domain is 

responsible for D-type cyclin degradation and contains the conserved threonine residue 

implicated in D-type cyclin ubiquitin mediated degradation. Other sequences, such as the 

p21 and p27 binding domain, the cycD2SV CT sequence and the cycD1b CT sequence 

are depicted in the schematic. Figure modified from (Musgrove et al., 2011).  

 

 

 

 

 

 

 

 

 

 

 

 

 



34 

 

 

 

 

 

 

 

 

 

 

 

 

 



35 

 

Cip/Kip family, specifically p27
Kip1

 and p21
Cip1

, known repressors of CDK2 (Perez-

Roger et al., 1999; Sherr and Roberts, 1995). Binding of p27
Kip1

 and p21
Cip1 

have been 

shown to promote cycD/CDK association and nuclear import without interfering with the 

catalytic function of the complex [(Alt et al., 2002; Cheng et al., 1999; LaBaer et al., 

1997), see section 1.2.3)].     

 CycD/CDK4 catalytic function has been demonstrated to impact transcriptional 

factors, other than E2F, that are involved in cell proliferation and differentiation. Some of 

these factors include transforming growth factor-β (TGFβ)-responsive transcriptional 

modulator SMAD3 (Matsuura et al., 2004), members of the RUNX family (Zhang et al., 

2008b), GATA4 (Nakajima et al.) and MEF2 family (Lazaro et al., 2002). Another 

important substrate of cycD/CDK complexes is the BRCA1 gene, which is involved in 

DNA damage repair (Kehn et al., 2007). CDK4 has also been demonstrated to play a role 

in mitochondrial function (Wang et al., 2006), cell growth, and processes involved in 

chromosomal DNA replication and segregation, like centrosome duplication and 

separation (Adon et al., 2010). CycD/CDK4 activated complexes also regulate cell 

growth by inducing protein synthesis (Zacharek et al., 2005) and ribosome biogenesis 

(Ren et al., 2010). 

 Not all CDK4/CDK6 substrates are involved directly in cell cycle regulation. 

Some of these substrates are involved in cell motility, cell adhesion and cytoskeletal 

remodeling (Zhong et al.). In fibroblasts, epithelial cells and macrophages with cycD1 

deficiency, a decrease in migration and increase in cell adhesion was observed (Li et al., 

2006b; Li et al., 2006c; Neumeister et al., 2003). Fibroblasts and epithelial cells 

expressing a mutant cycD1 (K112E) lacking the ability to activate CDK4 or CDK6, do 
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not enhance migration or decrease adhesion, implicating the necessity of CDK activation 

by cycD1 in these events (Li et al., 2006b; Li et al., 2006c; Musgrove et al., 2011).  

 

1.3.2 D-type Cyclin Regulation 

D-type cyclin levels are tightly regulated by ubiquitin mediated degradation and 

begin to decline at the G1/S-phase boundary (Alao, 2007). CycD1 degradation by the 

proteasome requires the phosphorylation of a conserved CT threonine, Thr286, by the 

glycogen synthase kinase 3 beta (GSK-3β) (Diehl et al., 1998; Diehl and Sherr, 1997). 

Phosphorylation of cycD1 on Thr286 was greatly enhanced by CDK4 association, 

however, CDK4 binding is not essential for Thr286 phosphorylation (Alao, 2007). 

During G1, GSK-3β is excluded from the nucleus however is able to enter the nucleus 

upon S-phase entry. The phosphorylation of cycD1 by GSK-3β is associated with the G1 

to S-phase transition in the cell cycle. Studies have demonstrated that GSK-3β access to 

cycD1 is limited to S-phase due to GSK-3β protein localization (Diehl et al., 1998). 

GSK-3β enters and exits the nucleus via its interaction with FRAT/GBP (Franca-Koh et 

al., 2002). Upon entry, GSK-3β gains access to activated cycD1/CDK4 complexes. 

Phosphorylated cycD1 on Thr286 is recognized by the nuclear exportin CRM1, which 

transports the cycD1 complex to the cytoplasm. The exported complex is then recognized 

by E3 ligases, polyubiquitinated and targeted to the 26S proteasome for degradation. 

Phosphorylation of cycD1 on Thr286 by GSK-3β exports the activated cycD1/CDK4 

complexes out of the nucleus where they can no longer influence gene expression. Given 

that GSK-3β is negatively regulated by the Ras- phosphatidylinositol 3 kinase – Akt 
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pathway, it explains the increased stability of cycD1 due to mitogenic signals (Gladden 

and Diehl, 2005).  

CycD1 degradation is essential given that the persistent accumulation of cycD1 

has been shown to be related with abnormal cell cycle regulation. CycD1 has been shown 

to associate directly with PCNA, however, it is not clear whether this interaction occurs 

in the nucleus or the cytoplasm of cells. Essentially, this interaction prevents cells from 

entering S-phase, effectively inhibiting DNA synthesis (Fukami-Kobayashi and Mitsui, 

1999). D-type cyclin accumulation has also been associated with cancer. The cycD1 

mutant cycD1-T286A, which can no longer be phosphorylated by GSK-3β remains 

nuclear during the cell cycle due to reduced association with CRM1. In addition, the 

continuous expression of cycD1-T286A in a stably transfected murine fibroblast cell line 

(NIH-3T3) resulted in cellular transformation compared to cycD1 expressing cells. Using 

a focus formation assay, it was observed that late passage D1-T286A-3T3 cells (18 

passages) formed foci whereas D1-3T3 cells did not form foci even after >40 passages. 

The tumorigenicity of cycD1-T286A was further tested by injecting NIH-3T3 cells in 

severe combined immunodeficient mice (SCID). Alt et al. reported that 7 out of 7 mice 

injected with D1-T286A-3T3 cells formed tumors by 22 days in contrast to NIH-3T3 and 

D1-3T3 cells, which were unable to form tumors by 22 days. Characterization of the 

tumors induced by D1-T286A-3T3 confirmed that the localization of the cycD1 mutant 

remained nuclear during both G1 and S-phase (Alt et al., 2000).      

In addition to GSK-3β, IᴋB kinase (IKK) α has been demonstrated to regulate 

cycD1 degradation by Thr286 phosphorylation. IKKα is one of the catalytic subunits of 

the IKK complex which is involved in NF-ᴋB activation. In addition to activating NF-ᴋB 
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pathway, IKKα has been shown to play a role in cycD1 protein regulation and cell 

division (Kwak et al., 2005). Deletion of the CT region of cycD1 followed by specific 

amino acid mutations identified that IKKα phosphorylates cycD1 on Thr286 located in 

the PEST domain of cycD1. In addition, cycD1 half life was increased in IKKα
-/-

. These 

results indicate that IKKα mediated phosphorylation of cycD1 on Thr286 plays a similar 

role like GSK-3β in cycD1 protein localization and degradation (Kwak et al., 2005). The 

cellular localization of IKKα in relation to cycD1 has not been examined, however, given 

the role IKKα plays in cycD1 regulation, one can speculate that IKKα, like GSK-3β, 

translocates to the nucleus to gain access to activated cycD1 complexes during S-phase. 

In addition to the recent discovery of other kinases involved in the regulation of 

cycD1 localization and degradation by Thr286 phosphorylation, there have been reports 

questioning the role of GSK-3β in cycD1 regulation. Inhibition of GSK-3β did not 

interfere with cycD1 phosphorylation or degradation during the cell cycle (Alao, 2007; 

Guo et al., 2005; Yang et al., 2006a). GSK-3β localization in MCF7 cells did not change 

during cell division and some cycD1 degradation was occurring when GSK-3β was 

inhibited (Alao, 2007; Alao et al., 2004; Yang et al., 2006b). In addition, cycD1 ubiquitin 

mediated degradation has been demonstrated to be independent of cycD1 

phosphorylation on Thr286. Gernain et al. identified that cycD1 T286A mutants were 

still susceptible to ubiquitin-mediated proteasomal degradation. In addition, a cycD1 

mutant (cycD1-KE) incapable of binding CDK4 also maintained the ability to be 

degraded by the proteasomal pathway.  Based on this evidence, the authors of the study 

suggest the existence of an alternative ubiquitin mediated pathway, which is independent 
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of Thr286 phosphorylation, may be responsible for  regulating the levels of unbound 

intracellular cycD1 (Alao, 2007). 

 Alternatively, Zou et al. have identified that in addition to phosphorylation at 

Thr286, phosphorylation on Thr288 regulates cycD1 stability. Phosphorylation on 

Thr288 is mediated by the kinase Mirk/Dyrk1b, which is active at the G0 and early G1 

phases. The authors demonstrate that the knockdown of Mirk/Dyrk1b by siRNA oligos 

resulted in the accumulation of cycD1 protein. Furthermore, the use of lithium chloride 

(LiCl), a GSK-3β inhibitor, did not affect Mirk/Dyrk1b downregulation of cycD1. These 

results suggest a possible role for Mirk/Dyrk1b in cycD1 degradation (Alao, 2007; Zou et 

al., 2004).  

 

1.4 D-type Cyclins and CDKs: Redundant or Essential for Life? 

 In 1989, experiments conducted on budding yeast concluded that any one of the 

three D-type cyclins was sufficient for normal cell cycle progression, suggesting a 

redundancy in function of the G1 cyclins (Richardson et al., 1989). Years later, work 

completed in mice challenged the importance of G1 cyclins in the completion of the cell 

cycle based on mouse knockout experiments. The first of these experiments were 

conducted in 1995 where Fatle et al. and Sicinski et al. demonstrated that mice lacking 

the cycD1 gene were viable and survived with localized developmental abnormalities in 

the retina and breast tissues [defective breast lobuloalveolar development during 

pregnancy; (Fantl et al., 1995; Sicinski et al., 1995)]. These observations supported 

previous work completed by Matsushime et al. where they reported that cycD1 was 

expressed in distinct cell types (Fantl et al., 1995). In addition to the developmental 
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abnormalities, cycD1
-/-

 mice were smaller in size, had malformation of the jaw and 

neurological impairment when compared with littermates carrying the wild type gene 

(Fantl et al., 1995; Sicinski et al., 1995). Following up on these observations, Sicinski et 

al. generated cycD2
-/-

 and cycD3
-/-

 mice (Sicinska et al., 2003; Sicinski et al., 1996). 

Male mice lacking cycD2 displayed hypoplastic testes whereas females were found to be 

sterile as a result of the inability of ovarian granulose cells to proliferate, in response to 

follicle-stimulating hormone (FSH) (Sicinski et al., 1996). CycD2
-/- 

mice also exhibited 

thymic hypoplasia and defects in B-lymphocytes and pancreatic cell proliferation 

(Solvason et al., 2000). In addition, cerebellum abnormalities were observed in cycD2
-/-

 

mice whereby granule and stellate interneuron cells were affected. By the second 

postnatal week, granule cell number decreased significantly in cycD2 deficient mice 

compared to wild type whereas stellate cell population was nearly non-existent 

suggesting a vital role for cycD2 in the development of this specific cell type (Huard et 

al., 1999; Kowalczyk et al., 2004). Mice lacking cycD3 were viable, however, they 

displayed hypoplastic thymuses resulting in a defect in the normal expansion of immature 

T-lymphocytes (Sicinska et al., 2003). By interbreeding the single cycD knockout mice, 

Sicinski et al. generated double cycD knockout mice (Ciemerych et al., 2002)(CycD1
-/-

/D2
-/-

, cycD2
-/-

/D3
-/-

, and cycD1
-/-

/D3
-/-

), and triple cycD knockout mice (Kozar et al., 

2004). The double cycD knockout mice developed normally until late gestation. They 

observed that in double cycD knockout embryos, the remaining cyclin lost tissue specific 

expression and was upregulated in all tissues to compensate for the lack of the other two 

D-type cyclins. They concluded that while this compensatory mechanism was sufficient 

for double knockout embryos to develop to late gestation it was not enough for later stage 
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development. In double knockouts, mice only expressing cycD1 expressing developed 

severe megaloblastic anemia, mice only expressing cycD2 suffered neurological 

abnormalities, and mice only expressing cycD3 suffered impaired cerebellar development 

(Ciemerych et al., 2002). Surprisingly, triple cycD knockout mice (D1
-/-

, D2
-/-

, and D3
-/-

) 

were able to develop normally to mid to late gestation (E13.5) (Kozar et al., 2004). Triple 

cycD knockout embryos died at embryonic day 16.5 due to heart abnormalities and 

severe anemia. These embryos were also found to have hematopoietic stem cell 

abnormalities. Since G1 phase requires cycD-CDK4/6 and cycE/CDK2 complexes, 

Kozar et al. concluded that CDK4/6 activity is not necessary for G1 phase progression in 

early developing mouse embryos. Thus, they hypothesized that CDK2 activity might be 

sufficient for the cell division in D-type triple knockout mice during early development. 

They were also able to demonstrate that knocking down CDK2 using retroviruses 

encoding two independent siRNAs in D-type triple knockdown cells was sufficient to 

inhibit cellular proliferation compared to wild-type control. Based on these results they 

concluded that CDK2 was essential for D-type triple knockout cell proliferation and 

suggested that CDK2/cycE complexes were sufficient for G1/S transition until mid-

gestation (Table 2) (Kozar et al., 2004). 

 In regards to CDKs, the only CDK which is essential for life is CDK1. CDK1 

knockout is embryonic lethal at the first cell division, however, with triple knockdown of 

CDK 4, CDK6, and CDK2 embryos survive until embryonic day 12.5 (Santamaria et al., 

2007). CDK2, CDK4 or CDK6 single knockouts were viable, however, they exhibited 

some localized abnormalities. CDK2
-/-

 mice survived for up to two years with  
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Table 2. Viability and pathologies of cyclin and CDK knockout mice. 

Disrupted 

Gene(s) 

Viability Pathology Reference 

Cyclin D1 Viable Abnormalities in retina and breast 

tissues, malformation of the jaw, and 

neurological impairment. Mice were 

smaller compared to wild type 

littermates.  

Fantl et al. 

(1995), 

Sicinski et al. 

(1995) 

Cyclin D2 Viable Hypoplastic testes in male mice but 

remain fertile and sterility in female 

mice. Cerebellum abnormalities, 

hypoplastic thymus and defects in B-

lymphocytes and pancreatic cell 

proliferation. 

Sicinski et al. 

(1996), 

Huard et al. 

(1999), 

Kowalczyk et 

al. (2004), 

Solvason et 

al. (2000) 

Cyclin D3 Viable Impaired T-lymphocyte development Sicinska et al. 

(2003) 

Cyclin D1 and 

D2 

Viable but 

die within 

first three 

postnatal 

weeks 

Inhibited cerebellar development, 

small body size and impaired 

coordination.  

Ciemerych et 

al. (2002) 

Cyclin D1 and 

D3 

Non-

viable 

Neurological abnormalities Ciemerych et 

al. (2002) 

Cyclin D2 and 

D3  

Non-

viable 

Develop severe megaloblastic anemia. 

Embryonic lethal by E18.5. 

Ciemerych et 

al. (2002) 

Cyclin D1, D2 

and D3 

Non-

viable  

Heart abnormalities and severe anemia 

(hematopoietic stem cell 

abnormalities). Develop normally to 

mid to late gestation (E13.5) and die 

by E16.5. 

Kozar et al. 

(2004) 

CDK1 Non-

viable  

Embryonic lethal at first cell division Santamaria et 

al. (2007) 

CDK2 Viable Survive for two years with no cell 

division complications except in germ 

cells. Male and female mice exhibit 

sterility, small body size, and impaired 

neural progenitor cell proliferation. 

Berthet et al. 

(2003), 

Ortega et al. 

(2003) 

CDK4 Viable Mice exhibit diabetic symptoms 

(polyuria, hyperglycemia, and ketosis) 

due to impaired development of β-islet 

cells. Females are sterile. 

Rane et al. 

(1999), 

Tsutsui et al 

(1999), 

Moons et al. 

(2002) 
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CDK6 Viable Abnormalities in the hematopoietic 

system 

Malumbres et 

al. (2004) 

CDK2 and 

CDK4 

Non-

viable 

Mice develop to term but die shortly 

due to heart defects resulting from 

abnormal embryonic cardiomyocyte 

development 

Berthet et al. 

(2006) 

Barriere et al. 

(2007 

CDK2 and 

CDK6 

Viable Defects in spermatogenesis, oogenesis 

and hematopoietic cells 

Malumbres et 

al. (2004) 

CDK4 and 

CDK6 

Non-

viable 

Embryonic lethal due to defects in 

hematopoietic cell proliferation. Some 

pups survive to birth but die soon after.  

Malumbres et 

al. (2004) 

CDK2, CDK4 

and CDK6 

Non-

viable  

Cardiac and hematopoietic defects. 

survive until embryonic day 12.5 

Santamaria et 

al. (2007) 
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no problems in cell division in most cell types except for germ cells. Mice lacking CDK2 

expression were sterile due to a defect in the completion of prophase I during meiotic cell 

division in male and female germ cells (Berthet et al., 2003; Ortega et al., 2003). CDK4
-/-

 

were viable but exhibited decreased growth and development like those observed in 

cycD1
-/-

 mice. Both male and female CDK4
-/-

 mice were sterile due to defects in 

spermatogenesis and in corpus luteum formation, respectively (Moons et al., 2002). 

These mice have impaired development of β-islet cells which are responsible for the 

synthesis and secretion of insulin (Kulkarni, 2004; Rane et al., 1999). As such, these mice 

exhibited diabetic symptoms like polyuria, hyperglycemia and ketosis (Rane et al., 1999; 

Tsutsui et al., 1999). CDK6
-/-

 mostly affects the hematopoietic system as was observed 

by a decrease in cellularity in the thymus and spleen accompanied by a reduction in 

circulating red blood cells (Malumbres et al., 2004). These results suggest that CDK2, 4 

and 6 are not essential for global cell cycle activity but are important in a specific subset 

of cells. Double knockdown of any two of CDK2, 4 and 6 enhanced some of the observed 

defects but did not interfere with global cell cycle activity. CDK4
-/-

/CDK6
-/-

 double 

knockouts resulted in embryonic death due to defects in hematopoietic cell proliferation 

but did not impair G1 entry or progression in other cell types (Malumbres et al., 2004). 

Elimination of CDK2 and CDK4 resulted in a defect in embryonic cardiomyocyte 

development. CDK2
-/-

/CDK4
-/-

 double knockout mice develop to term and die shortly 

after birth due to cardiac complications. Previously it was thought that CDK2 was 

capable of compensating for CDK4 knockout in mice, however, these results indicate that 

CDK2 does not play a compensatory role to CDK4 in any cell types except for 

embryonic cardiomyocytes (Barriere et al., 2007). Mice lacking the expression of CDK2 
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and CDK6 are viable and only exhibit abnormalities which were documented in CDK6 

and CDK2 single mutant strains (defects in spermatogenesis, oogenesis and 

hematopoietic cells, Table 2) (Malumbres et al., 2004). 

 

1.5 Cancer, a Cell Cycle Disease: Proto-Oncogenes, Oncogenes and Tumor 

Suppressors 

Cancer is defined as a disease in which somatic or germinal cells gain unregulated 

proliferative capabilities thereby conferring a survival advantage (Hanahan and 

Weinberg, 2000). Only 10% of cancer cases occur as a result of germline mutations, 

whereas 90% of cancers are attributed to somatic mutations and environmental factors 

(Aggarwal et al., 2009; Sung et al.). There are two types of genes involved in cancer cell 

formation: oncogenes and tumor suppressor genes. Proto-oncogenes refers to a subset of 

cellular genes which play a role in promoting cell division, inhibiting cell differentiation 

and interfering with cell death. Mutations in proto-oncogenes are gain of function 

mutations, leading to constitutively active oncogenes irresponsive to regulatory elements 

(Chial, 2008a). An example of such includes mutations which lead to the overexpression 

of the positive cell cycle regulator cycD1, as discussed in detail in section 1.7.  Tumor-

suppressor genes are involved in sensing problems affecting proliferation and inhibiting 

cell division until such problems are addressed. In addition, tumor-suppressor genes are 

often involved in initiating apoptosis when cell division is compromised. Given the role 

tumor suppressors play, most of the mutations affecting tumor suppressors are loss of 

function mutations (Chial, 2008b). As such, both alleles of the tumor suppressor must be 

mutated for a cancer cell phenotype to arise. This phenomenon was dubbed as the two hit 

hypothesis and was based on a study conducted on patients with a loss of function 
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mutation of the tumor suppressor pRb (Knudson, 1971). A loss of function mutation of 

pRb led to the development of retinoblastoma, a cancer which develops in the cells of the 

retina. 

In an elegant review written by Hanahan and Weinberg, the authors suggest that 

mutations at the gene level result in the manifestation of six essential alterations in cell 

physiology which dictate malignant growth: self-sufficiency in growth signals, 

insensitivity to growth-inhibitory (antigrowth) signals, evasion of programmed cell death 

(apoptosis), limitless replicative potential, sustained angiogenesis, and tissue invasion and 

metastasis (Hanahan and Weinberg, 2000). Given that mammalian cells have many fail 

proof mechanisms to prevent cancer cell formation, it is rare for a single mutation in 

tumor-suppressor genes or proto-oncogenes to cause cancer cell growth. Only upon 

multiple synergistic mutations do cells gain the ability to divide uncontrollably. 

 

1.6 Cellular Transformation: Collaboration of H-Ras and c-myc 

Ras was first discovered as a viral transforming gene of the Harvey or Kirsten 

strains of murine sarcoma viruses (Ha-MuSV and Ki-MuSV). The Ras acronym is 

derived from rat sarcoma based on the observed type of cancer induced in rats (Harvey, 

1964; Kirsten and Mayer, 1967). The oncogene associated with the Harvey sarcoma virus 

was named Ha-Ras whereas that associated with the Kirsten sarcoma virus was named 

Ki-Ras (Karnoub and Weinberg, 2008). The Ras gene family became a major research 

interest when they were discovered to play a role in human tumor pathogenesis (Balmain 

and Pragnell, 1983; Der et al., 1982; Eva and Aaronson, 1983; Guerrero et al., 1984; 

Parada et al., 1982; Santos et al., 1982; Shimizu et al., 1983; Sukumar et al., 1983). Gene 
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transfer experiments carried out in NIH-3T3 cells using DNA isolated  from human 

tumor cell lines demonstrated a genetic link to human cancers by causing the 

transformation of the NIH-3T3 cells (Shih et al., 1981). Confirmation of the existence of 

such genes was presented when the human transforming genes were cloned from T24 and 

EJ bladder carcinoma cell lines (Goldfarb et al., 1982; Pulciani et al., 1982; Shih and 

Weinberg, 1982). DNA isolated from EJ bladder and lung carcinoma cells was later 

proven to contain genes related to the murine Ras oncogenes by hybridization 

experiments using probes specific for the viral Ha-Ras and K-Ras (Parada et al., 1982; 

Santos et al., 1982).  Molecular cloning led to the identification of the human Ras genes 

and were designated as H-Ras and K-Ras. N-Ras, a third member of the Ras family, was 

later discovered in 1983 and was cloned from neuroblastoma and leukemia cell lines 

(Hall et al., 1983; Taparowsky et al., 1983).   

Ras proto-oncogenes have been demonstrated to bind guanine nucleotides 

(Scolnick et al., 1979; Shih et al., 1980; Tamanoi et al., 1984; Temeles et al., 1985) and 

contain intrinsic GTPase activity (Barbacid, 1987; Gibbs et al., 1984; McGrath et al., 

1984; Temeles et al., 1985). When bound to guanine triphosphate (GTP) Ras proteins are 

active whereas when bound to guanine diphosphate (GDP) they are inactive. Guanine-

nucleotide exchange factors (GEFs) regulate the activity of Ras proteins by catalyzing the 

release of GDP molecules bound to Ras. Once GDP is released, GTP is able to bind Ras 

proteins inducing a conformational change which allows for the interaction and activation 

of effector proteins  necessary for a variety of cellular functions such as endocytosis, cell 

cycle, motility and apoptosis (Fig. 3) (Ehrhardt et al., 2002; Karnoub and Weinberg, 

2008). Negative regulation of Ras proteins is mediated by GTPase activating proteins 
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(GAPs) which enhances Ras intrinsic GTPase activity effectively hydrolyzing GTP to 

GDP (Fig. 3) (Rodriguez-Viciana et al., 2005).  

Ras signaling induces cycD1 upregulation, which is a strong promoter of G1/S 

transit (Fig. 3) (Liu et al., 1995). Mutations of the H-Ras gene was found in many human 

cancer cell lines, suggesting that H-Ras has proto-oncogenic capablities of transforming 

cells (Der et al., 1982; Parada et al., 1982; Santos et al., 1982). Comparisons between the 

sequences of the H-Ras proto-oncogene and oncogene resulted in the discovery of a 

single point mutation of glycine to valine at the twelfth amino acid of the Ras gene (H-

Ras-Val12) (Reddy et al., 1982).   This mutation interferes with the association of GAPs 

with Ras allowing the protein to remain in a constitutively active state. Surprisingly, 

overexpression of the oncogenic H-Ras-Val12 alone has been shown to inhibit cellular 

division, a phenomenon dubbed as oncogene-induced senescence (OIS) (Prochownik, 

2008). As a protective mechanism, sustained H-Ras activity upregulates the expression of 

p15
INK4b

, p16
INK4a

, p19
ARF 

and down regulates that of CDK4 to prevent unregulated 

cellular division and neoplastic growth
 
(Gil and Peters, 2006; Serrano et al., 1997). 

p15
INK4b

 and p16
INK4a 

are CKIs, which bind to CDK4 and inhibit CDK4/cycD assembly 

(Fig. 5). p19
ARF

 inhibits the activity of the E3 ubiquitin ligase mdm2, which is involved 

in  p53 degradation (Kim and Sharpless, 2006). By inhibiting mdm2, p53 levels stabilize 

and induce cell cycle arrest, senescence or apoptosis. One of the targets of p53 is the 

CDK-inhibitor p21
Cip1

, which inhibits G1/S and G2/M transition by inhibiting CDK4 or 

CDK2 (He et al., 2005). It was demonstrated that H-Ras-Val12 was only able to 

transform cells, which have been previously immortalized with carcinogens or 

transfected with myc, SV40 large T antigen or adenovirus E1A (Land et al., 1983; Ruley, 
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1983). In case of c-myc, this is thought to be due to the ability of both c-myc and 

activated H-Ras to perform synergistically overcoming defense mechanisms which 

prevent cellular transformation (Fig. 7) (Wang et al., 2011).  

c-myc is an important transcription factor which plays a role in cell proliferation, 

survival and differentiation. c-myc protein levels are tightly regulated in cells and are 

strictly dependent on mitogenic signals. In the absence of mitogenic signals, c-myc 

mRNA is degraded, decreasing protein levels rapidly. A large number of studies have 

linked overexpression of c-myc in many types of cancers identifying c-myc as a potent 

proto-oncogene (Soucek and Evan, 2010). However, like H-Ras, it has been 

demonstrated that c-myc oncogenic potential is enhanced with collaboration with other 

genes, such as, activated H-Ras mutant (Bazarov et al., 2001).   

 The overexpression of c-myc mediates cellular transformation via pathways 

which overcome the tumor suppressive activity of p53 and the CKI p15
INK4b

 and 

p16
InNK4a 

(Dang et al., 2006). H-Ras is capable of promoting cycD1 expression but 

inhibits CDK4 levels by upregulating the CKI p15
INK4b

 and p16
INK4a

. It seems that c-myc 

upregulation of CDK4 overcomes CDK4 inhibition by H-Ras signaling and cycD1 

downregulation by c-myc is compensated for by H-Ras stimulation of cycD1 expression. 

In addition, c-myc upregulates cycE and induces the activation of CDK2 which 

counteracts p53 mediated inhibition of the CDK2/cycE complex via p21
Cip1

 and directly 

downregulates p21
Cip1

 expression (Mitchell and El-Deiry, 1999). Furthermore, c-myc 

inhibits p27
Kip1

 further stabilizing the CDK2/cycE complex. In addition, c-myc 

upregulates cycB1, which is down regulated by p53 to induce G2/M arrest, overcoming  
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Figure 7. A schematic representing Ras and c-myc collaboration in promoting 

cellular transformation. Ras signaling stimulates the expression of cycD stimulating 

cell cycle entry and G1/S transition. As a protective mechanism, sustained Ras signaling 

results in the upregulation of p15, p16, p19 and down regulates the expression of CDK4. 

p15 and p16 inhibit the activity of cycD/CDK4 complexes and p19 inhibits the activity of 

mdm2, an E3 ubiquitin ligase, responsible for the degradation of the tumor suppressor 

p53. By inhibiting mdm2, p19 causes the stabilization of p53 which plays a role in cell 

cycle arrest, senescence and apoptosis. p53 upregulates p21 expression which is a cyclin 

dependent kinase inhibitor (CKI) capable of inhibiting cycE/CDK2, cycD/CDK4 among 

other CDK complexes, effectively inhibiting G1/S and G2/M transition. c-myc is a potent 

proto-oncogene which has been associated with enhancing Ras tumorigenesis and cellular 

transformation by overcoming p53, p15 and p16 mediated cell cycle inhibition.  c-myc 

signaling directly counters p53 by upregulating cycB1 and indirectly by inhibiting p21. In 

addition, c-myc upregulates cycE which is a potent G1/S promoter. c-myc also 

upregulates CDK4. Figure modified from (Prochownik, 2008). 
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p53 G2/M cell cycle arrest (Innocente et al., 1999; Prochownik, 2008). Mechanistically, 

these compensatory pathways demonstrate the need for additional oncogene activation to 

induce Ras oncogene mediated transformation. Indeed, in the absence of other synergistic 

oncogenes H-Ras oncogene induces cell cycle exit.  

 

1.7 D-type Cyclins, CDKs and Cancer  

Given the important role D-type cyclins play in the activation of CDK4/6 and 

initiating cell cycle and G1/S transit, aberrant expression of D-type cyclins have been 

associated with multiple types of cancer (Chial, 2008a). CCND1 gene amplification and 

overexpression, resulting in cycD1 protein overexpression, plays a role in head and neck 

squamous cell carcinoma (Hardisson, 2003; Thomas et al., 2005), non-small-cell lung 

cancer (Gautschi et al., 2007; Santarius et al.), endometrial cancer (Moreno-Bueno et al., 

2004; Wu et al., 2006), melanoma (Li et al., 2006a), pancreatic cancer (Garcea et al., 

2005), breast cancer (Arnold and Papanikolaou, 2005; Santarius et al.), colorectal cancer 

(McKay et al., 2000; Toncheva et al., 2004), mantle cell lymphoma (MCL) (Bertoni et 

al., 2006) and multiple myeloma (Bergsagel and Kuehl, 2005). In these cancer types, the 

frequency of CCND1 overexpression and amplification ranges from 0 to over 90% with 

prevalence being highest in MCL (Bertoni et al., 2006). The translocation of the CCND1 

gene next to the immunoglobulin heavy chain locus (IgH) is responsible for 90% of 

MCLs and is currently used as a diagnostic marker for MCL. Mutation in the F-box 4, an 

SCF E3 ligase, which is responsible for the degradation of cycD1 can also lead to an 

increase in cycD1 protein levels and has been attributed to 20% of endometrial cancers 
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(Barbash et al., 2008). Another example is the gain of function mutations of the potent 

oncogene Ras (H-Ras-Val12), which leads to the overexpression of cycD1.   

In the remaining 10% of MCLs, which do not contain this translocation, CCND2 

or CCND3 gene amplification is observed, resulting in cycD2 and cycD3 protein 

overexpression, respectively (Bertoni et al., 2006). In comparison to cycD1, cycD2 and 

cycD3 overexpression is less common in cancer, however, cycD2 overexpression is 

reported in gastric (Takano et al., 1999) and kidney cancers (Faussillon et al., 2005), 

whereas cycD3 overexpression has been reported in pancreas (Al-Aynati et al., 2004), 

colorectal (Watson et al., 1999) and kidney cancers (Hedberg et al., 2002).  

Aberrant CDK regulation has been implicated in many types of human cancers. 

Overexpression of CDK4 has been reported in ovarian (Kusume et al., 1999), urinary 

bladder (Simon et al., 2002) (amplification), endometrial (Semczuk et al., 2004) and oral 

(Poomsawat et al.) cancers. A point mutation discovered in CDK4, Arg24Cys, which 

renders it immune to INK4 regulation has been reported to play a role in melanoma 

(Goldstein et al., 2002). CDK6 overexpression was found to play a role in oral cancers 

(Poomsawat et al.). CDK7 and CDK5 have been shown to play a role in breast (Jeon et 

al.) and lung (Choi et al., 2009) cancer, respectively.     

 

1.8 Splice Variants of D-type Cyclins 

 

1.8.1 Cyclin D1b, a Cyclin D1 Splice Variant 

CycD1b is a cycD1 splice variant, which has been identified in multiple cell lines and 

tissues (Alao, 2007).  The alternative splicing event occurs as a result of a known 
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polymorphism of cycD1, which has been associated with human cancer (Solomon et al., 

2003). The A/G polymorphism is present at nucleotide 870 and individuals harboring the 

A/A genotype have an increased chance of developing specific cancers compared to those 

with the A/G or G/G genotypes (Solomon et al., 2003). The A-allele has been shown to 

be associated with the expression of the truncated cycD1 splice variant cycD1b, even 

though it is a synonomous mutation (Solomon et al., 2003). Compared to the full length 

cycD1 transcript, which contains exons 1-5, the cycD1b transcript contains exons 1-4, 

and intron 4 of the cycD1 gene. The alternate splicing results in the synthesis of a 274 

amino acid protein with a unique CT region that lacks the CT PEST domain and T286 

(Fig. 6) (Alao, 2007).  As a result, cycD1b is constitutively nuclear similar to the T286A 

mutant, as has been discussed earlier. Even though, cycD1b lacks T286, which is 

involved in the regulation of cycD1 protein degradation, cycD1b half life is only slightly 

greater than that of cycD1. In addition, cycD1b levels do not accumulate above those 

observed for cycD1 (Alao, 2007). Surprisingly, cycD1b was demonstrated to be a poor 

activator of CDK4 and pRb phosphorylation even though it was able to overcome contact 

inhibition when compared to cycD1 (Alao, 2007; Solomon et al., 2003). In addition, 

cycD1b stable overexpression in NIH-3T3 cells caused cellular transformation as 

determined by focus forming assay (Knudsen, 2006). Furthermore, injection of NIH-3T3 

cells stably overexpressing cycD1b in SCID mice resulted in the formation of tumors 

(Knudsen, 2006). Collectively, these results suggest a role for cycD1b in the 

transformation of cells and tumorigenesis. Indeed cycD1b has been demonstrated to be 

expressed in esophageal cancers, B-lymphoid malignancies, prostate cancer, colon cancer 

and breast cancer (Knudsen, 2006).  
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1.8.2 Splice Variants of Cyclin D2  

A splice variant of cycD2 (cycD2SV) was first discovered in mouse tumors 

induced by Graffi murine leukemia virus and was originally designated “truncated 

cycD2” (Denicourt et al., 2003). Denicourt et al. identified a unique integration site for 

the Graffi murine leukemia virus and termed it Graffi integration site 1 (Gris1). The viral 

integration site was mapped to the distal region of mouse chromosome 6 and was 

identified to be 85 kb upstream of the cycD2 gene (Denicourt et al., 2003). Viral 

integration at the Gris1 locus induced the expression of a cycD2 splice variant, cycD2SV. 

The splice variant was encoded by 1.1-kb transcript from the cycD2 gene, resulting in a 

17 kDa protein (Denicourt et al., 2003). The cycD2 transcript is composed of exons 1-5 

of the cycD2 gene whereas the cycD2SV transcript is composed of exons 1, 2, a read 

through region from intron 2 and a portion of intron 3 (Denicourt et al., 2003). This new 

transcript leads to the translation of a truncated 156 amino acid protein compared to 

cycD2, which is composed of 289 amino acids. The first 136 amino acids of cycD2SV 

are identical to cycD2; however, the CT 20 amino acids (CT-region) are novel to this 

protein (Fig. 8).  Subsequently, it was shown that cycD2SV was also expressed in normal 

mouse adult tissues such as brain and ovary (Denicourt et al., 2003). Denicourt et al. have 

demonstrated the transforming capability of cycD2SV when co-expressed with HA-Ras 

in primary mouse embryonic fibroblasts (MEFs) using focus forming assays. In addition, 

they were able to demonstrate that cycD2SV mRNA levels were increased in certain 

tumor types. Surprisingly, even though cycD2SV was able to interact with CDK4, it was 

unable to activate CDK4 or induce pRb hyperphosphorylation steps necessary for G1/S  
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Figure 8. Transcriptional and translational steps responsible for the expression of 

cycD2 and the cycD2 splice variant cycD2SV. CycD2 protein is encoded by exons 1, 2, 

3, 4, and 5 whereas cycD2SV is encoded by exons 1 and 2, a read through from intron 2 

and a segment from  intron 3. As such, when the cycD2 mRNA is translated, a 283 amino 

acid protein is generated, however, when cycD2SV transcript is translated, a 156 

truncated amino acid protein is generated. The first 136 amino acids of cycD2SV are 

identical to cycD2 however, the last 20 amino acids, termed the CT region, generated 

from the two intronic sequences in the cycD2SV transcript are novel to this protein. 
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transition. In addition, the transformation capability of cycD2SV was demonstrated in 

conjunction with H-Ras (H-Ras-Val12) overexpression and was not established in the 

absence of the potent oncogene (Denicourt et al., 2008). 

 

1.8.3 Characterization of Expression Profiles of Cyclin D2SV in Embryonic Heart 

and Postnatal Brain  

We have recently established the expression of cycD2SV in mouse embryonic 

cardiomyocytes. Contrary to data reported by Denicourt et al., we reported a negative 

role for cycD2SV in cell cycle regulation (Sun et al., 2009). Embryonic cardiomyocytes 

positive for cycD2SV protein showed decreased mitotic activity compared to those 

negative for the splice variant as determined by phosphohistone H3 staining. 

Immunofluorescence staining for cycD2SV on histological sections from E11.5 and 

E14.5 mouse embryos revealed that the endogenous protein is mostly localized in the 

ventricular myocardium compared to other tissues. Cardiac sections revealed the 

accumulation of cycD2SV in the trabecular zone with lower expression in the compact 

zone. Further examination by confocal microscopy revealed cycD2SV produced micro-

aggregates that localized to the cytoplasmic region of cardiomyocytes (Sun et al., 2009). 

 CycD2SV was also detected in postnatal mouse cerebellum (Kajitani et al., 2010). 

We examined the expression of cycD2SV in mouse cerebellum at different time points: 

postnatal day 1 (P1), day 7 (P7), day 14 (P14) and day 28 (P28). Western blot analysis of 

cerebellar lysates from various postnatal stages with anti-cycD2SV antibodies yielded 

two bands (20 kDa and 25 kDa). The 20 kDa molecular weight band did not change over 

developmental stages examined, however, the 25 kDa molecular weight band decreased 

in intensity whereby at p28 it was 50% the intensity of that determined at P1. In 
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comparison, cycD2 protein levels peaked at P7 and gradually declined by P28. 

Localization of cycD2SV and cycD2 protein was determined in cerebellar sections from 

P7 to P28 by immunohistochemistry. CycD2 levels were detected throughout the 

cerebellum at P7 but by P28 the signal was limited to the molecular layer of the 

cerebellum. CycD2SV signal was limited to the Purkinje cell layer from P7 to P28. 

CycD2SV was localized to the cytoplasm of these cells similar to that observed in 

embryonic cardiomyocytes (Kajitani et al.). Further experiments are required to 

determine the functional relevance of cycD2SV expression in Purkinjee cell layer. 

 

1.8.4 Role of Cyclin D2SV in Protein Aggregation, Endoplasmic Reticulum Stress 

and Cell Cycle Regulation in Cardiomyocytes 

 To further characterize the role of cycD2SV protein expression and specific role 

on cardiomyocyte cell cycle regulation, we cloned cycD2SV from mouse embryonic 

cardiomyocytes and performed overexpression experiments. Upon transfection of 

cycD2SV in embryonic cardiomyocytes, we observed protein aggregates which were 

mostly localized to the cytoplasm. Western blot analysis yielded a 20 kDa predominant 

band accompanied with immunoreactive bands ranging from 32-45 kDa. The presence of 

higher molecular weight bands in conjunction with the observed protein aggregates by 

immunohistochemistry suggest possible dimerization, stable intra- or intermolecular 

disulfide bond formation or polyubiquitination. Overexpression of cycD2SV in mouse 

embryonic cardiomyocytes led to cell cycle arrest as determined by a 90% reduction in 

[
3
H]-thymidine uptake in these cells when compared to vector control or cycD2 

transfected cells. Addition of a nuclear localization sequence to cycD2SV did not abolish 

its negative cell cycle effects and was surprisingly unable to localize the splice variant to 
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the nucleus. In addition, cycD2SV did not induce apoptosis based on the absence of 

terminal deoxynucleotidyl transferase mediated dUTP nick end labeling (TUNEL) 

staining in these cells (Sun et al., 2009).  

Given the unique aggregating phenotype of cycD2SV, further experiments were 

conducted to determine the subcellular localization of the aggregates within the 

cytoplasmic compartment. Protein aggregation is usually associated with problems in 

protein folding in the ER. Hence, double-labeling experiments for cycD2SV and markers 

specific for the ER, Golgi, and lysosomes were conducted on cells transfected with 

cycD2SV protein. CycD2SV was found to mostly co-localize with ER and lysosomal 

compartments with a fewer number of cells containing Golgi co-localization. In addition, 

based on TCRα-GFP, an ER-associated degradation (ERAD) reporter gene, impairment 

of ERAD was identified to play a role in the accumulation of cycD2SV aggregates (Sun 

et al., 2009).    

Further experiments revealed that cycD2SV aggregation can be abolished using 

ER stress and cytoskeleton modulating agents. Dynamitin is one of the dynactin subunits 

(AKA dynein activator complex) and is responsible for linking cargo to the dynein motor 

complex (Johnston et al., 2002; Sun et al., 2009). Dynein is a motor protein responsible 

for the transport of various cellular cargos, one of which is aggregation prone proteins, to 

aggresomes for disposal. Overexpression, of dynamitin has been associated with the 

disruption of dynein mediated transport of aggregation prone proteins. CHOP is one of 

the many regulators of ER stress. Co-expression of cycD2SV with either CHOP or 

dynamitin abolished cycD2SV protein aggregates (Sun et al., 2009).  
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Mechanistically, cycD2SV does not cause cell cycle exit in embryonic 

cardiomyocytes as a result of cytotoxic effects or cell death. This is a unique 

phenomenon which is not shared with other aggregation prone proteins like huntingtin 

protein which is responsible for neuronal cell death (Bano et al., 2011). Based on 

immunohistochemistry and co-immunoprecipitation (IP) we concluded that cycD2SV 

induces cell cycle arrest in embryonic cardiomyocytes by directly sequestering cell cycle 

proteins such as cycD1, D2, CDK4 and cycB1 (Sun et al., 2009).  

 

1.9 Protein Aggregation, Ubiquitin-Proteasome System, and Autophagy 

 Protein misfolding occurs as a result of the exposure of hydrophobic residues 

which are usually hidden by correct protein folding (Goldberg, 2003; Kirkin et al., 

2009b). Misfolded proteins are highly susceptible to aggregation, and can lead to the 

formation of microscopically visible puncta known as inclusion bodies. The buildup of 

protein aggregates in the cell can interfere with cellular function and as a result, the swift 

detection and elimination of protein aggregates is important for cell survival (Kopito, 

2000). Initially, cells attempt to refold misfolded proteins by recruiting members of the 

heat shock protein (HSP) family. Once all attempts to correctly fold the protein fail, cells 

recruit E3 ligases, and the misfolded protein is ubiquitinated and targeted to the 

proteasome for degradation (Cyr et al., 2002). However, once misfolded proteins form 

aggregates, proteasomal degradation is no longer sufficient. Aggregated proteins can no 

longer physically pass through the narrow barrels of proteasomes inactivating the 

proteasome in the process (Bence et al., 2001; Snyder et al., 2003). Inhibition of the 
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proteasome activates autophagy as an alternate compensatory mechanism for degradation 

of the accumulated protein aggregates (Kirkin et al., 2009b). 

 Autophagy is a catabolic, lysosome-dependent degradation system, by which 

bulky cytoplasmic substrates (such as organelles) are engulfed and degraded. The main 

function of autophagy is thought to be supplying amino acids for new protein synthesis 

and energy during starvation. However, it is also involved in the elimination of toxic 

macromolecules and damaged organelles, as well as clearing invading microbes (Deretic, 

2010; Komatsu and Ichimura, 2010b; Levine and Kroemer, 2009; Mizushima et al., 

2008). Autophagy mediated degradation is capable of targeting individual proteins, 

macromolecular complexes and entire organelles and is essential for cellular homeostasis 

and survival. Deregulation of autophagy has been implicated in neurodegenerative 

disease and cancer (Levine and Kroemer, 2009; Ohsumi, 2001; Xie and Klionsky, 2007). 

The autophagic process involves three processes by which cargo is delivered to the 

lysosome for degradation: 1) macroautophagy, 2) microautophagy and 3) chaperone-

mediated autophagy (Xie and Klionsky, 2007). For the purpose of this document we will 

be focusing on macroautophagy.  

Macroautophagy involves the formation of a crescent-shaped structure, the 

phagophore, which later expands to form the double membrane autophagosome.  During 

this process, cargo destined for degradation by macroautophagy is recruited to the 

forming autophagosome. The autophagosome then fuses with lysosomes forming 

autolysosomes, degrading their contents in the process (Johansen and Lamark, 2011). 

Macroautophagy was always thought to be a non-selective process by which cells 

regenerate energy and amino acids during conditions of starvation, however, emerging 
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evidence has implicated macroautophagy in selective degradation of misfolded 

aggregating proteins (Komatsu et al., 2007; Pankiv et al., 2007; Rubinsztein, 2006; van 

der Vaart et al., 2008), organelles (peroxisomes) (Iwata et al., 2006), mitochondria 

(Geisler et al., ; Narendra et al., 2008; Novak et al., ; Okamoto et al., 2009), ER (Bernales 

et al., 2006) and ribosomes (Kraft et al., 2008). Autophagic adaptors p62/SQSTM1 

(sequestosome1), NBR1 (neighbor of Brca1 gene) and the histone deacetylase 6 

(HDAC6) have all been implicated in selective autophagic degradation of protein 

aggregates (Fig. 9) (Iwata et al., 2005; Kawaguchi et al., 2003; Kirkin et al., 2009a; 

Pankiv et al., 2007). 

  

1.9.1 p62, NBR1 and Selective Autophagic Degradation of Protein Aggregates 

 Human p62 is a 440 amino acid protein which contains an NT PB1 domain, a ZZ-

type zinc finger domain, nuclear localization signal (NLS), nuclear export signal (NES), 

LC3 interacting region (LIR), a KEAP1 interacting region (KIR), and a CT ubiquitin-

associated domain (UBA) (Johansen and Lamark). The PB1 is a protein-protein 

interaction domain which enables p62 to interact with various protein kinases, such as 

NBR1, and to form p62-p62 homopolymers. The UBA domain allows p62 to interact 

with both mono and polyubiquitin, however, it has a higher affinity to monoubiquitin in-

vitro (Long et al., 2008; Vadlamudi et al., 1996). p62 was found to accumulate in 

ubiquitin positive inclusion bodies in some neurodegenerative diseases, such as 

taupathies and synucleinopathies, as well as hepatic inclusion bodies present in various 

chronic liver diseases (Kuusisto et al., 2001; Strnad et al., 2008).  Bjørkøy et al. further  
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Figure 9. A schematic diagram for the selective autophagic clearance of protein 

aggregates by p62, NBR1 and HDAC6. A) Protein aggregates are quickly recognized 

by the cellular machinery and ubiquitinated for degradation. Large protein aggregates can 

no longer be eliminated by the UPS and are therefore targeted for autophagy mediated 

degradation. Protein aggregates are recognized by the adapter proteins p62 and NBR1. 

Both of these proteins contain a ubiquitin binding domain allowing them to bind to 

ubiquitinated proteins destined for autophagy mediated degradation. In association with 

NBR1, p62 collects ubiquitin labeled protein aggregates into p62 bodies. p62 and NBR1 

target protein aggregates to the autophagosome by associating with LC3. B) When the 

rate of protein aggregation surpasses the rate of clearance, to minimize toxicity, cells 

collect all protein aggregates at the MTOC forming aggresomes. HDAC6 binds to 

ubiquitinated protein aggregates and transports them along the microtubules to the 

MTOC. Recruitment of p62 to the aggresome assists in the autophagy mediated clearance 

of the aggregated proteins.    
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demonstrated that the autophagic marker light chain 3 (LC3) colocalized with p62 bodies 

and co-immunoprecipitated with p62. These experiments suggested a physical interaction 

between LC3 and p62 linking polyubiquitinated protein aggregates to autophagy 

(Bjorkoy et al., 2005). In 2007, Pankiv et al. for the first time provided evidence of a 

direct interaction between p62 and the autophagic marker LC3 narrowing down the 

interaction motif to the 22-amino acid LIR on p62. This study elucidated the mechanism 

of autophagic mediated degradation of protein aggregates and the role p62 plays in 

protein aggregate identification and selective targeting to autophagosome. By binding 

ubiquitin linked aggregated proteins via the UBA domain, polymerizing via the PB1 

domain and binding LC3 via the LIR domain, p62 successfully targets aggregated 

proteins to the autophagosome for degradation (Pankiv et al., 2007).        

 NBR1 has been identified as another autophagic cargo receptor which is 

selectively degraded by autophagy. Like p62, NBR1 contains a PB1, UBA and ZZ-type 

zinc finger domain however it contains two LIR domains (Kirkin et al., 2009a; Kirkin et 

al., 2009b). The ability of NBR1 to interact with both LC3 and ubiquitin was 

demonstrated by Waters et al. (Waters et al., 2009).  NBR1 in collaboration with p62, has 

been suggested to regulate the packing of polyubiquitinated misfolded proteins, and 

target them to autophagy mediated degradation (Fig. 9) (Kirkin et al., 2009a; Moscat and 

Diaz-Meco, 2009).  

 

1.9.2 HDAC6, the Aggresome, and Microtubule Organizing Center  

 The swift elimination of protein aggregates via autophagy is required in order to 

minimize cellular stress and toxicity. Generally, protein aggregates are directly 
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eliminated by p62/NBR1 via autophagy, however, under conditions where the rate of 

protein aggregation exceeds that of clearance, the multi-ubiquitinated protein aggregates 

are transported to the microtubule organizing center  (MTOC) by HDAC6 where they 

form the aggresome (Kirkin et al., 2009b). This is thought to be a protective mechanism 

whereby one large aggregate (aggresome) is less toxic than  smaller diffused aggregates 

(Arrasate et al., 2004). HDAC6 moves soluble ubiquitin tagged aggregates to the MTOC 

by directly interacting with ubiquitin and the motor protein dynein. HDAC6 has also been 

shown to transport the autophagy machinery to the aggresome (Iwata et al., 2005). Once 

the aggresome is formed, recruitment of p62 to the structure targets the polyubiquitinated 

proteins to the autophagosome (Fig. 9).   

    

1.10 Contact Inhibition  

 Contact inhibition was first described by Abercrombie and Heaysman as the 

inhibition of cell movement due to cell-to-cell contact in dense cultures (Abercrombie 

and Heaysman, 1954).  The definition was based on experiments conducted on fibroblast-

like cells extracted from chick hearts and neonatal mouse muscle (Abercrombie, 1970).  

Initial experiments looked at various aspects of cell behavior where fibroblasts were 

seeded at high densities to ensure cell to cell contact and estimates of cell movement, 

speed  and direction were determined (Abercrombie and Heaysman, 1954). Later 

experiments using phase contrast cinematography of living cells confirmed that inhibition 

of cell movement was indeed a consequence of cell to cell contact (Abercrombie and 

Ambrose, 1958; Stoker and Rubin, 1967).  
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The term contact inhibition has also been used to refer to inhibition of cellular 

proliferation in high density cultures as a result of cell-to-cell contact. However, there has 

been some debate on whether inhibition of cell proliferation is linked to inhibition of cell 

movement in dense cultures. In a short communication published in Nature in 1967, 

Stoker and Rubin introduced the term density-dependent inhibition to describe inhibition 

of proliferation as a result of cell to cell contact. While the authors do not disagree with 

the idea that cell to cell contact inhibits cell proliferation, they suggest that inhibition of 

cell movement, contact inhibition, may be mechanistically different from inhibition of 

proliferation and as such it would be misleading to suggest that the underlying 

mechanism of both phenomena are the same (Stoker and Rubin, 1967).  To avoid 

confusion for the purpose of this document, when the term contact inhibition is used it 

will solely refer to growth arrest induced by cell to cell contact in dense cultures.  

The idea that cell to cell contact induces growth arrest was based on the 

observation that primary cells formed monolayers when left to grow to confluence in 

culture (Stoker and Rubin, 1967).  This phenomenon is thought to be very important for 

organogenesis as well as wound healing. Loss of contact inhibition is often observed in 

cancer cells where growth is no longer inhibited upon contact, prompting cells to form 

disorganized multi-layers in culture.  To date, the exact mechanism underlying contact 

inhibition is unknown. It is also not known how cell to cell contact can induce changes in 

cell cycle events. Cell adhesion molecules (CAMs) have been shown to play a role in this 

phenomenon (Takai et al., 2008). Nectins and nectin-like (NECL) molecules are 

immunoglobulin-like cell adhesion molecules which have been implicated in contact 

inhibition (Takai et al., 2008). Nectin and NECL molecules form homodimers on the cell 
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membrane surface where they can interact with nectin and NECL molecules on opposing 

cells. NECL-5 has been directly implicated in the regulation of cellular proliferation as a 

result of contact inhibition. NECL-5 enhances Ras, Raf and MEK signaling induced by 

mitogenic signals (growth factors) by inhibiting the activity of a protein termed sprouty2. 

Sprouty2 is activated in response to mitogenic signals by phosphorylation on a Tyr 

residue. Once activated, Sprouty2 inhibits Ras signaling stimulated by growth factors. In 

the absence of cell to cell contact, NECL-5 is present at the cell membrane effectively 

inhibiting the activation of sprouty2. When cells come into contact, NECL-5 interacts 

with nectin-3, a member of the nectin family, on the opposing cell membrane resulting in 

the downregulation of NECL-5 via endocytosis. With the downregulation of NECL-5, 

sprouty2 is released allowing for its activation which results in the inhibition of growth 

factor induced activation of Ras and subsequent cell proliferation.         

    

1.11 Project Rationale  

According to the Canadian Cancer Society (2011), 40% of Canadian women and 

45% of Canadian men will develop cancer at some point during their lifetime.  Of those 

individuals diagnosed with cancer, one out of four will die. As a result, development of 

new anti-cancer therapies is essential in improving prognosis and quality of life for 

cancer patients. Cancer cells have the ability to proliferate rapidly while ignoring anti-

mitogenic signals. Genomic instability present in tumor cells increases the susceptibility 

of these cells to further undergo mutations, which in turn enhance proliferative 

capabilities and tumor aggressiveness (Hanahan and Weinberg, 2000). Some of these 
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mutations have been linked to alterations in the regulation of cyclins and CDKs either 

directly or indirectly (von Bergwelt-Baildon et al., 2011). 

With the recent understanding that deregulation of CDKs plays a role in a variety 

of cancer cells, the prospect of targeting these kinases for possible therapeutic benefit has 

emerged. Currently, two types of scaffold-based CDK-inhibitors are being developed as 

potential cancer therapies which include ATP-competitive inhibitors and non-ATP 

competitive inhibitors. ATP competitive inhibitors are small molecule compounds, which 

are known to compete with ATP binding of CDKs. Since CDKs need ATP to function, 

binding of the ATP competitive inhibitors interferes with CDK activity (Rizzolio et al., 

2010). Most of the CDK-inhibitors developed to date belong to the ATP-competitive 

group. Although first generation ATP-competitive inhibitors showed promise in 

preclinical trials, they did not reproduce anticancer activities in cancer patients. The 

major problem with ATP-competitive inhibitors is caused by the high sequence 

homology of the ATP pocket shared by all cellular kinases. As a result, most molecules 

designed to target CDKs are non-specific, and can thereby inhibit other cellular kinases, 

leading to high toxicity. This limits both the efficacy and dosage of most of the ATP-

competitive inhibitors. Due to these limitations, non–ATP competitive inhibitors which 

target kinase substrates and regulatory binding sites have been developed since protein 

interactions and binding sites differ between protein kinases. This method allows for 

higher target specificity which would decrease side effects caused by off target kinase 

inhibition. Non-ATP competitive inhibitors are mainly divided into three groups: 1) 

inhibitor derivatives from CDK substrates, 2) inhibitors of CDK/cyclin complexes, and c) 

inhibitors of the cyclin binding groove (Rizzolio et al., 2010). It must be noted that most 
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if not all of this new class of drugs are peptide molecules. Peptides have multiple 

advantages over proteins and antibodies as a therapeutic drug. Some of these advantages 

include their ability to penetrate into tissues as a result of smaller size (some require 

fusion sequences to assist in cell entry), less immunogenicity, lower manufacturing costs, 

and greater stability (can be stored for longer periods of time at room temperature). In 

addition, when compared to small molecules, peptides exhibit greater specificity without 

causing any drug-drug interactions or systemic toxicities as a result of their metabolism. 

Metabolized peptides are broken down into amino acids, which are easily and safely 

processed by the body compared to various drugs (Vlieghe et al., 2010).  

We have recently reported that a splice variant of cycD2, cycD2SV, is able to 

inhibit cardiomyocyte cell cycle by sequestering positive cell cycle regulators, such as 

CDK4, cycD2, cycB1, by directing them for ER associated degradation (Sun et al., 

2009). Given the characterized function of cycD2SV in primary cells, this protein shows 

great promise as a template for an anticancer CDK-inhibitor therapeutic peptide.  

However, the effectiveness of cycD2SV to induce cell cycle exit in immortalized and 

transformed cell lines is yet to be determined. If cycD2SV is capable of inducing cell 

cycle exit in immortalized cell lines, further characterization of the cell cycle inhibition 

domain is necessary to create a therapeutic peptide. To date, it is also not clear whether 

cycD2SV plays any role in cell cycle regulation during cellular stress conditions, such as 

confluence and serum starvation. 

Based on our previous studies with embryonic cardiomyocytes (Sun et al., 2009), 

we hypothesized that 1) cycD2SV is capable of inducing cell cycle arrest in transformed 

and immortalized cell lines and 2) a specific domain of cycD2SV is responsible for cell 
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cycle exit. Further mapping of this domain would enable us to develop a novel anti-

cancer therapeutic peptide.   

Work presented in this dissertation investigates the role of cycD2SV in cell cycle 

regulation using immortalized cell lines. In chapter 2, we characterize the effects of 

overexpression of cycD2SV mouse cDNA in human (HEK293, MCF7 and T47D) and 

mouse (NIH-3T3) immortalized cells, identify the mechanisms responsible for splice 

variant induced cell cycle exit, as well as, attempt to narrow down the cycD2SV cell 

cycle inhibitory domain by deletion experiments. In chapter 3, we characterize the 

expression profile of endogenous human cycD2SV in HEK293 cells during states of 

growth arrest, such as confluence and serum starvation. Additional studies presented in 

chapter 3 explore the critical role played by cycD2SV in the regulation of cycD2 stability 

during confluence culture conditions.  
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Chapter 2: Characterization of Growth Suppressive Function of a Splice Variant of 

Cyclin D2 

 

2.1 Manuscript Status and Student Contribution 

 As first author on this manuscript, I performed the majority of experiments, 

completed all analysis, data interpretation, and statistics. I wrote the manuscript with 

input and assistance from Dr. Kishore Pasumarthi. This manuscript is currently in 

preparation for submission to the Journal of Biological Chemistry. 

 

 

 

 

 

 

 

 

 

 

 

 



74 

 

2.2 Abstract  

We have recently cloned a novel splice variant of cycD2, termed cycD2SV from 

mouse embryonic cardiomyocytes. The mouse cycD2SV transcript encodes the first 136 

amino acids of mCycD2 followed by a novel 20 amino acid CT region. CycD2SV 

overexpression in several immortalized cell lines led to formation of ubiquitinated protein 

aggregates accompanied by a significant decrease in cell proliferation. Secondary 

structure analysis revealed that the NT α-helix of cycD2SV is not tightly packed with the 

cyclin box, suggesting a misfolded conformation compared to other cyclins. Deletion 

analysis suggests that the 1-53 amino acid portion of cycD2SV may be responsible for 

protein aggregation and the 54-136 amino acid region for mediate cell cycle inhibition. 

Based on co-immunoprecipitation experiments, we have shown that cycD2SV binds to 

cycD2 as well as CDK4.  In addition, gene expression analysis demonstrated an 

upregulation in GADD45α and dynamin 2 mRNA levels in cycD2SV overexpressing 

cells. These two proteins are known to play critical roles in the DNA damage response 

and apoptosis pathways. TUNEL experiments were negative for apoptosis suggesting that 

cycD2SV overexpression arrests the cell cycle but does not induce apoptotic cell death. 

However, cycD2SV expressing cells were more sensitive to cell death induced by 

external stressors, such as trypsinization. Collectively our results suggest that cycD2SV 

mediates cell cycle inhibition by sequestering endogenous cell cycle proteins, such as 

cycD2 and CDK4, targeting them for ubiquitin mediated protein degradation.   
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2.3 Introduction 

 Cell cycle progression in mammalian cells is dependent on interactions between 

cyclins and cyclin dependent kinases (CDKs) (Johnson and Walker, 1999). Specifically, 

mitogenic signals stimulate the expression of D-type cyclins (cycD1, D2 and D3), which 

bind to CDK4 and CDK6 (Johnson and Walker, 1999).  Upon binding, the complex 

translocates to the nucleus where it phosphorylates pRb (Johnson and Walker, 1999). In 

an unphosphorylated state, the pRb protein binds and inactivates the transcription factor 

E2F (Johnson and Walker, 1999). Once phosphorylated, pRb dissociates from E2F, 

allowing E2F to upregulate genes necessary for S-phase entry, such as cycE, cycA, and 

CDK1, among other genes (Johnson and Walker, 1999). 

CycD2SV is a recently discovered truncated splice variant of cycD2 that shares 

the first 136 amino acids of cycD2 with a unique 20 amino acid CT sequence (Denicourt 

et al., 2003). Given the sequence similarity between cycD2SV and cycD2, it is possible 

that cycD2SV is also a positive regulator of the cell cycle. In support of this hypothesis, a 

recent study by Denicourt et al. demonstrated that cycD2SV, in conjunction with H-Ras, 

is a more potent transforming protein as compared to cycD2 (Denicourt et al., 2008). 

However, they have not directly tested the effects of cycD2SV alone on cell cycle 

regulation. 

We have recently reported that endogenously or exogenously expressed cycD2SV 

forms protein aggregates, and induces cell cycle arrest in embryonic cardiomyocytes (Sun 

et al., 2009). Mechanistically, we were able to demonstrate that cycD2SV sequesters cell 

cycle regulators, such as CDK4, cycD2, cycB1, thereby directing them for ER associated 

degradation (Sun et al., 2009). While our results with cardiomyocytes suggest that 
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cycD2SV is a negative cell cycle regulator, studies from Rassart’s group clearly suggest a 

positive role for this protein (Denicourt et al., 2008). It is possible however that 

differences in cell type account for the discrepancy between these two studies.  

In this study, we investigated the function of cycD2SV in multiple immortalized 

cell lines. Consistent with overexpression results obtained in primary cardiomyocytes, 

cycD2SV formed protein aggregates and significantly reduced cellular proliferation in 

T47D, NIH-3T3, HEK293 and MCF7 cells. We demonstrated that cycD2SV is able to 

bind to cycD2 as well as CDK4 and possibly interfere with their function and/or target 

them for ubiquitin mediated degradation. Further, cycD2SV expression was associated 

with impaired ERAD and increased autophagic responses required to eliminate protein 

aggregates. In addition, we report that the cycD2SV cell cycle inhibition domain is 

present in the 54-136 sequence of the protein.  

 

2.4 Materials and Methods 

 

2.4.1 Cell Culture and Transient Transfection 

 HEK293, NIH3T3, MCF-7 and T47D cells were purchased from the American 

Type Culture Collection (ATCC, Virginia). Cells were cultured in Dulbecco modified 

Eagle’s medium (DMEM, Wisent, Saint-Bruno, Quebec) supplemented with 10% fetal 

bovine serum (10% FBS-DMEM), 1x antimycotic-antibiotic (AB/AM, 1,000 units 

penicillin G sodium, 1,000 µg streptomycin sulfate, and 2.5 µg amphotericin B as 

Fungizone® in 0.85% saline), and 1 mM sodium pyruvate at 37°C in a humidified 

incubator set at 6% CO2 (Thermo Fisher Scientific, Nepean, Ontario). Cells were seeded 
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at 600,000 cells in 100 mm dishes, and at 150,000 in 35 mm dishes at day 0. At day 2, 

cells were transfected with expression constructs using Lipofectamine™ 2000 according 

to manufacturer’s instructions (Invitrogen, Burlington, Ontario). In brief, media was 

aspirated, serum free DMEM (Hi-DMEM) was added to the dishes (10 ml/100 mm dish, 

2 ml/35 mm dish), and the dishes were returned to the incubator. At 0.5 hours, the 

lipofectamine-DNA cocktail was prepared, where 500µl of Opti-MEM® (Invitrogen, 

Burlington, Ontario) was added to two microcentrifuge 1.5ml tubes for 100 mm dish 

transfections, or 200 µl of Opti-MEM® for 35 mm dish transfection.  One tube received 

the plasmid DNA, while the other tube received Lipofectamine™ 2000 (Invitrogen, 

Burlington, Ontario). The microcentrifuge tubes were left to stand for 5 minutes then 

mixed by transferring the contents of the Lipofectamine™ 2000 tube to the DNA 

microcentrifuge tube. The Lipofectamine™ 2000-DNA cocktail was gently mixed by 

pipetting, and left to stand for 17 minutes at room temperature. Once the 17 minutes had 

lapsed, the lipofectamine-DNA cocktail was added to the appropriate dish slowly 

dropwise and the dishes were returned to the incubator. Cells were incubated with the 

transfection mixture for 5 hours and were subsequently maintained in freshly added 10% 

FBS-DMEM for 18 hours post transfection, unless otherwise stated. Transfection 

efficiency was routinely determined by EGFP-C1 transfections where, on average, it was 

found to be between 50-60%. To maintain sterility, the transfection protocol was carried 

out in a ThermoForma class II A2 biological safety cabinet (Thermo Fisher Scientific, 

Nepean, Ontario). Cells plated in 100 mm dishes received 4 µg of DNA and 10 µl of 

Lipofectamine™ 2000 reagent, while cells seeded in 35mm dishes received 1.7 µg of 

DNA and 4.3 µl of Lipofectamine™ 2000 reagent. For co-transfection of two expression 
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constructs, cells were transfected at a 1:1 ratio of the DNA constructs, such that 100 mm 

dishes received 2 μg, and 35 mm dishes received 0.425 μg of each construct. All cell 

culture reagents were purchased from Invitrogen (Burlington, Ontario). 

 

2.4.2 Cloning and Generation of Expression Constructs 

To generate the pcDNA-cycD2myc, mouse cycD2 cDNA was PCR amplified 

from an existing cycD2 construct (Pasumarthi et al., 2005) using  the cycD2S and 

cycD2AS primers (Table 3). Once amplified, the cycD2 fragment was subcloned in to the 

pcR2.1 vector (Invitrogen, Burlington, Ontario), restriction digested with xho1 and xba1 

and ligated into pcDNA 3.1 vector in frame with myc epitope sequence. CycD2SV 

sequence was amplified from mouse embryonic heart total RNA. Isolated RNA was 

reverse transcribed with Supercript II reverse transcription kit, and cDNA was amplified 

using D2ex1S and D2altAS2 primers. PCR amplified sequences were first cloned into 

pcR2.1 vector (Invitrogen, Burlington, Ontario) and subsequently cloned into pcDNA 3.1 

vector and fused in frame with myc. The EGFP-D2SV was generated by amplifying 

cycD2SV fragment using D2SVS4 and D2altAS primers from pcR2.1-cycD2SV and 

cloning the fragment in CMV-EGFP-C1 vector (Clontech, Mountain View, California), 

in frame with EGFP. CycD2SV∆CTmyc  and cycD2SV 54-136myc were generated by 

amplifying  1-136 and 54-136 portion of  cycD2SV from TA-cycD2SV construct using 

D2ex1S and D2 1-136AS-Xba1 or D2 54-136S and D2 136AS-Xba1 primer pairs. The 

following constructs were received as generous gifts:  TCRα-GFP [Dr. John Christianson, 

Stanford University, (DeLaBarre et al., 2006)], cycB1 [Dr. Karl Riabwol, University of 

Calgary, (Meyyappan et al., 1998)], mcherry-p62 [Dr. Terje Johansen, University of 
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Table 3. Primers used for DNA expression construct creation. 

 

F= forward primer; R= reverse primer 

 

 

 

 

 

 

 

 

 

 

 

Construct Primer Name Sequence 5’ – 3’ 

pcDNA-cycD2SV D2ex1S F   AGTGGTGGCCGGCTGGCTATGGAGC 

D2altAS R   CTTACAGTCTTGGTTAGTGTGGCGG 

pcDNA-cycD2SVmyc D2ex1S   F   AGTGGTGGCCGGCTGGCTATGGAGC                    

D2altAS2 R GCCTCTAGAGTGTGGCGGCCTTAGTGTGATGGGG 

pEGFP-D2SV D2SVS4                                                                          F   GCCAGATCTAGTGGTGGCCGGCTGGCTATGGAGC        

D2altAS R   CTTACAGTCTTGGTTAGTGTGGCGG 

pcDNA- 
cycD2SV∆CTmyc 

D2ex1S                                                                  F   AGTGGTGGCCGGCTGGCTATGGAGC                 

 D2 1-136AS-
Xba1 

R   GCTCTAGACAGCAGCTCCTGGGGCTTCAC 

pcDNA- cycD2SV 54-
136myc 

cycD2 54-126S                                                                      F   CGGCTGGCTATGGAGATGCGCAGGATGGTG  

 D2 1-136AS-
Xba1 

R   GCTCTAGACAGCAGCTCCTGGGGCTTCAC 

pcDNA- cycD2myc cycD2S                                                                          F   GCCCTCGAGATGGAGCTGCTGTGCTGCGAGGTG  
cycD2AS R   GCCTCTAGACAGGTCAACATCCCGCACGTCTGT 
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Tromsø, (Lamark et al., 2003; Pankiv et al., 2007)], YFP-intersectin [Dr. John P. 

O’Bryan, University of Illinois, (Mohney et al., 2003)], HA-H-Ras [Dr. Patrick Lee, 

Dalhousie University, (Leidal et al., 2012)], and HA-ubiquitin (Dr. James Fawcett, 

Dalhousie University). All subcloning was performed in accordance with standard 

molecular biology techniques as described in molecular cloning by Mariatis. The fidelity 

of all constructs was confirmed by DNA sequencing (Robarts Research Institute, London, 

Ontario).   

  

2.4.3 Immunofluorescence  

Cells were plated on coverslips (22x22 mm 0.08-0.13mm thickness, VWR, 

Mississauga, Ontario) in 35mm dishes, and transfected as described earlier. Cells were 

fixed in cold methanol for 15 minutes at 4°C, washed in cold phosphate buffered saline 

(PBS: 0.138 M NaCl, 0.0027 M KCl, pH 7.4), permeabilized in 0.1% Triton X-100 for 5 

minutes, and blocked with blocking buffer (1% v/v bovine serum albumin (BSA), 10% 

v/v goat serum in PBS) for one hour. Cells were probed with primary antibodies raised 

against myc (sc-40), cycD2SV, HA (sc-805), CDK4 (sc-260), cycB1 (sc-245), cycD2 (sc-

593), and γ-tubulin (sc-10732) for one hour at 25°C, followed by a one hour incubation 

with secondary goat anti-mouse antibodies, conjugated to Alexa Fluor 488 or goat anti-

rabbit antibodies conjugated to Alexa Fluor 555 dye (Invitrogen, Burlington, Ontario) for 

one hour. Subsequently, cells were incubated with 10 mg/ml bisBenzimide H 33342 

trihydrochloride (Hoechst 33342)  nuclear stain (Sigma-Aldrich, Oakville, Ontario) for 

five minutes, washed extensively in cold PBS and mounted on glass slides using 1% w/v 

propyl 3,4,5-trihydroxybenzoate (propyl gallate) in a 1:1 PBS/glycerol solution. Primary 
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antibodies were diluted 1:50, and secondary antibodies were diluted 1:200 in block buffer 

unless otherwise stated. Generation of cycD2SV homemade antibodies was previously 

described, (Sun et al., 2009) and additional details are provided in chapter 3 (See section 

3.4.1). All other antibodies were purchased from Santa Cruz Biotechnology Inc. as 

denoted by the sc present in the catalogue numbers. Images were captured using a Leica 

DM2500 fluorescence microscope, fitted with a DFC500 digital acquisition system 

(Leica Microsystems, Concord, Ontario). 

 

2.4.4 [
3
H]-thymidine labeling and autoradiography  

Transfected cells were maintained for twelve hours and pulsed with [
3
H]-

thymidine (GE Healthcare Life Sciences, New Jersey) at a concentration of 1.0 μCi per 

1ml of medium for six or twenty-four hours at 37˚C. Cells were fixed in cold methanol 

for fifteen minutes and processed for immunofluorescence as described earlier. 

Coverslips were air dried, coated with Kodak autoradiography emulsion type NTB 

(MarketLINK Scientific, Burlington, Ontario) and placed in a light-tight box at 4°C for 3 

days. Coverslips were developed in Kodak-D19 developer (Sigma-Aldrich, Oakville, 

Ontario) for four minutes, washed in double distilled water (ddH2O), fixed with Ilford 

rapid fixer (Polysciences, Pennsylvania) for four minutes, and mounted on glass slides 

using propyl gallate solution. Cellular morphology was examined under bright field, and 

nuclei were identified with epi-fluorescence microscopy. Cells containing more than 

fifteen nuclear silver grains were identified as cells undergoing DNA synthesis. 
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2.4.5 Protein extraction, Immunoblotting and Immunoprecipitation  

Transfected cells were harvested in tumor lysis buffer (1% NP40/Igpal, 5mM 

EDTA, 50mM Tris HCl pH 8.0, 10mM phenylmethylsulphonyl fluoride (PMSF) and 

1mM Aprotinin), sonicated and centrifuged at 13,300 rpm for fifteen minutes at 4°C. The 

cytosolic fraction was collected, and protein concentration was determined by the 

Bradford assay (Thermo Fisher Scientific, Nepean, Ontario) as indicated by the 

manufacturer. Equal amounts of protein (40-60µg) were denatured in Lamelli buffer 

(62.5 mm Tris-Cl pH 6.8, β-mercaptoethanol, 25% glycerol, 2% SDS, 0.02% 

bromophenol blue) and resolved in 12.5% polyacrylamide gel [0.375M Tris-HCl, 0.08% 

SDS, 12.5% acrylamide, 0.2% ammonium persulphate and 20µl 

tetramethylethylenediamine (TEMED)] at 100 volts. The resolved samples were 

electrophoretically transferred from the gel to Hybond ECL nitrocellulose membranes 

(GE Healthcare Life Sciences, New Jersey) by applying a constant current at 100 volts 

for one hour. The nitrocellulose membrane was stained with napthol blue (1% napthol 

blue black, 45% methanol and 10% glacial acetic acid) for protein visualization and 

determination of equal loading. The membrane was rinsed with ddH2O for five minutes 

and blocked for one hour in PBS containing 0.1% Tween 20, 5% skimmed milk powder 

and 3% BSA. The blots were incubated for one hour with primary antibodies specific for 

the following proteins: cycD2SV (1:500), cycD1 (sc-753, 1:500), cycD2 (sc-593, 1:500), 

p27 (sc-528, 1:500), CDK4 (sc-260, 1:10,000), α-tubulin (sc-8035, 1:5000), and c-myc 

(sc-40). The blots were washed in 0.1% Tween 20-PBS and incubated with goat-anti 

rabbit, or goat-anti mouse secondary antibodies conjugated to horse radish peroxidase 

(HRP) for one hour. Protein bands were detected by ECL Plus Western Blotting 
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Detection System via the chemiluminescence method according to manufacturer’s 

instructions (GE Healthcare Life Sciences, New Jersey). 

For immunoprecipitation, control pcDNA 3.1 vector, cycD2SVmyc, cycD2myc or 

cycD2myc plus cycD2SV transfected cells were lysed in tumor lysis buffer eighteen 

hours post transfection. 500µg of protein was incubated with 0.5-1 µg of cycD2SV, 

cycD2 or myc antibodies for seventeen hours at 4°C, followed by the addition of protein-

A-Sepharose beads (GE Healthcare Life Sciences, New Jersey) for one hour at 4°C. 

Immunocomplexes bound to the beads were collected by centrifugation at 3,000 rpm for 

one minute, resuspended in Lamelli buffer [0.25 M Tris-Cl pH 6.8, β-mercaptoethanol, 

25% glycerol, 2% sodium dodecyl sulfate (SDS), 0.02% bromophenol blue and double 

distilled water (ddH2O)] and heated at 95°C for five minutes. The immunoprecipitated 

samples were resolved on a 12.5% SDS-PAGE gel, electrophoretically transferred to 

Hybond ECL nitrocellulose membranes and processed for chemiluminescence detection 

as described earlier. 

 

2.4.6 Apoptosis Assay  

Transfected cells seeded on coverslips were fixed with freshly prepared 4% 

paraformaldehyde in PBS for one hour at room temperature, washed with PBS and 

permeabilized in 0.1% triton X-100 and 0.1% sodium citrate for two minutes at 4°C. 

Cells were processed for TUNEL staining according to the manufacturer’s instructions 

(Roche in Situ Cell Death Detection Kit, TMR red). TUNEL positive cells were counted 

using fluorescence microscopy. 
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2.4.7 Fluorescence Activated Cell Sorting and QPCR Array Analysis  

HEK293 cells were seeded at 600,000 cells per 100mm dish and allowed to grow 

for 48 hours. Cells were transfected with EGFP-D2SV or EGFP-C1 control plasmid for 

six hours, and grown under subconfluent conditions. After 48 hours, cells were 

trypsinized, centrifuged at 2,000 rpm for two minutes, and resuspended in PBS. To 

eliminate cell clumps, cells were passed through a 40µm mesh filter. To prepare for 

fluorescence activated cell sorting (FACS), cells were centrifuged again and resuspended 

in 1ml of sorting buffer (PBS containing 15mM Hepes, 1mM EDTA, 0.5% BSA).   

Transfected cultures were sorted for EGFP-C1 or EGFP-D2SV cell populations using a 

BD FACSCanto II flow cytometer. Sorted cells were pelleted by centrifugation at 2,000 

rpm for two minutes and cell pellets were processed for RNA extraction using an RNeasy 

PLUS kit (Qiagen, Mississauga, Ontario). In brief, lysed cells underwent a series of 

filtration and washing steps in filter columns, where genomic DNA (gDNA) was 

eliminated and RNA was collected in RNase/DNase free water. RNA samples with an 

A260/280 ratio of 1.8 to 2.0 were considered pure, and devoid of DNA contamination. 

Subsequently, RNA samples were analyzed for any changes in transcriptional profile of 

84 cell cycle genes by using the Human Cell Cycle RT
2
 ProfilerTM PCR Array (Qiagen, 

Mississauga, Ontario). 

As recommended by the manufacturer, extracted mRNA was reverse transcribed 

to cDNA using the RT
2
 First Strand Kit (Qiagen, Mississauga, Ontario) prior to loading 

into the QPCR cell cycle array for gene amplification. QPCR conditions were set on the 

MX3000P® thermocycler (Stratagene, La Jolla, California) according to the 

manufacturer’s instructions. Gene expression was normalized to five control 
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housekeeping genes [Glyceraldehyde-3-phosphate dehydrogenase (GAPDH), Beta-2-

microglobulin (B2M), Hypoxanthine phosphoribosyltransferase 1 (HPRT1), Ribosomal 

protein L13a (RPL13a), and Beta Actin (ACTB)] using the ∆∆CT method (Livak and 

Schmittgen, 2001). To ensure the reliability and quality of the QPCR data, the PCR 

arrays also contained gDNA control, reverse transcriptase controls and positive PCR 

controls. 

 

2.4.8 Trypsinization and Cell Death Experiments 

 HEK293 cells transfected with EGFP-D2SV or EGFP-C1 control, were 

trypsinized and reseeded at 30,000 cells in 35 mm dishes with etched grid coverslips 

(Belko, Vine-land, New Jersey) in accordance with live cell imaging methods, as 

published by our lab (McMullen et al., 2009). At five hours post plating, the location of 

7-20 transfected cells was recorded. Subsequently, cell adherence was recorded at 20, 48, 

68 and 80 hours via fluorescence imaging of live cells with a Leica DMIL inverted 

microscope, fitted with a DFC500 camera.  

 

2.4.9 Electron Microscopy and Sample Preparation 

 HEK293 transfected with cycD2SVmyc were fixed overnight with 4% 

paraformaldehyde and 0.5% glutaraldehyde in 0.1 M sodium cacodylate buffer. Cells 

were scraped and collected in 1.5 ml eppendorf tubes, and dehydrated in a graded series 

of ethanol. Cells were embedded in LR White resin (Canemco-Marivac) and sectioned in 

ultrathin 80 nm slices. The sections were placed on nickel grids where they were washed 

in sodium borohydride followed by 30 mM glycine in 0.1 M borate buffer (pH 9.6). 
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Sections were then blocked in blotting buffer (5% skimmed milk powder, 3% BSA, 0.1% 

Tween 20 in PBS) for 45 minutes, incubation with primary cycD2SV antibodies for one 

hour, followed by secondary anti-rabbit IgG antibodies coupled to 10 nm gold particles 

(Sigma-Aldrich, Oakville, Ontario) for one hour. After primary and secondary antibody 

incubations, the sections were washed three times with PBS (five minutes for each wash). 

Finally, sections were post-fixed in 2.5% glutaraldehyde, washed in PBS, and 

counterstained with uranyl acetate and lead citrate. For controls, primary cycD2SV 

antibodies were omitted. Method was adapted based on previous work done in our lab 

(Zhang and Pasumarthi, 2007).  

  

2.4.10 Statistical Analysis 

 Unless otherwise stated, all data comparisons were completed using an unpaired 

two-tail t-test, a one-way or two-way analysis of variance (ANOVA). Date which 

contained two groups for the measurement variable were analysed by unpaired two-tail t-

test whereas data with multiple groups of the measurement variable were analyzed with 

ANOVA. One-way ANOVA was completed on data sets which contained one nominal 

variable and one measurable variable (http://udel.edu/~mcdonald/statintro.html). Two-

way ANOVA was completed on data sets which contained two nominal variables and 

one measurable variable. Significance obtained by one-way ANOVA was subjected to a 

Tukey-Kramer’s test for post-hoc analysis while a significance obtained by two-way 

ANOVA was subjected to a Bonferroni post-hoc test. Data is expressed as mean ± SEM 

and was considered statistically significant when the difference in mean values between 

groups had a P value of 0.05 or less. 
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2.5 Results 

 

2.5.1 Overexpression of CycD2SV Promotes Intracellular Protein Aggregation in 

Immortalized Cell Lines 

We have previously demonstrated the ability of cycD2SV  (mouse cycD2SV) to form 

aggregates and induce cell cycle exit in mouse embryonic cardiomyocytes (Sun et al., 

2009). Based on this observation we sought to investigate the effects of cycD2SV 

expression in transformed cell lines. Transfection of both myc tagged and untagged (data 

not shown) cycD2SV in HEK293, NIH-3T3, T47D and MCF-7 cell lines revealed a 

distinct micro-aggregated staining pattern (Fig. 10A, B; H-M). In-depth quantitative 

analysis in HEK293 cells revealed that protein aggregates were present in > 90% of 

HEK293 cells transfected with cycD2SVmyc (Fig. 10G). In contrast, such protein 

aggregates were undetectable in control cultures not transfected with any plasmid DNA 

or cultures transfected with cycB1 (Fig. 10E-G). Subcellular localization studies revealed 

that cycD2SV protein aggregates were localized exclusively in the cytoplasm or nuclear 

compartments in approximately 75% of transfected cells, whereas 25% of transfected 

cells contained protein aggregates in both cytoplasmic and nuclear compartments (data 

not shown). Interestingly, >50% of cells transfected with cycD2 also revealed protein 

aggregation in these experiments (Fig. 10C, D and G). In contrast to multiple micro-

aggregates in McycD2SV transfected cells, cycD2 overexpressing cells frequently 

contained one large aggregate which localized to nuclear or perinuclear compartments 

(Fig. 10C, D). We also observed a similar micro-aggregation pattern of endogenous 

cycD2SV protein in non-transfected HEK293 cells using previously described and well  
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Figure 10. Characterization of cycD2SV aggregation in immortalized cell lines. 

HEK293 cells transfected with cycD2SVmyc (A, B), cycD2myc (C, D) and 

cycB1(Mouse cycB1) (E, F) processed for myc (A, C) and cycB1 (E) immunostaining 

and nuclear stain (B, D, F). MCF-7 (H, K), T47D (I, K) and NIH-3T3 (J, M) cells 

transfected with cycD2SVmyc and processed for myc (H, I, J) immunostaining and 

nuclear stain (K, L, M). The percentage of HEK293 cells positive for protein aggregation 

was determined for cycD2SVmyc, cycD2myc and cycB1 transfected cells (G). Cells 

positive for protein aggregates were quantified and expressed as a percent of total 

counted cells (D). Non-transfected (Non-tf) cells were used as a control for protein 

aggregation. Values are expressed as mean ± SEM. One way ANOVA, *p < 0.05 

compared to non-transfected control, approximately 1000 cells were counted for each 

group from three independent experiments (N=3). Scale bar is 20 μm.     
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characterized polyclonal antibodies [(Sun et al., 2009), Fig. 11A, B, see 3.5.1 to 3.5.3]. In 

contrast, immunostaining for endogenous cycD2 in HEK293 cells revealed diffuse 

staining in both nuclear and cytoplasmic compartments, and was rarely associated with 

any aggregate formation (Fig. 11C, D). Collectively, our results suggest that both 

endogenous (Human) and overexpressed (Mouse) cycD2SV can form micro-aggregates, 

whereas only overexpressed cycD2 is subjected for aggregation in immortalized cell 

lines.  

 

2.5.2 CycD2SV Mediates Cell Cycle Exit in Various Cell Lines 

The major focus of this study was to determine whether cycD2SV expression in non-

cardiac cell types leads to cell cycle arrest similar to the result that we reported for 

cardiomyocytes, (Sun et al., 2009), or alternatively causes a proliferative phenotype as 

suggested by an independent research group (Denicourt et al., 2008). To characterize the 

effects of cycD2SV on cell cycle activity, we first monitored G1/S-phase transit in 

HEK293 cells transfected with cycD2SVmyc, cycD2myc, cycB1 or a pcDNA 3.1 vector 

control. Cells were processed for anti-myc immunostaining and in situ [
3
H]-thymidine 

autoradiography. The labeling index (LI) was assessed as the proportion of the total 

number of transfected cells that displayed nuclear [
3
H]-thymidine silver grains (Fig. 12A-

C). Cells transfected with cycD2SV and cycD2 were identified by myc staining, whereas 

cells expressing cycB1 were identified by cycB1 antibody staining. In the case of pcDNA 

3.1 vector transfected control cultures, we monitored the LI using Hoechst 33342 nuclear 

staining and silver grains. The LI of HEK293 cells overexpressing cycD2SV was 

significantly lower when compared to that of non-transfected cells or those transfected  
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Figure 11. Endogenous expression of cycD2SV and cycD2 in HEK293 cells. HEK293 

cells were processed for cycD2SV (A) and cycD2 (C) immunostaining and nuclear stain 

(B, D, and F). Primary antibody was omitted as a control (E, F). Scale bar is 20 μm. End., 

endogenous; Cont., control. 
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with vector alone (8% Vs 45%; approximately five-fold reduction, Fig. 12D). The LIs of 

cells transfected with cycD2 and cycB1 were also monitored as controls to eliminate the 

possibility that the observed effects on the cell cycle is due to the general overexpression 

of cell cycle proteins. While cell cycle activity was significantly elevated in cells 

expressing cycB1 (approximately 1.3-fold), the G1/S transit rate was significantly 

decreased in cells expressing cycD2 (approximately 2.5-fold; Fig. 12D). Similar to 

HEK293, other cell lines (NIH-3T3, T47D and MCF-7) transfected with cycD2SV also 

showed a significant reduction in [
3
H]-thymidine labeling when compared to control 

transfected cells (Approximately 60 to 80-fold, Fig.13). These results suggest that 

overexpression of cycD2SV in non-cardiac cell types also leads to a cell cycle arrest, but 

not a proliferative phenotype as suggested by an earlier study (Denicourt et al., 2008). 

 

2.5.3 Enforced Expression of CycD2SV and Activated Ras Oncogene does not 

Increase Cell Cycle Activity or Cellular Transformation  

Co-expression of cycD2SV and activated H-Ras (EJ 6.6 construct) was shown to promote 

transformation of primary mouse embryonic fibroblasts using a focus formation assay by 

Denicourt et al (Denicourt et al., 2008). The oncogenic H-Ras EJ6.6 harbors a single 

amino acid substitution, leading to the replacement of a glycine to valine residue at amino 

acid position twelve in the first exon (H-Ras-Val12). The latter is responsible for 

conversion of the proto-oncogene H-Ras, into an active oncogene (Tabin et al., 1982; 

Tabin and Weinberg, 1985). To examine whether growth suppressive properties of 

cycD2SV can be mitigated by activated Ras, we co-transfected HEK293 cells with 

cycD2SV and H-Ras-Val12 constructs and processed them for double immunostaining 

and [
3
H]-thymidine autoradiography. H-Ras-Val12 staining was diffused and frequently 
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Figure 12. CycD2SV expression decreases the number of cells entering S-phase in 

HEK293 cultures. Photomicrographs depict examples of [
3
H]-thymidine labelling assay 

(A-C). HEK293 cells transfected with cycB1 and labeled with [
3
H]-thymidine were 

visualized by cycB1 immunostaining (A), nuclear stain (B) and [
3
H]-thymidine 

autoradiography (C). Cells positive for [
3
H]-thymidine contained nuclear silver grains in 

the nucleus and were visualized under bright field microscopy (C). Cells positive for 

[
3
H]-thymidine were quantified and expressed as a percent of total counted cells (D). 

pcDNA 3.1 vector transfected cells were used for control (cont). Values are expressed as 

mean ± SEM. One way ANOVA, *p < 0.05 compared to the LI of control cells, 

approximately 1000 cells were counted for each group from three independent 

experiments (N=3). Scale bar is 20 μm.      
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Figure 13. [
3
H]-thymidine labeling of NIH-3T3, T47D and MCF-7 transfected with 

cycD2SVmyc or pcDNA vector (control). Cells positive for [
3
H]-thymidine were 

quantified and expressed as a percent of total transfected cells. Cells transfected with 

pcDNA vector were used for control. Values are expressed as mean ± SEM. Unpaired 

two-tailed t-test, *p < 0.05 compared to respective controls, approximately 1000 cells 

were counted for each group from three independent experiments (N=3).  
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localized to the cytoplasmic and perinuclear compartments in both single transfected, and 

co-transfected cells (Fig. 14B). Furthermore, no apparent co-localization of H-Ras and 

cycD2SV was observed and micro-aggregation pattern of cycD2SV was well preserved 

in co-transfected cells (Fig. 14A-C). Approximately 9-11% of cells transfected with 

cycD2SV or H-Ras were positive for [
3
H]-thymidine incorporation compared to a 30% LI 

in control transfections (Fig. 14D). When cells were co-transfected with cycD2SV and H-

Ras, the [
3
H]-thymidine incorporation did not change and the LI remained at 10%. To  

ensure that the expression levels are comparable, protein lysates from transfected cultures 

were assessed by immunoblotting. Similar amounts of H-Ras or cycD2SV proteins were 

observed in both single and co-transected cultures (Fig. 14E). These results suggest that 

activated H-Ras is not sufficient to prevent cycD2SV mediated growth arrest or promote 

cellular transformation in HEK293 cells. 

 

2.5.4 The 54-136 Amino Acids Region of CycD2SV is Responsible for Cell Cycle 

Inhibition 

To map the sequence domain(s) responsible for cell cycle inhibition and or protein 

aggregation, we generated two new constructs: cycD2SV∆CT and cycD2SV54-136, 

which code for truncated versions of cycD2SV (Fig. 15A). The cycD2SV∆CT construct 

encodes the first 136 amino acids common to both cycD2SV and cycD2, but lacks the 20 

amino acid CT-region unique to cycD2SV. In contrast, the cycD2SV54-136 construct 

codes for amino acids 54-136 common to both cycD2 and cycD2SV proteins. The 

majority of HEK293 cells transfected with cycD2SV∆CT (approximately 90%) contained 

aggregates, whereas only 10% of cycD2SV 54-136 transfected cells contained any 

aggregation (Fig. 15B-F). It was also evident that cycD2SV∆CT protein predominantly 
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Figure 14. Effects of co-expression of H-Ras and cycD2SV on cell cycle regulation. 

HEK293 cells co-transfected with cycD2SVmyc and HA tagged H-Ras-Val12 (A-C) 

were visualized by myc immunostaining (A), HA immunostaining (B) and nuclear stain 

(C). Scale bar is 20 μm. HEK293 cells transfected with cycD2SV, H-Ras-Val12 or co-

transfected with cycD2SV and H-Ras-Val12 were labeled with [
3
H]-thymidine, processed 

for immunostaining and [
3
H]-thymidine autoradiography. Cells positive for [

3
H]-

thymidine were quantified and expressed as a percent of total transfected cells (D). 

pcDNA transfected cells (Cont) were used for control. Values are expressed as mean ± 

SEM. One way ANOVA, *p < 0.05 compared to control, approximately 1000 cells were 

counted for each group from three independent experiments (N=3). Western blot 

performed on HEK293 cells transfected with pcDNA (Cont), cycD2SV, H-Ras-Val12 or 

cycD2SV co-transfected with H-Ras-Val12 using myc and HA antibodies (E). α-tubulin 

was used as a protein loading control.  
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Figure 15. Effects of cycD2SV 54-136 and cycD2SV∆CT overexpression on cell cycle 

regulation. A schematic representation of D2SV∆CT and D2SV 54-136 deletions in 

comparison to full length D2SV (A). Shaded box (136-156 amino acids) in cycD2SV 

represents the unique CT sequence. HEK293 cells transfected with D2SV∆CTmyc  (B, 

C) and D2SV 54-136myc (D, E) were processed for myc (B, D) immunostaining and 

nuclear stain (C, E). Scale bar is 20 μm. HEK293 cells transfected with D2SV, 

D2SV∆CT and D2SV 54-136 were labeled with [
3
H]-thymidine and processed for 

immunostaining and [
3
H]-thymidine  autoradiography. The percentage of cells positive 

for protein aggregation (F) and [
3
H]-thymidine (G) were quantified and expressed as a 

percent of total transfected cells. Cells transfected with pcDNA 3.1 vector were used as a 

control (cont). Values are expressed as mean ± SEM. One way ANOVA, *p < 0.05 

compared to control, approximately 1000 cells were counted for each group from three 

independent experiments (N=3).  
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localized to the nucleus in transfected cells, (Fig. 15B, C) while cycD2SV 54-136 

immunostaining was diffuse across both the nuclear and cytoplasmic compartments (Fig. 

15D, E). The [
3
H]-thymidine incorporation was significantly reduced in cycD2SV∆CT 

transfected cells, similar to the levels observed in cycD2SV transfected cells (Fig. 15G). 

Similarly, the LI for cells transfected with cycD2SV 54-136 was significantly lower 

(approximately 3-fold) than that observed in control cells, but was significantly higher 

(approximately 2-fold) than that observed in cycD2SV∆CT transfected cells (Fig. 15G). 

Based on these observations, deletion of the unique CT and or 1-53 regions of cycD2SV 

did not eliminate the cell cycle inhibitory function of cycD2SV protein. However, 

removal of both 1-53 and the CT region was sufficient to significantly decrease cycD2SV 

micro-aggregation staining pattern. Collectively, these results suggest that cycD2SV cell 

cycle inhibitory domain resides in the 54-136 amino acid region, while the 1-53 region 

may play a major role in cycD2SV aggregation.  

 

2.5.5 CycD2SV Aggregates Participate in Protein-Protein Interactions with CycD2 

and CDK4 in HEK293 Cells 

 The 54-136 amino acid region of the cycD2SV contains the majority of the cyclin 

box and binding sequences for CDK4 and p21
Cip1

 (Sun et al., 2009; Zwicker et al., 1999). 

We previously showed that cycD2SV aggregates can sequester various cyclins including 

cycD2 via an ER stress pathway in embryonic cardiomyocytes (Sun et al., 2009). It is 

also possible that cycD2SV mediates cell cycle exit in immortalized cell lines by 

sequestering key cell cycle proteins into aggresomes. Here, we investigated the ability of 

cycD2SV to physically associate with cycD2 and CDK4 in HEK293 cells using 

immunostaining and co-IP techniques. Immunostaining experiments demonstrated co-
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localization of cycD2SV with endogenous cycD2 in approximately 3-5% of cells 

transfected with cycD2SV (Fig. 16A-C). In contrast, such co-localization was observed in 

100% of cells co-transfected with both cycD2SV and cycD2 constructs (Fig. 16D-F). To 

confirm whether cycD2SV interacts with cycD2, HEK293 cells were co-transfected with 

myc-tagged cycD2, and untagged cycD2SV constructs. Protein lysates were 

immunoprecipitated with myc antibodies and immune complexes were collected using 

protein A-Sepharose beads. IP and supernatant fractions were subjected to western blot 

analysis using cycD2SV and D2 antibodies and results indicated that cycD2SV forms a 

complex with cycD2 (Fig. 17A). To ensure cycD2SV antibodies do not cross-react with 

cycD2 or vice versa, additional western blotting experiments were performed on lysates 

from cells transfected with myc-tagged cycD2, cycD2SV and cycD2SV∆CT constructs 

(Fig. 17B, C). In these experiments, cycD2SV antibodies specifically reacted with 

cycD2SV, but not with cycD2 or cycD2SV∆CT proteins (Fig. 17B), while cycD2 

antibodies exclusively reacted with cycD2, but not with cycD2SV or cycD2SV∆CT 

proteins (Fig. 17C). While immunostaining experiments did not reveal any co-

localization of cycD2SV and endogenous CDK4 in transfected HE293 cells (Fig. 18A-

C), IP/western analysis of transfected cells with CDK4 and myc antibodies clearly 

revealed physical interactions between CDK4 and cycD2SV or cycD2 (Fig. 18D). These 

results confirm the ability of cycD2SV to bind with both cycD2 and CDK4 in non-

cardiac cell types. 
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Figure 16. Overexpressed cycD2SV co-localizes with endogenous and co-transfected 

cycD2. HEK293 cells transfected with cycD2SVmyc alone (A-C) or co-transfected with 

cycD2myc (D-F) were processed for myc (A, E), D2SV (D), cycD2 (B) immunostaining 

and nuclear stain (C, F). Scale bar is 20 μm. End., endogenous. 
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Figure 17. Immunoprecipitation (IP) analysis of interactions between cycD2SV and 

cycD2 (A). Western blot (WB) analysis performed on HEK293 cells transfected with 

pcDNA, cycD2myc, cycD2SVmyc and cycD2SV∆CTmyc using myc and D2SV 

antibodies (B) as well as cycD2 and α-tubulin antibodies (C). Results in panels B and C 

indicate the specificity of cycD2SV and cycD2 antibodies and rule out any cross-

reactivity. 
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Figure 18. HEK293 cells transfected with cycD2SVmyc (A-C) processed for myc 

(A), CDK4 (B) immunostaining and nuclear stain (C). Interaction of transfected 

cycD2SV with endogenous CDK4 was determined by CDK4 immunoprecipitation (D). 

Endogenous CDK4 was immunoprecipitated from pcDNA (negative control), cycD2myc 

(positive control) and D2SVmyc transfected cells using CDK4 antibodies. An additional 

immunoprecipitation negative control was completed using rabbit non-immune serum 

(RNIS, control) on cycD2SVmyc transfected HEK293 cells. Immunoprecipitated samples 

were resolved by western blot and the nitrocellulose blot was probed with myc and 

CDK4 antibodies. Western blot analysis of HEK293 cells transfected with pcDNA 

(control), empty vector, and D2SVmyc using cycD2SV antibodies (E). IP, 

immunoprecipitation; WB, western blot; End., endogenous.  
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2.5.6 CycD2SV Expression Leads to an Impaired ER Stress Associated Protein 

Degradation and Accumulation of Polyubiquitin Conjugates 

Although the predicted molecular weight of mouse cycD2SV is approximately 20 

kDa, it has been shown to exist in varying sizes ranging from 20 kDa to 45 kDa in 

transfected HEK293 cells [(Sun et al., 2009), Fig. 18E] as well as tissue lysates from 

postnatal cerebellum (Kajitani et al., 2010) or whole embryo extracts (Sun et al., 2009) 

under denaturing or non-denaturing conditions. However, the precise nature of these high 

molecular weight immunoreactive cycD2SV bands is not clear. Intracellular 

accumulation of misfolded proteins has been shown to trigger protein aggregation and 

subsequent increases in ubiquitin conjugates as a result of impaired ERAD in 

neurodegenerative model systems (Bence et al., 2001). Next, we examined whether 

accumulation of cycD2SV aggregates in immortalized cell lines is due to an impairment 

of ERAD by using a well characterized TCRα-GFP reporter gene system (DeLaBarre et 

al., 2006). The misfolded TCRα-GFP reporter was readily eliminated in single 

transfected HEK293 cells as demonstrated by background GFP fluorescence after 24 hrs 

(data no shown). In contrast, the GFP fluorescence was retained at higher levels in cells 

co-transfected with TCRα-GFP and cycD2SV, suggesting an impaired ERAD response in 

cycD2SV expressing cells (Fig. 19A-C). 

To examine ubiquitination profiles, HEK293 cells were co-transfected with 

cycD2SV and HA tagged ubiquitin (HA-Ubq) constructs and processed for double 

immunostaining. Co-localization of both proteins in all transfected cells (100%) suggests 

that cycD2SV aggregates are ubiquitinated (100%, Fig. 19D-F). Control cells transfected 

with HA-Ubq alone showed a diffuse staining with HA antibodies, and did not show any  
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Figure 19. Co-localization of transfected cycD2SV with markers of ER stress and 

autophagy. HEK293 cells co-transfected with cycD2SVmyc and TCRα-GFP  (A-C), 

cycD2SVmyc and HA-ubiquitin (D-F), cycD2SVmyc and YFP-intersectin (J-L) and 

cycD2SV-EGFP and mcherry-p62 (M-O) were processed for myc (A, D, G), HA (E) 

immunostaining and nuclear stain (C, F, I, L). Co-localization of singly transected 

cycD2SV aggregates in γ-tubulin positive MTOC (G-I). HEK293 cells transfected with 

cycD2SVmyc (G-I) processed for myc (G), γ-tubulin (H) immunostaining and nuclear 

stain (E). Scale bar is 20 μm.  
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ubiquitinated aggregates similar to co-transfected cells (data not shown). Given that 

cycD2SV induces ER stress which results in the impairment of ERAD, it is likely that 

cycD2SV ubq positive aggregates may clog the UPS system. Additionally, γ-tubulin 

staining, a marker of the MTOC, co-localized (Fig. 19G-I) with larger aggregates in 

28.4% (± 4.82 SEM) of cells transfected with cycD2SVmyc. The MTOC has been 

demonstrated to play a role in the autophagic degradation of protein aggregates. When 

the rate of protein aggregate formation is higher than that of clearance, to minimize 

toxicity, protein aggregates are shuttled to the MTOC where the aggresome is formed 

(Kirkin et al., 2009b). The high levels of γ-tubulin co-localization with cycD2SV 

aggregates suggest that cycD2SV aggregates may have a toxic effect on transfected cells. 

 

2.5.7 CycD2SV Aggregates are Subjected to Autophagosome Mediated Degradation 

Presence of polyubiquitinated aggregates, and impaired ERAD response suggest 

that alternative protein degradation pathways, such as autophagy, may be active in 

cycD2SV expressing cells. Accordingly, cycD2SV expressing cells were further 

examined using probes specific for critical components in autophagosome formation 

(Razi et al., 2009). In these experiments, cycD2SV aggregates were frequently co-

localized with markers specific for early or late endosomes (Intersectin-YFP, Fig. 19J-K), 

and a selective substrate of autophagy (mCherry-p62, Fig. 19M-O). To obtain direct 

evidence for the presence of cycD2SV in autophagosome, transfected HEK293 cells were 

processed for EM analysis using cycD2SV antibodies. Presence of anti-cycD2SV related 

immunogold particles were readily visible in electron-lucent endosomes (data not 

shown), electron-dense lysosome and autophagosome structures (Fig. 20A). Such unique  



115 

 

Figure 20. Localization of cycD2SV in electron-dense lysosome and autophagosome 

structures (A, B). HEK293 cells transfected with D2SVmyc (A, B) were fixed, 

embedded in resin and sectioned (approximately 80nm). Sections were processed for 

electron microscopy and probed with cycD2SV antibodies (A). As a control primary 

antibodies were omitted (B). Scale bar is 100 nm.  
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immunogold labeling pattern was absent in control sections processed by omitting 

cycD2SV antibodies (Fig. 20B). Collectively, these results suggest that ubiquitin positive 

cycD2SV aggregates (Fig. 19D-F) can sequester cell cycle proteins, such as cycD2, and 

CDK4 (Fig. 16A-F, Fig. 17A, Fig. 18D) and target them for autophagosome mediated 

degradation (Fig. 19M-O, Fig. 20A).  

 

2.5.8 CycD2SV Induced G1/S Cell Cycle Exit May Rely on Transcriptional Changes 

in G2/M but not G1/S Regulatory Genes 

We further sought to determine whether cell cycle exit in cycD2SV expressing 

cells could result from significant changes in the transcriptional profile of cell cycle 

genes involved in G1/S and G2/M regulation. For these experiments, total RNA was 

isolated from FACS sorted cells, expressing EGFP or an EGFP-D2SV fusion protein. 

Total RNA was reverse transcribed, and cDNA samples were subjected to quantitative 

PCR analysis using human cell cycle QPCR arrays. This high throughput approach 

enabled us to simultaneously measure fold changes in the transcriptional profile of 86 cell 

cycle genes (Fig. 21A-C, Table4). Based on this analysis, there were no significant 

differences in mRNA levels of the majority of G1/S regulatory genes such as D-type 

cyclins, CDKs, CKIs and several G1/S check point regulators between control or 

cycD2SV expressing cells (Table 4). However, we observed a significant increase in the 

mRNA levels of two G2/M regulatory genes, GADD45α (1.6-fold) and dynamin 2 (1.5-

fold, Fig. 21B). GADD45 (growth arrest and DNA-damage inducible protein) α 

expression is induced by ultraviolet and ionizing radiation, as well as genotoxic stress 

which subsequently leads to G2/M checkpoint activation, cell cycle arrest, DNA repair,  
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Figure 21. Cell cycle array analysis on cells expressing EGFP-D2SV. Gating for 

sorting of HEK293 cells transfected with EGFP-D2SV cells during FACS analysis (A). 

Relative mRNA levels of GADD45A and dynamitin 2 in EGFP-D2SV FACS sorted cells 

compared to control EGFP-C1 sorted cells (B). A profile of the fold changes of 86 cell 

cycle genes completed for EGFP-D2SV FACS sorted cells relative to EGFP-C1 control 

cells (C). Values are expressed as mean ± SEM. Unpaired two-tail t-test, *p < 0.05 

compared to EGFP-C1, three separate arrays from three independent experiments were 

completed (N=3). HEK293 Cells transfected with cycD2SVmyc were processed for 

immunostaining using myc antibody followed by TUNEL staining. TUNEL positive cells 

were counted and expressed as a fraction of total cells counted (D). Values are expressed 

as mean ± SEM. Unpaired two-tail t-test, *p < 0.05 compared to control untransfected 

TUNEL positive cells, approximately 1000 cells were counted for each group from three 

independent experiments (N=3). 
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Table 4. Cell cycle array completed for C1-EGFP control and D2SV-EGFP sorted 

cells.  

  2-Avg.(∆CT)   

Gene Symbol C1-EGFP D2SV-

EGFP 

Mean 

of Fold 

Chang

e 

p-Value 

C-abl oncogene 1, receptor tyrosine kinase ABL1 0.045507 0.046534 1.0226 0.896426 

Anaphase promoting complex subunit 2 ANAPC2 0.011429 0.013394 1.1719 0.355643 

Anaphase promoting complex subunit 4 ANAPC4 0.014301 0.014657 1.025 0.892721 

DIRAS family, GTP-binding RAS-like 3 DIRAS3 0.000178 0.000187 1.0489 0.830631 

Ataxia telangiectasia mutated ATM 0.002082 0.001901 0.9131 0.76961 

Ataxia telangiectasia and Rad3 related ATR 0.014534 0.01276 0.878 0.459864 

BCL2-associated X protein BAX 0.436955 0.460448 1.0538 0.578846 

BRCA2 and CDKN1A interacting protein BCCIP 0.316927 0.296844 0.9366 0.735572 

B-cell CLL/lymphoma 2 BCL2 0.004291 0.004532 1.0562 0.771185 

Baculoviral IAP repeat-containing 5 BIRC5 0.011091 0.009363 0.8441 0.750298 

Breast cancer 1, early onset BRCA1 0.030372 0.03056 1.0062 0.847403 

Breast cancer 2, early onset BRCA2 0.003753 0.004585 1.2217 0.194956 

Cyclin B1 CCNB1 0.875931 0.710929 0.8116 0.347278 

Cyclin B2 CCNB2 0.191961 0.192257 1.0015 0.918471 

Cyclin C CCNC 0.120928 0.110934 0.9174 0.584678 

Cyclin D1 CCND1 0.018143 0.011394 0.628 0.341384 

Cyclin D2 CCND2 0.135424 0.13532 0.9992 0.952798 

Cyclin E1 CCNE1 0.054242 0.060978 1.1242 0.264414 

Cyclin F CCNF 0.021726 0.022788 1.0489 0.728108 

Cyclin G1 CCNG1 0.51963 0.512081 0.9855 0.884616 

Cyclin G2 CCNG2 0.013405 0.012613 0.941 0.69836 

Cyclin H CCNH 0.078503 0.090943 1.1585 0.715719 

Cyclin T1 CCNT1 0.05977 0.072349 1.2105 0.244277 

Cyclin T2 CCNT2 0.017729 0.019656 1.1087 0.433431 

Cell division cycle 16 homolog (S. 

cerevisiae) 

CDC16 0.125482 0.127725 1.0179 0.858039 

Cell division cycle 2, G1 to S and G2 to M CDC2 0.512476 0.470123 0.9174 0.524907 

Cell division cycle 20 homolog (S. 
cerevisiae) 

CDC20 0.50309 0.470123 0.9345 0.731918 

Cell division cycle 34 homolog (S. 

cerevisiae) 

CDC34 0.015046 0.019884 1.3215 0.208111 

Cyclin-dependent kinase 2 CDK2 0.140524 0.131316 0.9345 0.670209 

Cyclin-dependent kinase 4 CDK4 0.409581 0.437628 1.0685 0.606063 

Cyclin-dependent kinase 5, regulatory 
subunit 1 (p35) 

CDK5R1 0.003494 0.004075 1.1665 0.474335 

CDK5 regulatory subunit associated protein CDK5RAP 0.002141 0.002646 1.2359 0.52246 
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1 1 

Cyclin-dependent kinase 6 CDK6 0.030023 0.028712 0.9563 0.610107 

Cyclin-dependent kinase 7 CDK7 0.05108 0.050805 0.9946 0.995433 

Cyclin-dependent kinase 8 CDK8 0.028142 0.02767 0.9832 0.951884 

Cyclin-dependent kinase inhibitor 1A 

(p21Cip1) 

CDKN1A 0.182448 0.193148 1.0586 0.770827 

Cyclin-dependent kinase inhibitor 1B 

(p27Kip1) 

CDKN1B 0.027948 0.028316 1.0132 0.935082 

Cyclin-dependent kinase inhibitor 2A (p16) CDKN2A 0.127823 0.111191 0.8699 0.472093 

Cyclin-dependent kinase inhibitor 2B (p15) CDKN2B 0.024443 0.026298 1.0759 0.352026 

Cyclin-dependent kinase inhibitor 3 CDKN3 0.154844 0.159812 1.0321 0.860987 

CHK1 checkpoint homolog (S. pombe) CHEK1 0.088729 0.103745 1.1692 0.172583 

CHK2 checkpoint homolog (S. pombe) CHEK2 0.057867 0.056112 0.9697 0.701998 

CDC28 protein kinase regulatory subunit 

1B 

CKS1B 0.14717 0.136892 0.9302 0.739475 

CDC28 protein kinase regulatory subunit 2 CKS2 0.584614 0.533827 0.9131 0.650498 

Cullin 1 CUL1 0.068183 0.056112 0.823 0.615898 

Cullin 2 CUL2 0.129608 0.124232 0.9585 0.815363 

Cullin 3 CUL3 0.000934 0.000756 0.8098 0.327323 

DEAD/H (Asp-Glu-Ala-Asp/His) box 

polypeptide 11 (CHL1-like helicase 

homolog, S. cerevisiae) 

DDX11 0.014908 0.013394 0.8985 0.944014 

Dynamin 2 DNM2 0.006385 0.009363 1.4663 0.044266 

E2F transcription factor 4, p107/p130-

binding 

E2F4 0.030023 0.028645 0.9541 0.695106 

Growth arrest and DNA-damage-inducible, 

alpha 

GADD45A 0.00742 0.012184 1.6421 0.042191 

General transcription factor IIH, 

polypeptide 1, 62kDa 

GTF2H1 0.127528 0.135633 1.0636 0.589076 

G-2 and S-phase expressed 1 GTSE1 0.016089 0.013425 0.8344 0.597626 

Hect domain and RLD 5 HERC5 0.024899 0.030419 1.2217 0.054532 

HUS1 checkpoint homolog (S. pombe) HUS1 0.003149 0.003515 1.1164 0.79165 

Kinetochore associated 1 KNTC1 0.044777 0.044433 0.9923 0.910348 

Karyopherin alpha 2 (RAG cohort 1, 

importin alpha 1) 

KPNA2 0.247509 0.256041 1.0345 0.932005 

MAD2 mitotic arrest deficient-like 1 (yeast) MAD2L1 0.541696 0.461513 0.852 0.50983 

MAD2 mitotic arrest deficient-like 2 (yeast) MAD2L2 0.056939 0.055724 0.9787 0.856011 

Minichromosome maintenance complex 

component 2 

MCM2 0.178281 0.199498 1.119 0.418758 

Minichromosome maintenance complex 

component 3 

MCM3 0.458679 0.50737 1.1062 0.115046 

Minichromosome maintenance complex 

component 4 

MCM4 0.142815 0.155801 1.0909 0.500166 

Minichromosome maintenance complex 

component 5 

MCM5 0.084137 0.108401 1.2884 0.419207 

Antigen identified by monoclonal antibody 
Ki-67 

MKI67 0.260416 0.245044 0.941 0.752684 

Menage a trois homolog 1, cyclin H MNAT1 0.085115 0.0935 1.0985 0.493612 
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assembly factor (Xenopus laevis) 

MRE11 meiotic recombination 11 homolog 

A (S. cerevisiae) 

MRE11A 0.007317 0.007983 1.0909 0.925512 

Nibrin NBN 0.00166 0.001694 1.0202 0.696459 

Proliferating cell nuclear antigen PCNA 0.728107 0.772592 1.0611 0.584027 

RAD1 homolog (S. pombe) RAD1 0.03339 0.030701 0.9195 0.630274 

RAD17 homolog (S. pombe) RAD17 0.041298 0.035512 0.8599 0.350128 

RAD51 homolog (RecA homolog, E. coli) 

(S. cerevisiae) 

RAD51 0.001429 0.001363 0.9541 0.849772 

RAD9 homolog A (S. pombe) RAD9A 0.026502 0.028121 1.0611 0.699695 

Retinoblastoma 1 RB1 0.010813 0.014489 1.34 0.645515 

Retinoblastoma binding protein 8 RBBP8 0.052759 0.046534 0.882 0.458713 

Retinoblastoma-like 1 (p107) RBL1 0.052153 0.072349 1.3872 0.095527 

Retinoblastoma-like 2 (p130) RBL2 0.011066 0.011083 1.0015 0.842176 

Replication protein A3, 14kDa RPA3 0.262834 0.247891 0.9431 0.747903 

SERTA domain containing 1 SERTAD1 0.014908 0.01993 1.3369 0.420479 

S-phase kinase-associated protein 2 (p45) SKP2 0.335772 0.330131 0.9832 0.927152 

SMT3 suppressor of mif two 3 homolog 1 

(S. cerevisiae) 

SUMO1 0.096203 0.095025 0.9878 0.882802 

Transcription factor Dp-1 TFDP1 0.041394 0.037364 0.9026 0.858238 

Transcription factor Dp-2 (E2F 

dimerization partner 2) 

TFDP2 0.049798 0.05284 1.0611 0.816079 

Tumor protein p53 TP53 0.108484 0.116719 1.0759 0.817862 

Ubiquitin-like modifier activating enzyme 1 UBA1 0.121769 0.07577 0.6222 0.284865 
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cell survival or apoptosis (Liebermann and Hoffman, 2007; Wang et al., 1999; Zhan et 

al., 1999). In contrast, dynamin 2 plays an important role in mitosis, cytokinesis, 

endocytosis and membrane trafficking (Evans et al., 1990; Praefcke and McMahon, 

2004). Collectively, these results suggest that mRNA levels of the majority of cell cycle 

genes remain unchanged in cycD2SV overexpressing cells, as compared to those of 

control cells. Significant increases in two G2/M related gene transcripts suggest that 

DNA repair and or mitotic process may be compromised in cells positive for cycD2SV 

protein aggregation, and these results are consistent with lower [
3
H]-thymidine LI 

observed in cycD2SV expressing cells.  

 

2.5.9 Intracellular CycD2SV Protein Aggregation Does Not Cause Apoptosis in 

static cultures but sensitizes cells to mechanical stress and trypsinization induced 

cell death 

In response to stress stimuli, both GADD45α and Dynamin 2 genes have been 

shown to cause cell cycle arrest and apoptosis in a p53 dependent manner (Fish et al., 

2000; Liebermann and Hoffman, 2007). Since these two transcripts are upregulated in 

cycD2SV expressing cells, we assessed the levels of apoptosis using TUNEL and 

activated Caspase 3 immunostaining assays. Using these methods, no apoptotic cell death 

was observed in cells transfected with cycD2SV, or a control plasmid (Fig. 21D).  

Furthermore, cycD2SV expressing cells were viable in subconfluent static 

cultures for more than a week (data not shown). Apoptotic cells can also be identified 

during light scatter analysis in a flow cytometer by virtue of significant decreases in the 

forward scatter, (FSC) and side scatter (SSC) assessments (Williams, 2004). Consistent 

with the results observed in static cultures, the number of viable cells on the FSC vs. SSC 
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plots during FACS analysis was similar in cells expressing EGFP or EGFP-D2SV fusion 

proteins (Fig. 22A, B). Based on a significant decrease in cell cycle levels in cycD2SV 

expressing cells, we reasoned that FACS sorted EGFP-D2SV cells would have a slower 

growth potential as compared to EGFP expressing control cells. To further examine this 

notion, equal numbers of FACS sorted cells were plated in new culture dishes for 

monitoring growth curves over time. Surprisingly, none of the cycD2SV expressing cells 

survived over a three day subculture period (Fig. 23A-E). In contrast, FACS sorted cells 

expressing EGFP survived the mechanical stress and trypsinization imposed by the 

experimental procedure, albeit with initial reductions in cell number (Fig. 23A, F-I). 

These results suggest that cycD2SV expression may increase cell vulnerability to stress 

signals.  

 

2.6 Discussion 

Based on the observation that cycD2SV was overexpressed in Graffi retrovirus 

induced leukemias, Rassart’s group originally hypothesized that this protein could 

function as an oncogene (Denicourt et al., 2003). Using an MEF based focus formation 

assay, it was shown that cycD2SV failed to induce cellular transformation alone or in 

combination with c-myc, but was able to induce a large number of foci in combination 

with activated H-Ras (Denicourt et al., 2008). Although previous studies did not directly 

examine the role of cycD2SV in G1/S transit control of non-cardiac cell types (Denicourt 

et al., 2008), absence of kinase activity for cycD2SV/CDK4 complex in NIH-3T3 cells 

(Denicourt et al., 2008) and significant decreases in the LIs of various cell lines 

expressing cycD2SV in this study are in agreement with a growth suppressive role for 



125 

 

Figure 22. Selection gating for viable cells during FACS sorting for C1-EGFP (A) 

and D2SV-EGFP (B) transfected cells. Side scatter (SSC) and forward scatter (FSC) 

plots (A, B) were used to determine predicted viable cells for FACS sorting. Region 1 

(R1) contains viable cells whereas region 2 (R2) contains cells in early stages of 

apoptosis, and region 3 (R3) contains dead cells. Cell shrinkage and nuclear 

condensations are two of the hallmarks of apoptosis. Cell shrinkage leads to a decrease in 

forward scatter (FSC) whereas nuclear condensation results in an increase in side scatter 

(SSC). EGFP-C1 and EGFP-cycD2SV sorted cells roughly contained the same number of 

cells in regions 2 and 3. 
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Figure 23. Analysis of D2SV-EGFP induced cell death in collaboration with 

trypsinization. HEK293 cells transfected with D2SV-EGFP or C1-EGFP were 

trypsinized and reseeded on gridded coverslips. In each experiment, cells were followed 

for 80hrs to determine long term cell viability after trypsinization. Surviving cells were 

quantified and expressed as a percent of total counted cells (D). Values are expressed as 

mean ± SEM. Two-way ANOVA, *p < 0.05, seven to twenty cells were followed from 

three independent experiments (N=3). Photomicrographs depict examples of D2SV-

EGFP (B-E) and C1-EGFP (F-I) cells at 5hrs (B, C, F, G) and 20hrs (D, E, H, I). Note all 

EGFP-D2SV transfected cells disappeared from culture by 68hrs post trypsinization (A). 

Examples of cell death in EGFP-D2SV transfected cells as observed in live cultures by 

fluorescence microscopy (B-E).   
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cycD2SV in cell cycle regulation. The transforming ability of H-Ras in combination with 

cycD2SV in primary MEFs (Denicourt et al., 2008) is particularly intriguing since 

activated H-Ras failed to transform primary fibroblast cells derived from mouse, rat or 

human sources (Serrano et al., 1997; Wei and Sedivy, 1999). Furthermore, it was shown 

that immortalization of fibroblasts is a pre-requisite for H-Ras mediated transformation 

(Newbold and Overell, 1983). Given the inability of H-Ras to rescue cycD2SV mediated 

cell cycle exit in this study (Fig. 14D), it is unclear how H-Ras and cycD2SV facilitated 

transformation of MEFs as suggested in Rassart’s study (Denicourt et al., 2008). In this 

study, transfection of H-Ras alone in HEK293 cells significantly decreased cell cycle 

activity as compared to control transfections (Fig. 14D). This result is in agreement with 

a previous study which showed that H-Ras expression induces cellular senescence in 

HEK293 cells (Moumtzi et al., 2010) similar to the phenotype observed in normal 

fibroblasts (Wei and Sedivy, 1999). 

The ability of cycD2SV to form micro aggregates compared to other cyclins, such as 

cycB1 or cycD2 in immortalized cell lines can be directly attributed to a protein 

misfolding response as evidenced by increased retention of an ERAD reporter 

(DeLaBarre et al., 2006) in cycD2SV expressing cells (Fig. 19A-C). Generally protein 

aggregation occurs as a result of misfolding, (Garcia-Mata et al., 2002) exposed 

hydrophobic regions, (Wedegaertner, 2002) or insufficient clearance by UPS (Kirkin et 

al., 2009b). Misfolding of cycD2SV could result from its structural divergence, as 

compared to a number of G1/S or G2/M cyclins. Mammalian cyclins contain two cyclin 

folds, each comprised of five alpha helical structures (Fig. 24). The NT cyclin fold 

provides a CDK binding interface for all cyclins, while the CT cyclin fold is critical for 
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Figure 24. Sequence alignment of D-type cyclins and cycD2SV identifying important 

conserved domains.  Cyclins in general contain two important cyclin folds, the NT 

cyclin fold (red box) and the CT cyclin fold (black box), each containing five alpha-

helical domains. For clarity, the NT helical domains are labeled as α1-5 and the CT 

helical domains are labeled as α1’-5’. In general, cyclins also contain two additional NT 

and CT helical domains (αNT, αCT). However, D-type cyclins appear to lack the αCT 

domain. The NT cyclin fold also known as the cyclin box is responsible for the 

association of cyclins with CDKs while the CT cyclin fold is thought to be responsible 

for binding of CAK and proper folding of the cyclin (GenBank: AAA37519.1). The 

cycD2SV CT sequence is highlighted in yellow. Helical domains are denoted by blue 

cylinders. The orange cylinder marks the helical domain (α5sv) present in the cycD2SV 

unique CT-domain.  Asterix (*) denotes amino acids which are identical between all 

presented sequences. α denotes α-helix. 
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binding of a CAK (Brown et al., 1995; Diehl and Sherr, 1997). In contrast to the majority 

of mammalian cyclins, cycD2SV contains only the first cyclin fold albeit at partial length 

(54-136 amino acid region). The fifth helical structure (α5) normally found in the CDK4 

binding region of D-type cyclins is replaced in cycD2SV with a shorter helix (α5sv) due 

to insertion of the unique 20 amino acid CT tail (Fig. 24). Crystal structure studies also 

indicate that stabilization of a given cyclin molecule depends on extensive hydrophobic 

packaging interactions between different helices in cyclin folds and also those between 

the NT  helical domain with the first three helices of cyclin fold as well as the CT helical 

domain (Brown et al., 1995). Since cycD2SV lacks a native structure typically found in 

other types of cyclins, it is possible that hydrophobic stretches of amino acids (e.g. helix 

3) in cycD2SV are exposed unlike cycD2  (Fig. 24, Fig. 25D). As a result of this 

exposure, cellular machinery involved in protein folding may recognize cycD2SV as a 

partially folded structure and trigger an ERAD response.  

It is generally accepted that some (Anton et al., 1999; Ward et al., 1995) but not 

all (Johnston et al., 2000) misfolded proteins are subjected to polyubiquitination and 

presented to the proteasomal system for degradation. In agreement with this notion, our 

immunostaining experiments with cycD2SV and HA-Ubq co-transfection indicated that 

cycD2SV aggregates are subjected to polyubiquitination (Fig. 19D-F). Certainly this data 

offers an explanation for high molecular weight species of cycD2SV observed in native 

gel electrophoresis of protein lysates from whole embryo and brain lysates or HEK293 

cells (Kajitani et al., 2010; Sun et al., 2009). The ubiquitination pattern of cycD2SV is 

somewhat of an expected result due to the fact that the stability of endogenous D-type  
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Figure 25. Three-dimensional (3D) protein structure predictions for cycD1 (A), 

cycD2 (B), cycD3 (C) and cycD2SV (D) as determined by the iterative threading 

assembly refinement (I-TASSER) server, an internet based 3D protein structure 

prediction engine. The C-score provided is a confidence score used to estimate the 

quality of the predicted models and usually lies between -5 and 2. A higher C-score value 

provides a greater model confidence and C-score values greater than -1.5 have a higher 

confidence in protein folding.  Based on these parameters, the cycD2SV ribbon structure 

most likely represents the correct folding of the protein.  The NT of the presented protein 

structures is denoted by blue and the CT is denoted by red.  
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cyclins have been shown to be regulated by UPS degradation (Kida et al., 2007; Lin et 

al., 2006; Okabe et al., 2006). However, sustained presence of ubiquitin positive 

aggregates and increased retention of ERAD reporter in cycD2SV expressing cells 

suggests that overproduction of misfolded proteins may have saturated the ability of UPS 

system. Consistent with this notion, cycD2SV aggregates were frequently associated with 

endosomes, lysosomes and autophagosomes, which underscores a critical role for 

autophagy, a controlled process involving sequestration of certain cytoplasmic contents 

for lysosomal delivery, where the contents are degraded and recycled (Klionsky, 2010). 

Indeed, association of cycD2SV in p62 positive vesicles further offers a mechanistic 

explanation for formation of aggresomal inclusions into autophagosomes. The role of p62 

in autophagic clearance of polyubiquitinated protein aggregates has been well 

documented (Komatsu and Ichimura, 2010a; Moscat and Diaz-Meco, 2009). The carboxy 

terminal UBA domain of p62 binds to polyubiquitinated proteins, the N-terminal PB1 

domain is critical for self-oligomerization and the LRS/LIR domain recruits autophagy 

regulator LC3/Atg8. It is possible that p62 may link ubiquitinated cycD2SV to the core 

autophagic protein LC3. However, additional experiments are required to confirm this 

notion.  

In contrast to a high frequency of multiple protein aggregates seen with cycD2SV 

expression, cycD2 overexpressing cells frequently contained a single large aggregate 

confined to the perinuclear compartment. Although exogenously expressed cycD2 

aggregates were ubiquitinated, they were not positive for markers of autophagy (Data not 

shown). Absence of such intense perinuclear staining pattern for endogenous cycD2 in 

HEK293 cells suggests that alternative mechanisms other than ER stress and or 
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autophagy may be responsible for aggregation of overexpressed cycD2. Misfolding of 

cycD2 due to fusion with a myc epitope in HEK293 cells can be readily ruled out since 

exogenous expression of the same cycD2myc fusion protein in embryonic 

cardiomyocytes did not induce any protein aggregation (Sun et al., 2009). It is possible 

that high intracellular concentrations of cycD2 may promote dimer or oligomer 

formation. Consistent with this notion, IP studies using differentially tagged cycD2 

constructs (cycD2-DsRed and D2myc) revealed the dimerization possibility of cycD2 

molecules either via direct or indirect protein-protein interactions (Zhang and Pasumarthi, 

unpublished data). Recent studies showed that another cell cycle regulator p57
kip2

 is 

capable of associating with itself via the NH2 domain to form a homodimeric species, 

which is a more potent inhibitor of the cycD1/CDK4 complex compared to a single 

p57
kip2

 molecule (Reynaud et al., 2000). However, it is not known whether homodimers 

of CKIs such as p57
kip2

 can promote dimerization of cycD/CDK4 heterodimers. 

Dimerization of CDK4 molecules in two adjacent cycD/CDK4 heterodimers similar to 

that described for kinase domains of EGF receptors (Zhang et al., 2006) may also offer an 

explanation for perinuclear cycD2 aggregates. Furthermore, crystal structure studies 

involving cycD3/CDK4 complex revealed the existence of two copies of cycD3/CDK4 in 

each crystal and also suggested that the CT cyclin fold may be responsible for 

dimerization. The cycD3-cycD3 interactions in crystals were thought to be due to the 

absence of a structured CT tail in cycD3 similar to that found in cycA, B or E that would 

be expected to shield the surface of the CT cyclin fold (Takaki et al., 2009). Secondary 

structure analysis via I-Tasser (Roy et al., 2010; Zhang, 2008) also revealed absence of a 

structured CT tail, distal to the second cyclin fold in cycD2 and cycD1 molecules (Fig. 24 
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and 25A, B). These structural similarities indeed suggest that cycD2-cycD2 dimerization 

may be possible through a second cyclin fold similar to that described for cycD3-cycD3 

dimerization. In the present study, we have also shown that cycD2SV, which lacks the 

second cyclin fold can interact with cycD2 by IP or immunolocalization experiments. 

Interestingly, deletion of 1-53 amino acid NT region of cycD2SV significantly abolished 

intracellular protein aggregation. This in turn suggests that cycD2-cycD2 or cycD2-

cycD2SV dimerization may occur through the structured NT sequence (cycD2SV 1-53) 

similar to that described for p57
kip2

 (Reynaud et al., 2000). Since cycD2SV 54-136 

protein still retains the ability to bind CDK4 (Zhang and Pasumarthi, unpublished data) 

and exhibits a significant reduction in its tendency for protein aggregation, CDK4-CDK4 

interactions may not play a critical role when it comes to cycD2SV aggregation. 

Collectively, our immunostaining and IP/western studies show for the first time that, 

under high intracellular concentrations, cycD2 may exist as dimers with cycD2 and or 

cycD2SV in vivo. These results may certainly offer a mechanistic explanation for earlier 

studies describing cytoplasmic sequestration of endogenous or overexpressed cycD1 in a 

variety of mammalian cancer cell lines and postmitotic neurons (Alao et al., 2006; 

Sumrejkanchanakij et al., 2003).     

To elucidate the possible mechanism(s) of cycD2SV induced cell cycle exit, we 

investigated its ability to interact with CDK4 and cycD2 based on the premise that 

sequestration of these positive cell cycle regulators by cycD2SV, which lacks the CAK 

binding domain would render them inactive. Consistent with this notion, an earlier study 

demonstrated that immunocomplexes containing cycD2SV and CDK4 failed to 

phosphorylate pRb, a critical step required for cells to overcome G1/S restriction point 
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(Denicourt et al., 2008). Indeed, our results in the present study showed that cycD2SV 

can sequester CDK4 and cycD2 into p62 positive inclusion bodies and target them for 

UPS/autophagy mediated degradation. To our knowledge, this is the first report to show 

that a cyclin variant can directly affect the stability of other cyclins and or CDK 

complexes. Further deletion analysis suggested that NT 1-53 amino acid region is 

required for cycD2SV protein aggregation, whereas 54-136 amino acid region is 

responsible for the majority of cell cycle inhibition (via CDK4 binding). 

In this study, we present evidence of the mRNA upregulation of GADD45α and 

dynamin 2 in response to cycD2SV overexpression. GADD45α is a p53 inducible gene 

which plays a role in cell cycle arrest in response to double stranded DNA damage 

(Hollander and Fornace, 2002). Additionally, GADD45α is capable of inducing G2/M 

arrest by interfering with the formation of cycB/CDK1 complexes (Wang et al., 1999; 

Zhan et al., 1999). Given the established role of GADD45α, an alternate mechanism by 

which cycD2SV actuates cell cycle exit might be due to induction of DNA damage. 

However, based on 53BP1 (p53-binding protein 1) staining, a marker for double stranded 

DNA breaks, no DNA damage was detected in cycD2SV transfected cells (Data not 

shown).Overexpression of Dynamin 2 was shown to decrease cell proliferation and cause 

cell death via p53 pathway (Fish et al., 2000). However, cycD2SV positive cells were 

negative for apoptosis. Currently, the mechanism by which cycD2SV upregulates these 

proteins is yet to be elucidated. It would be interesting to investigate whether cycD2SV is 

able to upregulate these transcripts in a p53 dependent or independent manner.  

In a study by Huang et al., cell trypsinization was demonstrated to upregulate the 

pro-apoptotic protein p53 and CKI p21, and down regulate the pro-survival protein Bcl-2 
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(Huang et al., 2010). Interestingly, cycD2SV transfected cells subjected to trypsinization 

did not survive in culture 48 hrs post re-plating. While cycD2SV aggregation alone is not 

enough to induce apoptotic cell death, we believe that cycD2SV expressing cells are 

sensitized to cell death upon exposure to additional stressors, such as trypsinization. It is 

possible that cycD2SV toxicity acts synergistically with trypsin induced stress, however, 

how cycD2SV collaborates with trypsinization is still not known, and perhaps more 

experimental work is needed to elucidate the mechanism underlying this phenomenon.  

Due to a positive regulatory role of D type cyclins in promoting cell cycle 

progression, aberrant expression of these cyclins have been implicated in various types of 

cancers (von Bergwelt-Baildon et al., 2011). Alternatively, D type cyclins have also been 

implicated in cellular senescence, a state of G1 arrest where cells no longer respond to 

mitogenic signals (Garkavtsev et al., 1998; Han et al., 1999; Meyyappan et al., 1998). 

Research conducted by Pagano et al. demonstrated that microinjection of cycD1 into G1 

synchronized or UV exposed human lung IMR-90 fibroblasts dramatically decreased 

cells entering S-phase by preventing nuclear localization of PCNA (Pagano et al., 1994). 

PCNA, an auxiliary protein of DNA polymerases δ and ε is required for DNA replication 

or repair and is known to interact with cycD1 (Matsuoka et al., 1994; Pagano et al., 

1994). Pagano et al also showed that co-injection of PCNA but not CDK4 or CDK2 

expression constructs prevented cycD1 induced replicative arrest. Overexpression of 

cycD1 was also implicated in cell cycle exit in Hs68 fibroblasts by inactivation of CDK2 

kinase activity (Atadja et al., 1995). In the present study, overexpression of cycD2 in 

HEK293 cells was associated with a significant decrease in S-phase entry, albeit not as 

effective as cycD2SV. While this result was surprising due to an established role of 
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cycD2 in cell cycle activation, similar to cycD1, cycD2 has also been implicated in 

cellular senescence as well as various states of growth arrest (Meyyappan et al., 1998). 

Both cycD2 mRNA and protein levels were found to be significantly increased in cells 

subjected to contact inhibition, serum starvation and cellular senescence. Under these 

conditions, cycD2 was shown to form inactive complexes with CDK2 by preventing its 

normal association with obligate binding partners such as cycA or cycE (Meyyappan et 

al., 1998). Collectively, these studies suggest that while D-type cyclins play an important 

role in cell cycle progression, under certain conditions they may also play a key role in 

cell cycle exit so as to ensure that cell cycle progression does not occur prematurely. 

In this study, we demonstrate the capability of cycD2SV, a splice variant of cycD2, to 

induce cell cycle arrest in a variety of transformed and immortalized cell lines. We 

identify both the aggregation domain (1-53) and cell cycle inhibitory domain (54-136) of 

the protein. We believe the aggregation phenotype of the protein occurs as a result of 

misfolding due to the truncated CT tail of the protein. We present evidence elucidating 

possible mechanisms for cycD2SV mediated cell cycle arrest (Fig. 26). CycD2SV is 

capable of sequestering cell cycle proteins such as cycD2 and CDK4 and targeting them 

for autophagy mediated degradation. Given the important role of these proteins in G1 

phase of the cell cycle we propose that cycD2SV arrests cells at the G1 phase. 

Additionally, as cycD2SV protein aggregates increase, ER stress is induced, which 

ultimately leads to the impairment of ERAD. We further demonstrate that cycD2SV 

aggregates co-localize with the MTOC marker γ-tubulin. Generally, as the rate of protein 

aggregate formation exceeds that of clearance, protein aggregates are transported to the 

MTOC where they form the aggresome. As a result of the cellular stress induced by the 
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Figure 26. Proposed mechanism of action of cycD2SV in cell cycle exit. CycD2SV 

mediates cell cycle exit by 1) binding important cell cycle proteins, such as cycD2 and 

CDK4, and targeting them for selective autophagosome degradation and, 2) inducing 

cellular stress and upregulating a potent G2/M inhibitor, GADD45α.  
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accumulation of protein aggregates, we believe GADD45α, a G2/M cell cycle inhibitor, 

is upregulated inducing cell cycle arrest. While cycD2SV aggregation is not sufficient to 

induce apoptotic cell death, our results indicate that cycD2SV expressing cells are 

sensitized to cell death when exposed to additional stressors, such as trypsinization. How 

cycD2SV collaborates with trypsinization is unknown, and perhaps more experimental 

work is needed to elucidate the mechanism underlying this phenomenon.     
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Chapter 3: Role of Endogenous Cyclin D2SV in the Regulation of Cyclin D2 

Stability during Confluence 

 

3.1 Manuscript Status and Student Contribution 

 As first author on this manuscript, I performed the majority of experiments, 

completed all analysis, data interpretation, and statistics. I wrote the manuscript with 

input and assistance from Dr. Kishore Pasumarthi. This manuscript is currently in 

preparation for submission to the Journal of Biological Chemistry 
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3.2 Abstract  

 

CycD2SV is a recently discovered splice variant of cycD2. In this study, we 

examined the effects of cellular stress on the expression of cycD2SV in human 

embryonic kidney (HEK293) cells. Under confluence and serum starvation conditions, 

cycD2SV protein levels increased by 2.5-fold while cycD1, D2, and D3 protein levels 

significantly decreased. Further investigation by QPCR analysis revealed that cycD2SV 

mRNA levels remained constant at confluence, while cycD1, D2 and D3 mRNA levels 

significantly decreased. Collectively, these results suggest that translation efficiency of 

cycD2SV mRNA may selectively be increased under stress conditions. Furthermore, we 

showed that transient knockdown of cycD2SV mRNA by shRNA approach can rescue 

cycD2, but not cycD1 or cycD3 protein levels in confluent cultures. In addition, knock 

down of cycD2SV mRNA by shRNA increases cell cycle activity as determined by [
3
H]-

thymidine incorporation, further implicating a critical role for cycD2SV in the negative 

regulation of the cell cycle during cellular stress.     

 

3.3 Introduction 

 The cell cycle is an integral part of cell division and survival, and, as such, is 

tightly regulated by numerous proteins (Tessema et al., 2004). Cyclins are a family of 

regulatory proteins that bind to, and regulate the function of distinct cyclin dependent 

kinases, which belong to a family of threonine/serine protein kinases (Johnson and 

Walker, 1999). Upon binding, the cyclin/CDK complex is activated, in turn activating 

genes necessary for cell cycle progression. To date, sixteen cyclins and eleven CDKs 
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have been identified, however, not all are involved in the cell cycle (Vermeulen et al., 

2003). As the name suggests cyclin protein levels fluctuate during various stages of the 

cell cycle, whereas CDK levels remain constant and do not change (Vermeulen et al., 

2003). Expression of different cyclins at specific time points in cell cycle ensures the 

activation of the necessary CDKs for proper cell cycle propagation (Tessema et al., 

2004).  

 In response to mitogenic signals, D-type cyclins are the first to be expressed and 

play a role in initiating the cell cycle (Johnson and Walker, 1999; Tessema et al., 2004; 

Vermeulen et al., 2003). D-type cyclins can bind to CDK4 or CDK6 and activate them. 

Once activated, the cyclin/CDK complex phosphorylates pRb, which is bound to the 

transcription factor, E2F (Johnson and Walker, 1999). When bound to pRb, E2F is 

inactivated and upon pRb phosphorylation by cyclin D/CDK4 complexes, E2F is 

released, thereby initiating the transcription of genes required for DNA replication. Given 

the pivotal role D-type cyclins play in cell cycle initiation, aberrant expression of these 

cyclins have been linked to many cancers (Tessema et al., 2004). Overexpression of 

cycD1 has been associated with 90% mantle cell lymphoma, 60% of breast carcinomas, 

40% of squamous cell carcinomas of the head and neck, 40% of colorectal cancers, 20% 

of prostate cancers and in some lung cancers (Tessema et al., 2004). CycD2 

overexpression has been reported in gastric and kidney cancers, whereas cycD3 

overexpression has been reported in pancreas, colorectal and kidney cancers (von 

Bergwelt-Baildon et al., 2011). Even alternate splice variants of both cycD1 and cycD2 

have been associated with tumorigenic growth (Denicourt et al., 2008; Solomon et al., 

2003). 
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 CycD2SV is a recently reported splice variant of cycD2 which was first 

discovered in a tumor induced by the Graffi Leukemia virus (Denicourt et al., 2003). 

According to Denicourt et al., overexpression of cycD2SV and HA-H-Ras causes cellular 

transformation in mouse embryonic fibroblasts as determined by focus forming assay 

(Denicourt et al., 2008). However, Denicourt et al did not provide data to highlight the 

effects of cycD2SV overexpression in the absence of H-Ras on cell cycle regulation. We 

have recently reported that overexpression of cycD2SV in primary mouse 

cardiomyocytes, as well as a multitude of transformed cell lines produced multiple 

protein aggregates and induced cell cycle arrest [(Sun et al., 2009), see chapter 2]. To 

elucidate the mechanism by which cycD2SV induced cell cycle exit, we completed co-

immunoprecipitation and immunohistochemistry experiments [(Sun et al., 2009), see 

chapter 2]. We were able to demonstrate that cycD2SV binds to CDK4 and/or cycD2. 

Furthermore, we showed that cycD2SV aggregates are ubiquitinated, and co-localized 

with p62, a protein involved in autophagy (See section 2.5.6 and 2.5.7). Additionally, 

data provided by Denicourt et al. demonstrated that CDK4, in complex with cycD2SV, 

was inactive and was unable to phosphorylate pRb, a step required for cell cycle 

progression. Collectively, this data suggest that cycD2SV sequesters cycD2/CDK4 

complexes, interfering with their function and targeting them for autophagy mediated 

clearance.  

While it is established that overexpression of cycD2SV causes cell cycle exit, it is 

not yet known whether endogenous cycD2SV plays a similar role. Here, we provide 

evidence that endogenous cycD2SV plays a role in cell cycle exit induced by contact 

inhibition and serum starvation in HEK293 cells. We demonstrate that cycD2SV protein 
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levels are elevated in detergent soluble cytosolic fraction during serum starvation and 

confluence, while cycD1, D2, and D3 levels decline. Knockdown of cycD2SV mRNA by 

shRNA approach during confluence rescues cycD2 protein levels, but not those of cycD1 

or cycD3. Consistent with decreases in protein levels, mRNA levels of cycD1, D2 and 

D3 also significantly decrease in confluent cultures. 

 

3.4 Methods 

  

3.4.1 Generation of Cyclin D2SV Polyclonal Antibody  

CycD2SV antibody was generated by immunizing New Zealand white rabbits 

with a short fourteen amino acid (aa) peptide from the CT region of the mouse cycD2SV 

protein (aa 139-153, LLTLPFPITLRPPH). Rabbits received a series of immunizations 

until sufficient antibody titer was detected then bled for total serum collection (Sun et al., 

2009). The collected serum was affinity purified using a HiTrap™ protein G-Sapharose 

column for antibody purification (GE Healthcare Life Sciences, New Jersey). The 

column was first washed with ten column volumes (10 ml) of binding buffer (20mM 

phosphate pH 7.0). Following the wash, 0.5 ml of the rabbit serum (Female 211) was 

mixed with binding buffer at a 1:1 ratio, and passed through the column. The column was 

washed again with ten volumes of binding buffer and subsequently 5 ml of elution buffer 

(0.1 M glycine HCl pH 2.7) was passed through the column for antibody collection. 

Upon addition of the elution buffer, the first 1 ml of flow through was discarded, and the 

column was left to stand for one minute. Later, eluate was collected as 1 ml fractions in 

four different tubes (designated as fractions one to four) containing 200 μl of neutralizing 
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buffer (1 M Tris-HCL, pH 9.0). The neutralizing buffer was added to preserve the acid 

labile IgGs. Finally, the column was washed in five column volumes of elution buffer and 

stored at 4ºC in 20% ethanol solution (diluted in water). A 10 ml syringe was used for 

delivery of solutions into the protein G-Sapharose column and solution flow was 

maintained at 1 ml/minute or slower. A positive meniscus was always maintained when 

connecting the syringe to the column to avoid injecting air into the column. After 

injecting the required solution into the column, the syringe was disconnected and the next 

required solution was added to the syringe before reconnecting it to the column to avoid 

injecting air into the column. Small aliquots from fractions one to four of eluate were 

tested for positive immunoreactivity in HEK293 cells transfected with D2SV construct. 

Usually, fraction one contains the highest titer of affinity purified D2SV antibody. D2SV 

antibody immunoreactivity was confirmed by immunofluorescence and western blotting 

as described in chapter 2 with appropriate controls. 

 

3.4.2 Cyclin D2SV Antibody Epitope Mapping and Crossreactivity Study   

Synthetic peptides were generated for epitope mapping studies. Peptide sequences 

coding for the cycD2SV CT (91% peptide purity) domain and a control peptide from the 

NT (74% peptide purity) region of cycD2 were synthesized (Sigma-Genesis, Oakville, 

Ontario, Fig. 27A, B). Three peptides, peptide 1, 2 and 3 (79.51%, 95.13% and 80.19% 

peptide purity respectively), spanning different fragments of the cycD2SV CT domain 

were also synthesized (Peptide 2.0 Inc, http://www.peptide2.com/index.php, Fig. 27A, 

B). Peptides were dissolved in ddH2O and 50 ng, 100 ng, 500 ng and 1 μg were spotted 

on nitrocellulose membrane, air dried, and probed with affinity purified cycD2SV  
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Figure 27. Amino acid sequences of the synthesized peptides. Schematic figure 

depicting the location (A) and sequence (A, B) of the control NT peptide in relation to the 

cycD2SV amino acid sequence. Additionally, the location (A) and sequence (B) of the 

CT-peptide and peptides 1-3 are indicated in relation to the cycD2SV CT-domain. 

Numbers represent amino acid positions relative to the start codon (methionine) (A).  
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antibody. For peptide blocking experiments, cycD2SV antibodies were pre-incubated 

with 200 ng of the test or control peptide for two and a half hours at room temperature 

prior to probing pcDNA and cycD2SVmyc transfected cell lysates resolved by western 

blot. Identical conditions, such as peptide concentration and duration of incubation with 

cycD2SV antibodies, were followed for peptide blocking experiments using 

immunofluorescence.   

 

3.4.3 Cell Culture Conditions 

HEK293 cells purchased from ATCC (Virginia) were cultured in DMEM 

(Wisent, Saint-Bruno, Quebec) containing 4.5 g/L glucose, L-Glutamine and sodium 

pyruvate, and supplemented with 10% fetal bovine serum (10% FBS-DMEM), 1x 

AB/AM (1,000 units penicillin G sodium, 1,000 µg streptomycin sulfate, and 2.5 µg 

amphotericin B as Fungizone® in 0.85% saline), and 1x mM sodium pyruvate  in a 

humidified incubator set at 6% CO2 and 37°C (Thermo Fisher Scientific, Nepean, 

Ontario). All cell culture reagents were purchased from Invitrogen (Burlington, Ontario). 

For experiments, cells were cultured in 100 mm or 35 mm dishes with square cover glass 

(22x22 mm 0.08-0.13 mm thickness, VWR, Mississauga, Ontario). Cells cultured in 100 

mm dishes were seeded at 600,000 cells per dish and received 10 ml of media, whereas 

35 mm dishes were seeded at a density of 150,000 cells per dish, and received 2 ml of 

media. Unless otherwise stated, media was changed once every two days. For confluence 

experiments, HEK293 cells were seeded in 100mm dishes and grown to confluence. At 

days four and six post seeding, the medium was aspirated and fresh medium was added. 

Protein was extracted on days two, four, six, and eight, whereas RNA was extracted on 
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days two, four, and six (Fig. 28). For serum starvation experiments, HEK293 cells were 

seeded in 100mm dishes. For the first two days, cells were left to grow in 10% FBS-

DMEM. On the third day, the medium was changed to DMEM containing 0.1% FBS 

(0.1% FBS-DMEM). On day four, cells were trypsinized and seeded in two new dishes 

with 0.1% FBS-DMEM. On day six, the cells were trypsinized again and transferred to 

new dishes. Protein and RNA was extracted (See section 3.4.4 and 3.4.6) on days two, 

six, and eight (Fig. 29). Samples collected were stored at -80°C until further use. 

 

3.4.4 Protein Extraction and Western Blotting  

  Cells were lysed by the addition of tumor lysis buffer (1% NP40/Igpal, 5mM 

EDTA, 50mM Tris HCl pH 8.0, 10mM phenylmethylsulphonyl fluoride (PMSF) and 

1mM Aprotinin) directly to the culture dishes. Cells were scraped using a cell scraper, 

collected in a 1.5 ml eppendorf tube, and subjected to sonication (Sonic Dismembrator, 

model 100; Thermo Fisher Scientific, Nepean, Ontario; Setting 3.5, duration: 10 seconds 

x 3). Cell lysates were incubated at 4°C for fifteen minutes.  Detergent soluble (cytosol) 

and detergent insoluble (whole membrane) fractions were collected by high speed 

centrifugation (13,300 rpm x 15minutes) at 4°C. Aliquots were taken for protein 

determination by Bradford assay (Thermo Fisher Scientific, Nepean, Ontario) and 

equivalent amounts of protein (40-60µg) were denatured in Lamelli buffer [62.5 mm 

Tris-Cl pH 6.8, β-mercaptoethanol, 25% glycerol, 2% sodium dodecyl sulfate (SDS), 

0.02% bromophenol blue, and double distilled water (ddH2O)]. Samples were resolved in 

a 12.5% SDS-polyacrylamide gel (0.375M Tris-HCl, 0.08% SDS, 10% acrylamide, 0.2% 

ammonium persulphate and 0.1% v/v TEMED) using a 1x Tris-glycine migration buffer 
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Figure 28. Experimental timeline for confluence experiments. Cells were seeded at 

600,000 cells in 100 mm dishes at day 0 in 10% FBS-DMEM and left to grow to day 8. 

Media was refreshed at days 2, 4 and 6. Protein was harvested on days 2, 4, 6 and 8 

whereas RNA was harvested on days 2, 4 and 6. Day 2 cultures were sparse with no cell 

to cell contact and as such were designated as control. For shRNA experiments, cells 

were transfected on day 2 (*) with shRNA constructs and left to grow freely to day 8 

where protein was harvested. Media was also refreshed for shRNA constructs on days 2 

(following transfection protocol), 4 and 6. Note: See Fig. 31 for additional details on 

transfection timeline. 
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Figure 29. Experimental timeline for serum starvation experiments. Cells were 

seeded at 600,000 cells in 100 mm dishes at day 0 in 10% FBS-DMEM and left to grow 

to day 2. At day 2 media was changed to 0.1% FBS-DMEM. At day 4, cells were split to 

2 new dishes (1:2) to avoid cell to cell contact. To ensure complete cell cycle arrest due 

to serum starvation, cells were split once again at day 6 (1:1) and left in culture till day 8. 

Protein and RNA were harvested at days 2 (control), 6 and 8 time points.    
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 (25mM Tris base, 190 mM glycine and 0.1% SDS at 8.3 pH) at 100 volts and transferred 

to Hybond ECL nitrocellulose membrane (GE Healthcare Life Sciences, New Jersey) by 

applying a constant current at 100 volts for one hour (Transfer buffer: 25mM Tris base, 

190 mM glycine and 20% methanol at 8.3 pH). The membrane was incubated with 

napthol blue stain (1% napthol blue black, 45% methanol and 10% glacial acetic acid) for 

protein visualization and determination of protein loading. The membrane was blocked 

for one hour in blotting buffer (5% skimmed milk powder, 3% BSA, 0.1% Tween 20 in 

PBS (Sigma-Aldrich, Oakville, Ontario) followed by a one hour primary antibody, and a 

one hour secondary antibody incubation. Primary antibodies used in this study include: 

cycD2SV or antibodies purchased from Santa Cruz Biotechnology, California:  cycD1 

(sc-753), cycD2 (sc-593), p27 (sc-528), CDK4 (sc-260), and α-tubulin (sc-8035). 

Secondary antibodies include: goat-anti-rabbit (Bio-Rad, Mississauga, Ontario, Catalogue 

#172-1019) or goat-anti-mouse (Bio-Rad, Mississauga, Ontario, Catalogue #170-6516) 

antibodies conjugated to horse radish peroxidase. Antibody dilutions were as follows: 

primary antibody 1:400, secondary goat-anti-rabbit antibody was 1:200 and secondary 

goat-anti-mouse was 1:1000. Protein bands were detected by ECL Plus Western Blotting 

Detection System via the chemiluminescence method according to manufacturer’s 

instruction (GE Healthcare Life Sciences, New Jersey). 

 

3.4.5 Band Densitometry for Protein Quantification   

For band density analysis, western blot films were scanned and imported into 

Image J (http://rsbweb.nih.gov/ij/) software. Given that α-tubulin protein level did not 

change for any of the treatments (confluence and serum starvation), α-tubulin protein 
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levels were used to normalize any variation in protein loads. Once normalized, 

experimental band intensity values were represented as fold changes relative to control 

band intensity values. Statistical analysis was performed using both normalized as well as 

relative fold changes.  

 

3.4.6 Total RNA Isolation  

Total RNA was isolated using the RNeasy mini-kit PLUS according to 

manufacturer’s instructions (Qiagen, Mississauga, Ontario). In brief, samples are lysed in 

a guanidine-isothiocyanate denaturing buffer and passed through a gDNA eliminator 

column. In conjunction with a high salt buffer, the gDNA column ensures the total 

elimination of gDNA.   Total RNA concentrations were determined by using the 260 nm 

absorbance value obtained by a spectrophotometer (SmartSpec
TM

 Plus, Bio-Rad, 

Mississauga, Ontario). The quality of the RNA was determined by taking the ratio of the 

absorbance measured at 260 nm to the absorbance measured at 280 nm. A ratio of 1.8 to 

2.0 indicates a high level of RNA purity, devoid of DNA contamination. RNA samples 

with values deviating from these ratios were rejected for further analysis.  

 

3.4.7 Reverse Transcription and Quantitative Real Time Polymerase Chain 

Reaction 

Total RNA extracted from HEK293 cells was reverse transcribed to cDNA using 

superscript II reverse transcriptase (RT) and random primers (Invitrogen, Burlington, 

Ontario).  The reaction mixture consisted of 1µg of RNA, 1 µl of random primers (0.5 

µg/µl, and 1 µl dNTP mix (10 mM each). Subsequently, the final volume of the reaction 

mixture was adjusted to 12 µl using sterile water. The samples were then heated at 65°C 
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for five minutes and chilled on ice for five minutes. Finally, 4 µl of 5x superscript first 

strand buffer, 2 µl 0.1 M DTT, and 1 µl RNaseOUT (40 unites/µl) were added, and the 

samples were incubated at 25°C for ten minutes before the addition of 1 µl (200 units) of 

SuperScript II RT . All RT reagents were purchased from Invitrogen (Burlington, 

Ontario). The samples were mixed by pipetting and incubated at 42°C for fifty minutes, 

followed by an enzyme inactivation step at 70°C for fifteen minutes. For each new RNA 

sample, two controls were set up; a no-template control and a no-enzyme control, where 

sterile water replaced the omitted enzyme or RNA.  

The cDNA was amplified by QPCR using the following primers: GAPDH, 

cycD1, cycD2, cycD3 and cycD2SV (Table 5). The reaction mixture consisted of 2µl of 

cDNA product, 1µl of the forward and reverse primers (2.5 µM), 10 µl of 2x Brilliant II 

SYBER Green Master Mix (Stratagene, La Jolla, California), 0.5 µl of 1:1000 Rox 

reference dye, and 5.5 µl RNase/DNase free dH2O.  QPCR conditions were set on the 

MX3000P® thermocycler (Stratagene, La Jolla, California) as follows:  95°C for ten 

minutes, one cycle; 95°C for twenty seconds, 60°C for eighteen seconds and 72°C for 

thirty seconds, fourty-five cycles. Once the amplification cycles were completed, melting 

curves were generated by an additional cycle at the following setting:  95°C for one 

minute, 60°C for thirty seconds and 95°C for thirty seconds. The melting point curve was 

used to verify the amplification of one gene per primer pair (Fig. 30A). Also, QPCR 

amplification products were resolved by electrophoresis on a 2.5% agarose gel to verify if 

the expected amplicon product size was obtained (Fig. 30B). The cycD1, D2 and D3 

primers were generated using the NCBI primer-blast software, 

(http://www.ncbi.nlm.nih.gov/tools/primer-blast/index.cgi?LINK_LOC=BlastNews)  



161 

 

 

 

Table 5. Quantitative Real-Time PCR human primer sequences and expected 

amplicon band sizes. 

 

Gene Accession 
Number 

Sequence 5’ – 3’ Expected Band Size 

GAPDH NM_002046 F   ATGGGGAAGGTGAAGGTCG 

R   GGGGTCATTGATGGCAACA 

108 

Cyclin D1 NM_053056 F   CCCTCGGTGTCCTACTTCAA 
R   AGGAAGCGGTCCAGGTAGTT 

149 

Cyclin D2 NM_001759 F   TGGGGAAGTTGAAGTGGAAC 

R   ATCATCGACGGTGGGTACAT 

175 

Cyclin D3 NM_001760 F   GCTGGAGGTATGTGAGGAGC 

R   TGCACAGTTTTTCGATGGTC 

185 

Cyclin D2SV AK0079041 F   GGCTGGGGTCCCGACTCCGAAG 

R   GATTCCCGCTTTCCCCTGGCCA 

204 

F= forward primer; R= reverse primer 
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Figure 30. QPCR primers (GAPDH, cycD1, cycD2, cycD3 and cycD2SV) are specific 

to their target gene, amplifying only one gene product. Melting curves completed for 

QPCR primers indicate the presence of only one amplified product for each primer as 

depicted by a single peak per primer pair (A). Resolved QPCR reactions amplified by the 

QPCR primers in a 2.5% agarose gel (B). bp, base pairs.  
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whereas the primerbank software algorithm (http://pga.mgh.harvard.edu/primerbank/) 

was used to generate the GAPDH primers. The cycD2SV primer sequences were 

published previously by Denicourt et. al. (Denicourt et al., 2008). Where possible, 

primers were designed to be exon spanning so as to eliminate gDNA amplification. In 

addition, gDNA was eliminated using gDNA removal columns provided by the RNeasy 

mini-kit PLUS during total RNA isolation and samples were tested for gDNA 

contamination using the SABiosciences (Qiagen, Mississauga, Ontario) QPCR array, 

which contains a gDNA contamination control well (proprietary intron specific primers). 

Gene expression was normalized to a control housekeeping gene (GAPDH) using the 

∆∆CT  method (Livak and Schmittgen, 2001). In brief, the threshold fluorescence (dRn) 

was set at 0.1 and the threshold cycle (Ct) values for the amplified genes were collected. 

The Ct value of an amplified gene refers to the cycle number at which the amplified gene 

intersects the dRn threshold. Using the Ct values, a series of calculations were executed 

to determine experimental gene expression relative to control gene expression. First, the 

∆Ct value for each experimental gene was determined by subtracting the control gene Ct 

value from the experimental gene Ct value, and the average ∆Ct value was calculated. 

The average ∆Ct value was then subtracted from the ∆Ct values calculated for each 

experimental gene yielding the ∆∆Ct. The 2
-∆∆Ct

 was calculated using the ∆∆Ct values, 

and the average of the 2
∆∆Ct

 was determined. Finally, the corrected 2
-∆∆Ct

 value was 

determined for each gene by dividing the 2
∆∆Ct

 values by the 2
∆∆Ct

 average.  
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3.4.8 Construction of D2SV shRNA Plasmid Constructs   

The Block-it
TM 

RNAi designer program (Invitrogen, Burlington, Ontario) was 

used to design the required single stranded shRNA oligonucleotides specific for human 

and mouse cycD2SV (Table 6). Human and mouse cycD2SV shRNA sequences were 

synthesized based on the following guidelines provided by the manufacturer (Invitrogen, 

Burlington, Ontario): 1) length of the target sequence selected is between 19-29 base 

pairs, 2) target sequence is preferred to start with a guanine, 3) no nucleotide repeats, 4) 

low GC content (35-50%), 5) 5’ to 3’ top strand consists of a CACC leading sequence 

followed by; target cDNA, a CGAA loop sequence, and the antisense of the target cDNA 

sequence, 6) the 3’ to 5’ strand is complementary to the 5’ to 3’ strand and ends with 

AAA. The Block-it U6 RNAi Entry Vector Kit was used to generate the mouse and 

human cycD2SV shRNA constructs according to the manufacturer’s instructions 

(Invitrogen, Burlington, Ontario). Complementary shRNA strands were annealed and 

ligated into the shRNA-U6-entry vector. The newly formed plasmids were transformed 

into Transforming One Shot® TOP10 Competent E.coli according to manufacturer’s 

instructions, plated on LB agar plates containing 50 µg/ml kanamycin, and incubated 

overnight at 37°C. The next day, DNA was isolated from two different colonies per 

plasmid and digested with kpn1 and EcoRV to confirm the presence of our insert.  For 

[
3
H]-thymidine labeling experiments, the human cycD2SV shRNA plasmid was used to 

knockdown human cycD2SV, and mouse cycD2SV shRNA was used as a control. Based 

on the sequence alignment of the mouse and human cycD2SV mRNA coding sequences, 

the probability of the control mouse cycD2SV shRNA construct knocking down human 

cycD2SV was determined to be very minimal. Although there was a 50% (14/28 aa)  
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Table 6.Mouse and human cycD2SV shRNA construct Sequences. 

shRNA construct Sequence 5’ – 3’ 

Human Cyclin D2SV 1 T  CACCGCCAGAGCAAATTCTTGGGATCGAAATCCCAAGAATTTGCTCTGGC  
B  AAAAGCCAGAGCAAATTCTTGGGATTTCGATCCCAAGAATTTGCTCTGGC  
 

Human Cyclin D2SV 2 T  CACCGCAAATTCTTGGGATCCAGAACGAATTCTGGATCCCAAGAATTTGC  
B  AAAAGCAAATTCTTGGGATCCAGAATTCGTTCTGGATCCCAAGAATTTGC  
 

Mouse Cyclin D2SV T  CACCGCTCCTGACTCTGCCCTTCCCGAAGGAAGGGCAGAGTCAGGAGC 
B  AAAAGCTCCTGACTCTGCCCTTCCTTCGGGAAGGGCAGAGTCAGGAGC  
 

LacZ (Control) T CACCGCTACACAAATCAGCGATTTCGAAAAATCGCTGATTTGTGTAG 
B AAAACTACACAAATCAGCGATTTTTCGAAATCGCTGATTTGTGTAGC 

T= Top strand; B= Bottom strand 
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sequence similarity between the mouse cycD2SV shRNA target sequence and human 

cycD2SV, the homology regions are spread far apart over the human cycD2SV CT-

region coding sequence (Fig. 31). 

 

3.4.9 Transient Transfections   

  For transfections, cells seeded on day zero in 10% FBS-DMEM (600,000 per 100 

mm dish or 35,000 cells in 35 mm dish) were left to grow for two days. On day two, the 

media was aspirated and Hi-DMEM (AB/AM free) was added to the dishes (10 ml/100 

mm dish, 2 ml/35 mm dish) and the dishes were returned to the incubator. At the half an 

hour mark, the lipofectamine-DNA cocktail was prepared according to the 

manufacturer’s instructions. In brief, 500µl of Opti-MEM® (Invitrogen, Burlington, 

Ontario) was added to each of the two microcentrifuge 1.5ml tubes for 100 mm dish 

transfections or 200 µl of Opti-MEM® for 35 mm dish transfection.  One tube received 

the plasmid DNA, while the other tube received Lipofectamine™ 2000 (Invitrogen, 

Burlington, Ontario). The microcentrifuge tubes were left to stand for five minutes, and 

then mixed by transferring the contents of the Lipofectamine™ 2000 tube to the DNA 

microcentrifuge tube. The Lipofectamine™ 2000-DNA cocktail was gently mixed by 

pipetting, and left to stand for seventeen minutes at room temperature. Once the 

seventeen minutes had lapsed, the lipofectamine-DNA cocktail was added to the 

appropriate dish dropwise and the dishes were returned to the incubator. After five hours, 

the Hi-DMEM media containing the transfection cocktail was aspirated, 10% FBS-

DMEM was added, and the dishes were returned to the incubator. Transfection efficiency 

was routinely determined by EGFP-C1 transfections where, on average, it was found to 
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Figure 31. Comparison of the coding nucleotide sequences of the CT domain of the 

mouse (M) and human (H) cycD2SV. Identical nucleotide sequences are highlighted in 

black boxes and the MD2SV shRNA target sequence is indicated by the red line (note the 

significant mismatched areas between mouse shRNA sequence with the corresponding 

human D2SV coding region). HD2SV shRNA 1 target sequence is indicated by the green 

line and the HD2SV shRNA 2 target sequence is indicated by the blue line. 
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MD2SV        -CCG--CCCTCCCTGC--TCCT------GACTCTGCCCTTCCCC---------------- 447 

HD2SV        ACCGGCCCCTTCCTCCCTTCCTTTCTGCGATTCCCGCTTTCCCCTGGCCAACAATATGCC 480 

 

 

 

MD2SV        ----ATCAC----ACTAAGGC-------------------------CGCCA--------- 465 

HD2SV        TTCTATCACCACTGCCAGAGCAAATTCTTGGGATCCAGAATGACCCCACCAATAGAATTT 540 

 

 

 

MD2SV        ---CACT--------------------------AAC------------------------ 472 

HD2SV        ACCCACTTATGGGCGATAGCTCATTTAATAGGAAACCACTGTTTATTTTTTGTGTGTTCC 600 

 

 

 

MD2SV        --------------------------------- 

HD2SV        TACTATGTGCCCAGGCTCCGTGCCCAGCACTGA 633 
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be between 50-60%. To maintain sterility, the transfection protocol was carried out in a 

ThermoForma class II A2 biological safety cabinet (Thermo Fisher Scientific, Nepean, 

Ontario).  

For knockdown of cycD2SV during confluence, cells were transfected, on day 

two with lacZ shRNA (control), or human cycD2SV construct 1, or a combination of 

human cycD2SV shRNA constructs 1 and 2 (See Table 6 and Fig. 31). To ensure 

specificity of the human cycD2SV shRNA constructs, both constructs were designed 

using the CT region of human cycD2SV (HD2SV shRNA 1: HcycD2SV mRNA 494-

514bp, HD2SV shRNA 2: mRNA 499-520bp). In these experiments, cells seeded in 100 

mm dishes were transfected with 4 µg of DNA and 10µl of Lipofectamine™ 2000 

reagent. For co-transfection of two shRNA plasmids, cells were transfected at a 1:1 ratio 

of the DNA constructs such that 100 mm dishes received 2 μg of each construct. 

Subsequently, transfected cells were left to grow to day eight confluence, and were 

harvested for protein quantification (Fig. 28). CycD2 and cycD2SV levels were 

determined by western blotting and quantified by densitometry as described under section 

3.4.5.  

For shRNA knockdown and thymidine labeling experiments, cells were co-

transfected in 35 mm dishes with human D2SV shRNA construct 1, or a nonhomologous 

mouse D2SV shRNA construct, (control; Table 6) and a CMV vector harboring nuclear 

LacZ sequence  [(Soonpaa et al., 1994); Fig. 31]. In these experiments, cells were 

transfected with two plasmids at a 10:1 ratio (nuclear LacZ to shRNA) with a total 

plasmid concentration of 0.85 µg of and 2.15 µl of Lipofectamine™ 2000 reagent, and 

maintained for a total period of 24 hours (Fig. 32). The CMV-nuclear LacZ was used for 
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Figure 32. Transient transfection timeline. At 0 hour time point media was changed to 

Hi-DMEM (serum free, AB/AM free). The transfection cocktail was added to the cells in 

a drop wise fashion at the 1 hour mark. At the 6 hour mark media was changed to 10% 

FBS-DMEM. For [
3
H]-thymidine experiments, cells received [

3
H]-thymidine at 18 hours. 

At the 24 hour mark cells were either fixed and processed for immunohistochemistry, or 

X-GAL staining, or protein was harvested. Cells which received [
3
H]-thymidine were 

processed for autoradiography after X-GAL staining was completed.  
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the visualization of transfected cells in [
3
H]-thymidine labeling experiments. Transfected 

cells designated for thymidine incorporation assays were pulsed with 1µCi/ml of [
3
H]-

thymidine (GE Healthcare Life Sciences, New Jersey) six hours prior to cell fixation, and 

5-bromo-4-chloro-3-indlyl-β-D-galactopyranoside (X-GAL) staining (Fig. 32). For 

peptide blocking and immunostaining/western blot experiments, cells seeded in 35 mm or 

100 mm dishes were transfected with D2SVmyc or vector control, (See chapter 2, section 

2.4.1) and transfected cells were maintained for a total period of 24 hours (Fig. 32).  

     

3.4.10 Immunofluorescence, [
3
H]-thymidine Autoradiography, Mitotic Index and X-

GAL staining 

HEK293 cells were fixed with methanol for fifteen minutes at 4°C and blocked 

with blocking buffer (1% v/v BSA, 10% v/v goat serum in PBS) for one hour. Cells were 

probed with primary antibody (1:50) followed by a secondary antibody conjugated with 

Alexa Fluor 488 or 555 dye (1:200) (Invitrogen, Burlington, Ontario) incubation. 

Subsequently, cells were incubated in 10 mg/ml bisBenzimide H 33342 trihydrochloride 

(Hoechst 33342)  nuclear stain (Sigma-Aldrich, Oakville, Ontario) for five minutes, and 

mounted on glass slides using 1% w/v propyl gallate in a 1:1 PBS/glycerol solution, 

Sigma-Aldrich, Oakville, Ontario). In some experiments, post fixation and antibody 

probing, cells were further processed for [
3
H]-thymidine autoradiography, where 

coverslips were air dried, coated with Kodak photographic emulsion, (MarketLINK 

Scientific, Burlington, Ontario) and placed in a light-tight box at 4°C for three days. 

Coverslips were developed in Kodak-D19 developer (Sigma-Aldrich, Oakville, Ontario), 

fixed with Ilford rapid fixer, (Polysciences, Pennsylvania) and mounted using propyl 

gallate solution. Cellular morphology was examined under bright field, and nuclei were 
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identified with epifluorescence microscopy. Cells containing more than fifteen nuclear 

silver grains were considered as cells undergoing DNA synthesis. Mitotic indices were 

monitored for cells undergoing confluence. A number of cells undergoing mitosis were 

counted for day two and day eight confluence experiments. Cells undergoing mitosis 

were determined based on condensed chromosomes, and the presence of mitotic spindles. 

Images were captured using a Leica DM2500 fluorescence microscope, fitted with a 

DFC500 digital acquisition system (Leica Microsystems, Concord, Ontario). 

For X-GAL staining experiments, cells were fixed in a sodium cacodylate based 

buffer for thirty minutes at 4˚C, incubated with X-GAL solution at 37˚C and LacZ 

positive cells were identified by a nuclear blue stain under bright field. The X-GAL 

solution was prepared according to manufacturer’s instructions (Gold Biotechnology, 

Missouri). In brief, 0.05g of X-GAL powder was added to 2.5 ml of N, N-Dimethyl 

Formamide (DMF, Sigma-Aldrich, Oakville, Ontario) forming a primary X-GAL 

solution. Once dissolved, the primary X-GAL solution was added dropwise to a 100 ml 

PBS solution containing 200 μl of 1M MgCl2 solution, 0.164 g potassium ferricyanide, 

and 0.212 g potassium ferrocyanide. Subsequent to X-GAL staining, cells were processed 

for thymidine labeling as described earlier. 

 

3.4.11 Statistical Analysis 

Unless otherwise stated, all data comparisons were completed using an unpaired 

two-tail t-test, or a one-way ANOVA. Significance obtained by ANOVA was further 

subjected to a Tukey-Kramer’s test for post-hoc analysis. Data is expressed as mean ± 
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SEM, and was considered statistically significant when the difference in mean values 

between groups had a P value of 0.05 or less. 

  

3.5 Results 

 

3.5.1 Characterization of Polyclonal Antibodies Raised Against Mouse Cyclin D2SV 

 To determine the specificity of our newly raised rabbit polyclonal antibodies to 

the CT domain of mouse cycD2SV, peptide spotting experiments were conducted. The 

CT and the NT control peptides were spotted in increasing concentrations (50ng, 100ng, 

500ng and 1µg) on a nitrocellulose membrane and left to dry (Fig. 33A). When the 

nitrocellulose membrane was probed with the newly raised cycD2SV antibody and 

processed, a signal was detected for the CT peptide but not for the NT control peptide. 

The CT peptide signal intensity increased with increasing peptide concentration. There 

was no signal present in the water controls for both the CT peptide and NT peptide (Fig. 

33A).     

 Lysates collected from HEK293 cells transfected with a mouse cycD2SVmyc 

construct or control vector were resolved by western blot. We detected multiple reactive 

bands ranging from 20 to 45 kDa (bands: 20, 32, 37, 45) upon probing with cycD2SV 

antibodies, with the major reactive species at 20 kDa (See section 2.5.6, Fig. 18E). We 

conducted peptide blocking experiments to determine the specificity of our cycD2SV 

antibodies. Lysates collected from HEK293 cells transfected with pcDNA 3.1 vector and 

mouse cycD2SVmyc construct were resolved in duplicates by western blotting. The 

duplicate blots were separated; one blot was probed with primary antibody, pre-incubated 
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Figure 33. CycD2SV antibodies detect the mouse CT region of cycD2SV and pre-

incubation of antibody with a CT peptide abolishes signals obtained with cycD2SV 

antibodies.  CycD2SV CT and cycD2 control NT peptides were spotted on nitrocellulose 

membrane in increasing concentrations (50ng-1μg) and subjected to immunoblotting with 

cycD2SV antibodies (A). Water spots were used for control. Lysates collected from 

HEK293 cells transfected with cycD2SVmyc or pcDNA 3.1 vector control were resolved 

by western blot (B). The nitrocellulose blot was probed with either cycD2SV antibodies 

pre-incubated with cycD2SV CT peptide or cycD2 control NT peptide.  Note the 25kD 

endogenous human protein (putative human D2SV) is also blocked in the presence of CT 

peptide (open arrowhead).   
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with the NT peptide, while the second blot was probed with antibody pre-incubated with 

the CT peptide. In contrast, all bands (14-34 kDa) in the cycD2SVmyc transfected lane 

disappeared when probed with the antibodies pre-incubated with the CT peptide, 

indicating that all detected bands were specific to cycD2SV antibody immunoreactivity 

(Fig. 33B). In addition, we observed the disappearance of a 25 kDa band in the control 

pcDNA transfected lane when the cycD2SV antibodies were pre-incubated with CT 

peptide. This led us to believe that the cycD2SV antibodies may have been crossreacting 

with endogenous cycD2SV protein present in HEK293 cells (Fig. 33B).   

 

3.5.2 Epitope Mapping for Cyclin D2SV Antibodies 

The cycD2SV antibodies were raised against amino acids 143-156 

(LLTLPFPITLRPPH), a fourteen amino acid stretch from the mouse cycD2SV CT-

region. To narrow down the cycD2SV antibody reactive region, we designed three 

shorter peptides that spanned the fourteen amino acid sequence to which our antibodies 

were raised against (Fig. 27A, B). All three peptides were spotted on a nitrocellulose 

membrane and probed with cycD2SV antibody (Fig. 34A). The cycD2SV antibody was 

unable to detect peptides one and three, but was able to detect peptide two. A positive 

signal was obtained with peptide two concentrations ranging from 50 ng, 100 ng, 500 ng 

and 1 µg peptide spots, with no signal for the control spot.  As expected, the signal 

intensity increased with increased peptide concentrations. In addition, cycD2SV protein 

was detected in transfected cells probed with antibodies pre-incubated with peptide one, 

(Fig. 34B-D) but was not detected in coverslips probed with antibody pre-incubated with 

peptide two (Fig. 34E-G). These results would suggest that the cycD2SV antibody 
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Figure 34. CycD2SV antibodies detect the cycD2SV CT sequence present in peptide 

2 but not those present in peptide 1 or 3. Peptide 1, peptide 2 and peptide 3 were 

spotted on nitrocellulose membrane in increasing concentrations (50ng-1μg) and probed 

with cycD2SV antibodies (A). HEK293 cells transfected with cycD2SVmyc or pcDNA 

3.1 were processed for immunohistochemistry and probed with cycD2SV antibodies pre-

incubated with either peptide 1 (B-D) or peptide 2 (E-G). Scale bars are 20 μm. 
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reactive domain is located in peptide two.  

Based on the peptide spotting experiments using three newly synthesized 

peptides, we were able to narrow down the specific amino acid sequence recognized by 

the cycD2SV antibodies. Since peptide three shares the amino acid sequence LPFPIT 

with peptide two, and our cycD2SV antibodies do not recognize peptide three, it is likely 

that our antibodies detect the LRPPH sequence present in peptide two (Fig. 27A, B). 

However, it is possible that cycD2SV antibodies may require the entire peptide two 

sequence, LPFPITLRPPH, for protein recognition.  When we compared the mouse CT 

domain with the human CT domain (Fig. 27A, B), we found that there was a 60% 

sequence similarity in the LRPPH domain, and a 54% sequence similarity in the 

LPFPITLRPPH domain between species (Fig. 35). The first two amino acids, lysine and 

arginine, as well as the last amino acid, histidine, of the LRPPH sequence were conserved 

in both mouse and human. In the human sequence, the two prolines were substituted with 

an alanine and glutamine. In the LPFPITLRPPH domain, six out of eleven amino acid 

residues are conserved in both mouse and human. Based on the sequence similarity 

between the cycD2SV mouse and human sequences, we believe the antibody can 

recognize either the LRXXH or the LXFPXXLRXXH domain of the CT region. 

However, given that the human cycD2SV LXFPXX sequence is separated from the 

LPXXH domain by 51 amino acids, (Fig. 35) and that our mouse cycD2SV antibodies do 

not react with peptide three, which contains the LXFPXX portion of the 

LXFPXXLRXXH domain, it is most likely that our antibodies detect the LRXXH 

domain. 
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Figure 35. Comparison of the amino acid sequences of mouse and human cycD2SV 

(Denicourt et al., 2003). Identical amino acids are indicated by highlighted areas in 

black. The CT region of the mouse and human cycD2SV sequence is indicated by the red 

line. Conserved LXFPXX and LRXXH domains between species are indicated. These 

domains are relevant to D2SV antibody epitope mapping studies. MD2SV, mouse D2SV; 

HD2SV, human D2SV.  
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3.5.3 Human Cyclin D2SV is Detected by Polyclonal Antibodies Raised Against 

Mouse Cyclin D2SV and is Expressed Endogenously in HEK293 Cells  

Immunohistochemistry staining completed on the untransfected human cell line, 

HEK293, by anti-cycD2SV antibodies detected small punctate bodies (See section 2.5.1, 

Fig 11A, B). Although, these punctate bodies were not as large as those observed in cells 

transfected with the mouse cycD2SVmyc construct, the cellular localization of these 

bodies was consistent with that observed in transfected cells.  The punctate bodies 

localized mostly to the perinuclear zone of cells. In addition, western blotting completed 

on untransfected HEK293 cells yielded a 25 kDa band (Fig. 18E) which is the predicted 

molecular weight for the human cycD2SV protein sequence, (Denicourt et al., 2003) as 

determined by the protein molecular weight calculator provided by EnCor Biotechnology 

Inc. (http://www.encorbio.com/protocols/Prot-MW.htm) Based on these observations, 

and the high sequence similarity between mouse and human cycD2SV in the CT region, 

it is likely that mouse cycD2SV antibodies detect endogenous human cycD2SV protein in 

HEK293 cells.  

To confirm that endogenous cycD2SV signal obtained with 

immunohistochemistry using cycD2SV antibodies was not an artifact, we conducted a 

peptide blocking experiment using peptide one as a control, and peptide two (Fig. 36A-F) 

on untransfected HEK293. HEK293 cells were probed with cycD2SV antibodies, which 

have been pre- incubated with either peptide one or peptide two. No signal was detected 

for untransfected HEK293 cells probed with cycD2SV antibodies pre-incubated with 

peptide two (Fig. 36D-F) whereas cells probed with cycD2SV antibodies pre-incubated 

with the control peptide one (Fig. 36A-C) exhibited antibody reactivity. These results  
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Figure 36. CycD2SV antibodies detect endogenous cycD2SV protein in the human 

cell line HEK293. Untransfected HEK293 cells were processed for 

immunohistochemistry and probed with cycD2SV antibodies pre-incubated with either 

peptide 1 (A-C) or peptide 2 (D-E). Absence of punctuate bodies in cells probed with 

antibodies pre-incubated with peptide 2 indicates that immunoreactive epitope is 

localized in this peptide sequence. Scale bar is 20 μm. 
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suggest that the cycD2SV antibodies raised against the mouse cycD2SV CT region are 

also capable of detecting human cycD2SV. 

 

3.5.4 Cyclin D2SV Protein Levels are Elevated During Contact Inhibition Induced 

Cell Cycle Arrest in Confluent Cultures 

While it is established that overexpression of cycD2SV causes cell cycle exit, it is 

not yet known whether endogenous cycD2SV plays a similar role. To this end, we 

decided to investigate the role of endogenous cycD2SV in known states of cell cycle 

arrest, specifically during confluence and serum starvation. HEK293 cells subjected to 

confluence over a period of eight days showed a 2.5-fold increase of cycD2SV protein 

expression when compared to day two non-confluent cells as determined by western blot 

analysis (Fig. 37C, D). This increase in cycD2SV protein expression was accompanied 

with a decreased expression of important cell cycle proteins:  cycD1 (-8.3-fold, Fig. 37A, 

D) and cycD2 (-6.66-fold, Fig. 37B, D). However, CDK4 levels did not significantly 

fluctuate during confluence. p27
Kip1

 protein levels were monitored as a control, since it 

has been reported that p27
Kip1

 levels increase significantly when cells undergo confluence 

(Kato et al., 1997; Polyak et al., 1994a). p27
Kip1

 levels were elevated (ten to twenty fold 

in three different experiments) by day eight confluence (Fig. 37D). Relative protein levels 

were first corrected for any variation in protein loading using α-tubulin and normalized to 

day two control protein levels. Mitotic figures were also counted in cells exposed to 

confluence conditions as an indication of the number of cells undergoing cellular 

division. Mitotic index (MI) percentage was decreased by 3.5-fold in confluent cultures 

compared to non-confluent cultures (MI for non-confluent cultures = 3.107% ± 0.3472 

vs. MI for confluent cultures = 0.8863% ± 0.1800, Fig. 38A-C). Collectively, these  
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Figure 37. CycD2SV protein levels are elevated during contact inhibition. Lysates 

collected from HEK293 cells subjected to confluence were resolved by western blot and 

probed with α-tubulin, cycD1, cycD2, cycD2SV and p27 antibodies (D). Cells were 

collected on days 2, 4, 6 and 8 where day 2 represents control non-confluent cultures. 

Relative protein expression was quantified using band densitometry and values were 

expressed as mean ± SEM (A-C). One-way ANOVA, *p < 0.05, compared to day 2 

levels, N = 3-4 independent experiments.   
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Figure 38. Mitotic index of HEK293 cells decreases during confluence as a result of 

contact inhibition. HEK293 cells were seeded on glass coverslips in 35 mm dishes, 

fixed on either day 2 or day 8 and the mitotic index was determined for both time points. 

Cells on day 2 represent control non-confluent cultures (A) whereas day 8 cells 

demonstrate crowding confluent cultures (B). Values are expressed as mean ± SEM. 

Unpaired two-tail t-test, *p < 0.05, N = 3. 300-500 cells counted per N. Scale bar is 20 

μm.      
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results suggest that cycD2SVprotein levels are significantly elevated in confluent 

cultures.  

 

3.5.5 Serum Deprivation Induces Cyclin D2SV Protein Expression 

In addition to confluence, cycD2SV levels were also assessed during serum 

starvation. Cells subjected to serum starvation are also known to downregulate cell cycle 

and cellular division (Shin et al., 2008; Won et al., 1992).  Similar to confluence 

conditions, cycD2SV protein levels increased by 2-fold (Fig. 39C, D) and cycD1 and 

cycD2 protein levels decreased by 3.3-fold (Fig. 39A, D) and 3.8-fold (Fig. 39B, D), 

respectively in cells exposed to serum starvation, and harvested on day eight. However, 

CDK4 levels did not fluctuate. p27
Kip1

 protein levels were also observed to increase 

dramatically under these serum starvation conditions (ten to twenty fold in three different 

experiments, Fig. 39D).   

 

3.5.6 CycD2SV mRNA Levels do not Fluctuate in Confluent Cultures  

  To assess whether cycD2SV protein upregulation during confluence is due to 

increased gene transcription, cycD2SV mRNA expression was analyzed. Total RNA 

extracted from HEK293 cells harvested at various stages of confluence (Day two - non 

confluent control, day four,  and day six; Fig. 28) were analyzed for cycD2SV, as well as 

cycD1, D2 and D3 transcripts using QPCR analysis (Fig. 40A-D). ∆∆CT method was 

used to calculate fold changes, and samples were adjusted for load variations using 

GAPDH, a house keeping gene with transcript levels which did not fluctuate during 

confluence. CycD2SV mRNA expression did not significantly change during confluence  
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Figure 39. CycD2SV protein is upregulated in response to serum starvation. Lysates 

collected from HEK293 cells subjected to serum starvation were resolved by western blot 

and probed with α-tubulin, cycD1, cycD2, cycD2SV and p27 antibodies (D). Cells were 

subjected to 0.1% FBS-DMEM starting at day 2 and lysates were collected on day 6 and 

day 8. Control cells were collected at day 2 prior to serum starvation. Relative protein 

expression was quantified using band densitometry and values were expressed as mean ± 

SEM (A-C). One-way ANOVA, *p < 0.05, compared to day 2, N = 4 independent 

experiments.  
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Figure 40. CycD2SV gene expression does not change during confluence where as 

cycD1, D2 and D3 gene expression decreases.  Total RNA was collected on day 2, 4 

and 6 where day 2 represented control non-confluent cultures. The cDNA amplification 

was completed using cycD1 (A), D2 (B), D3 (C) and D2SV (D) primer pairs.  Relative 

mRNA expression values were expressed as mean ± SEM. One-way ANOVA, *p < 0.05, 

compared to day 2, N = 3 independent experiments. 
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 (Fig. 40D) however, cycD1, cycD2 and cycD3 mRNA levels decreased significantly 

(Fig. 40A-C). CycD1 mRNA levels decreased by up to 80% at day six confluence, 

whereas cycD2 and cycD3 mRNA levels decreased by 40% and 55% by day six 

confluence, respectively. 

 

3.5.7 shRNA Knock Down of CycD2SV Rescues CyclinD2 Levels During Confluence 

Mechanisms uncovering cycD2SV overexpression mediated cell cycle exit 

suggest a direct role for cycD2SV in the sequestration of cycD2 protein, and targeting it 

for ubiquitin mediated degradation. To investigate whether cycD2SV has a direct role on 

cycD2 levels during confluence, we knocked down cycD2SV by transient transfections 

using two shRNA constructs (Table 6). On day two, cells were transfected with a control 

LacZ shRNA, or HD2SV shRNA construct 1, or a combination of HD2SV shRNA 

constructs 1 and 2. Cells were left to grow to day eight confluence, and were then 

harvested for protein quantification. Cells transfected with control LacZ shRNA construct 

showed an upregulation of cycD2SV protein expression, and a down regulation of cycD2 

protein expression reflecting the normal expression patterns observed during confluence 

(Fig. 41C). Transfection of HD2SV shRNA constructs resulted in a two-fold decrease in 

cycD2SV protein expression at day eight confluence (Fig. 41B). In addition, knock down 

of cycD2SV was able to increase cycD2 protein levels by 3.5-fold at day eight 

confluence, as compared to control (Fig. 41A; as mentioned earlier, both control and 

HD2SV shRNA transfected cells were harvested at day eight confluence). This result 

suggests a direct role for cycD2SV in the regulation of cycD2 protein levels since  
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Figure 41. CycD2SV knockdown during confluence rescues cycD2 protein levels but 

not cycD1 or cycD3. HEK293 cells were transfected with either HD2SV shRNA 1 

(labeled HSVshRNA1) or a combination of HD2SV shRNA 1 and HD2SV shRNA 2 

(labeled HSVshRNA1+2) at day 2. Control cells were transfected with LacZ shRNA 

construct. Cells were left to grow to confluence where they were harvested on day 8. 

Collected lysates were resolved by western blot and probed with α-tubulin, cycD1, 

cycD2, cycD3, cycD2SV, CDK4 and CDK2 antibodies (C). Relative protein expression 

was quantified using band densitometry and values were expressed as mean ± SEM (A-

B). One-way ANOVA, *p < 0.05, compared to control, N = 3 independent experiments. 
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knocking down cycD2SV prevents downregulation of cycD2 protein during confluence 

(Fig. 41A-C). CycD2SV knockdown had no effect on cycD1, cycD3, CDK4 or CDK2 

protein levels.       

 

3.5.8 shRNA Knock Down of CycD2SV Increases Percentage of Cells Entering S-

phase  

 HEK293 cells were co-transfected with CMV-nuclear LacZ reporter gene, and 

either a cycD2SV shRNA construct against mouse (control) or human cycD2SV.  The 

mouse shRNA construct was used as a control. The CMV-nuclear LacZ was used as a 

marker for tracking transfected cells which were visualized using X-GAL staining. LacZ 

positive cells were identified by a nuclear blue signal visible under bright field 

microscopy. Given the 10 to 1 shRNA to nuclear LacZ gene transfection ratio, any cell 

transfected with nuclear LacZ is ten times more likely to be transfected with the shRNA 

construct. Cells transfected with human cycD2SV shRNA construct had a significantly 

increased [
3
H]-thymidine LI compared to control mouse cycD2SV shRNA transfected 

cells (1.68-fold increase, Fig. 42A-C). Cells transfected with the human cycD2SV 

shRNA construct yielded a 42% [
3
H]-thymidine LI, whereas control cells transfected 

with the mouse cycD2SV shRNA yielded a 25% [
3
H]-thymidine LI.  

 

3.6 Discussion 

After performing several peptide spotting and blocking experiments, we 

successfully demonstrate that in house cycD2SV antibodies detect mouse, as well as 

human cycD2SV. Peptide mapping experiments revealed that the domain recognized by 

the antibodies was limited to the LRXXH domain present in the CT-region of cycD2SV.  
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Figure 42. CycD2SV knockdown increases S-phase entry in HEK293 cells as 

determined by [3H]-thymidine labeling. HEK293 cells were transfected with either 

control mouse (M) D2SV shRNA or human (H) D2SV shRNA constructs. In addition to 

the cycD2SV shRNA constructs, cells were co-transfected with a nuclear LacZ 

expressing construct at a LacZ to shRNA construct ratio of 10:1. Prior to cell fixation 

cells were incubated with 1µCi/ml of [
3
H]-thymidine for six hours. After fixation, cells 

were subjected to XGAL staining to visualize transfected cells and processed for [
3
H]-

thymidine autoradiography. Unpaired two-tail t-test, *p < 0.05, N = 3 independent 

experiments. 300 cells counted per group in each experiment. Scale bar is 20 μm.   
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Sequence comparisons revealed a high sequence similarity between mouse and human 

cycD2SV sequences in the LRXXH domain, suggesting the antibodies may detect human 

cycD2SV. Western blots completed with lysates collected from HEK293 cells using 

cycD2SV antibodies, detected a 25 kDa band, the predicted molecular weight for human 

cycD2SV protein. In addition, immunohistochemistry completed on untransfected 

HEK293 cells using cycD2SV antibodies detected small punctuate bodies. Peptide two 

containing LRXXH epitope abolished endogenous cycD2SV signal obtained by 

cycD2SV antibodies. These results confirm that our in-house mouse cycD2SV antibodies 

can also detect human cycD2SV. Furthermore, a blast search was completed using the 

cycD2SV CT sequence to eliminate the possibility of crossreaction with other 

endogenous protein. While the blast search yielded very few proteins which contain a 

similar LRXXH domain, none of the proteins had a predicted molecular weight of 25 

kDa. In addition, the presence of cycD2SV in human tissue has been previously 

documented whereby cycD2SV transcript was detected in human brain samples. 

However, to our knowledge, this is the first reported protein expression of cycD2SV in a 

human cell type.        

 In order for cyclins to stimulate cell cycle progression they must first: 1) bind to 

CDKs to form an activated kinase complex, and 2) translocate to the nucleus where the 

complex can upregulate genes necessary for cell cycle progression. Once the cyclin 

complex exerts its required effect, the complex is exported to the cytoplasm where the 

regulatory cyclin subunit is targeted for degradation. Controlling the cellular location, 

activation and degradation of cyclins allows cells to tightly regulate cell cycle entry as 

well as transition between phases. For example, in response to mitogenic signals, D-type 
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cyclins are produced and complex with CDK4 or CDK6, forming an activated kinase 

complex.  The newly formed complex translocates to the nucleus and upregulates genes 

necessary for G1/S transit. Once cells transition past the G1/S-phase, the activity of 

cycD/CDK4 or CDK6 complexes is no longer necessary, and D-type cyclins are 

transported out of the nucleus to the cytoplasm for degradation.  

 Cyclins are also down regulated during various states of growth arrest, namely 

during confluence and serum starvation. Here, we demonstrate that cycD1, D2 and D3 

protein and mRNA levels all decrease in response to confluence and serum starvation. 

These results are consistent with previously published literature (Won et al., 1992). In 

addition, we have observed an increase in cycD2SV expression, a protein which has been 

previously linked with cell cycle inhibition in overexpression studies [(Sun et al., 2009), 

see chapter 2]. These results underscore the significance of endogenous cycD2SV in cell 

cycle regulation during stress conditions such as contact inhibition, and serum starvation. 

Interestingly, cycD2SV knockdown during confluence resulted in the rescue of only 

cycD2 protein levels, and had no effect on cycD1, cycD3, CDK4 or CDK2 protein levels, 

suggesting a direct role for cycD2SV in the downregulation of cycD2 during confluence. 

Cells have been shown to possess the ability to post-translationally regulate D-type 

cyclins independent of each other. During DNA damage, cycD1 is specifically degraded 

whereas cycD2 and D3 levels are maintained (Agami and Bernards, 2000). Additionally, 

retinoic acid stimulates the expression of cycD2, but downregulates the expression of 

cycD1 and cycD3 (Ma et al., 2005). Thus, cycD2SV protein expression in response to 

confluence is perhaps a cellular strategy to specifically down regulate cycD2 levels to 

achieve cell cycle exit.  
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  Our previous results indentified the ability of cycD2SV to directly interact with 

co-transfected or endogenous cycD2, as well as HA-Ubq by co-immunoprecipitation and 

subcellular immunolocalization experiments. In addition, we demonstrated that cycD2SV 

co-localizes with p62, a protein involved in the clearance of toxic aggregating proteins 

via autophagy (Rusten and Stenmark, 2010).  Specifically, p62 is able to identify 

ubiquitinated aggregated proteins and target them for autophagy mediated clearance  

(Rusten and Stenmark, 2010). CycD2 is mainly regulated at the transcriptional level, 

(Sherr and Roberts, 1999; Murray, 2004) however, it is also regulated at the post-

translational level via ubiquitin mediated proteasomal degradation. Like cycD1, cycD2 

has been demonstrated to be subject to GSK-3β regulation. Once phosphorylated on 

Thr280, cycD2 is ubiquitinated and flagged for proteasome-dependent degradation (Kida 

et al., 2007). Based on the results from our studies, we propose a novel mechanism where 

cycD2SV sequesters cycD2 and/or CDK4 and targets them for autophagy mediated 

degradation, and we believe that cycD2SV might be playing a similar role during 

confluence and serum starvation. However, given the smaller size of endogenous 

cycD2SV puncta as compared to those of transfected cycD2SV, the proteasomal system 

might be sufficient for degradation of the sequestered complexes in untransfected cells. 

Endogenous cycD2SV protein mostly localizes to the cytoplasm, and, as such, we 

propose that during confluence and serum starvation, cycD2SV sequesters cycD2 in the 

cytoplasm. By restricting cycD2 to the cytoplasm, cycD2SV: 1) effectively inhibits the 

ability of cycD2/CDK complexes from upregulating genes necessary for G1/S transition, 

and 2) provides access of the complex to the degradation machinery.  
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It has been noted that cycD2 levels are the first to be upregulated from the D-type 

cyclins in response to mitogenic signals, suggesting an important and necessary role for 

cycD2 in G1/S transition. During G0/G1, the degradation of p27 is required for 

successful progression of the cell cycle. CycD2 has been shown to bind to p27 and 

facilitate nuclear export, where p27 is targeted for proteolysis by the ubiquitin ligase, 

Kip1 ubiquitination-promoting complex (KPC) (Hara et al., 2005; Susaki et al., 2007). 

Once upregulated, cycD2 sequesters p27, interfering with the ability of p27 to inhibit 

CDKs. This mechanism allows cyclin/CDK complexes to activate cell cycle progression 

without interference from p27. Just as it is important for cells to upregulate cycD2 levels 

in response to mitogenic signals, we believe it is also important for cells to down regulate 

cycD2 levels rapidly in response to anti-mitogenic signals. This is supported by evidence 

provided in this paper. In response to contact inhibition, cycD2 levels were 

downregulated more rapidly as compared to cycD1 levels (Fig. 37A, B, Fig. 40A, B). The 

same was observed for cycD2 mRNA levels, where they were significantly 

downregulated at an earlier time point as compared to cycD1 and cycD3 mRNA levels. 

By downregulating cycD2, p27 is no longer sequestered, and is free to bind to CDKs, 

effectively inhibiting the cell cycle. As a result, it comes as no surprise that HEK293 cells 

would introduce special regulatory mechanisms to ensure cycD2 protein levels are 

rapidly degraded in response to anti-mitogenic signals. Thus, we believe that cycD2SV 

may serve an important role in neutralizing cycD2 activity and targeting it for rapid 

degradation during states of growth arrest (Fig. 43). Indeed, knockdown of cycD2SV 

increased HEK293 S-phase entry, further demonstrating the important role cycD2SV 

plays in regulating the cell cycle via cycD2 downregulation.  
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Figure 43. Proposed role for cycD2SV mediated cell cycle exit during confluent 

culture conditions. A) In non-confluent culture conditions, cycD2SV protein levels are 

downregulated. During G1, cycD2 levels are elevated and cycD2 plays a role in 1) 

exporting p27 from the nucleus to the cytoplasm where it is degraded and, 2) binding 

CDK4, influencing the activation of the transcription factor E2F and subsequent 

upregulation of genes required for G1/S transition. B) During confluent conditions, 

cycD2SV levels are upregulated interfering with the activity of 1) CDK4/cycD complex 

activity and, 2) cycD2 mediated sequestration and degradation of p27. By binding to 

CDK4/cycD complexes and interfering with their function, E2F activation is inhibited 

and genes required for cell cycle progression are no longer upregulated. Additionally, we 

believe cycD2SV may directly interact with cycD2 in early G1 interfering with p27 

nuclear export and degradation. As such, p27 protein stability is increased, contributing 

to increased p27 protein levels observed during confluent culture conditions and 

inhibition of cell cycle progression. 
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While we report a negative regulatory role for cycD2SV, contrary to our findings, 

cycD2SV was originally reported to have transforming capabilities in MEFs when co-

transfected with the oncogene H-Ras. In addition, cycD2SV mRNA levels were shown to 

be elevated in multiple human brain cancers, suggesting an oncogenic role for the splice 

variant (Denicourt et al., 2008). Here, we demonstrate the upregulation of cycD2SV 

levels during normal cellular events, such as confluence and serum starvation, suggesting 

a negative cell cycle regulatory role for cycD2SV. These results are in agreement with 

our previous results, where we reported that overexpression of cycD2SV resulted in cell 

cycle exit. Although, cycD2SV is the first reported D-type splice variant implicated in the 

negative regulation of the cell cycle, it is not the first cyclin splice variant to possess such 

a role. In a study by Zschemisch et al., three isoforms of cycE1 (IN3, ∆4, and ∆5) were 

shown to associate with retarded tumor growth. They also reported the expression of a 

new cycE1 isoform, ∆3/8, in nonproliferating murine hepatocytes (Zschemisch et al., 

2006). Mechanistically, the authors provide evidence of the association of the ∆3/8 

isoform with CDK2, and suggest a possible dominant negative role for the splice variant. 

Additionally, a novel splice variant of cycB (CBsv) was also implicated in negative cell 

cycle regulation. CBsv was discovered in sea urchin oocytes and embryos by Lozano et 

al., and was demonstrated to be overexpressed in growing oocytes during vitellogenesis 

when G2 arrest occurs. Due to the low affinity of CBsv for cdc2 (CDK1), the authors 

suggest that it is unlikely that CBsv functions as a dominant negative molecule. 

Alternatively, they suggest a possible interaction between CBsv and the phosphatase 

CDC25 is responsible for the negative cell cycle effects of the splice variant (Lozano et 

al., 1998). CDC25 phosphatase plays an important role in M-phase entry by de-
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phosphorylating cycB1/CDK1 complexes, thus, inhibition of the activity of CDC25 

would interfere with M-phase entry. However, it is possible that cycD2SV may play 

distinct roles in different cell types which would explain the contradictory roles reported 

for cycD2SV.  

Contradictory roles for cyclins have been previously reported where in some cell 

types cyclins can induce cell cycle exit. CycD1 has been shown to play a role in cellular 

senescence, where cycD1 protein levels were elevated in IMR90 human lung fibroblasts 

during cellular senescence by up to fifteen-fold (Han et al., 1999). Additionally, 

Meyyappan et al. have demonstrated that both cycD2 mRNA, and protein are upregulated 

in primary human diploid and murine fibroblasts during cell cycle exit induced by serum 

starvation, and contact inhibition. They also demonstrated that cycD2 is down regulated 

in cells released from contact inhibition and serum starvation, overall suggesting a 

negative cell cycle regulatory function of cycD2 during conditions of cell cycle arrest 

(Meyyappan et al., 1998). Alternatively, CCND2 promoter has been reported to be 

methylated leading to a loss of function in pancreatic (Matsubayashi et al., 2003), breast 

(Evron et al., 2001) and prostate cancer (Padar et al., 2003) thereby suggesting a possible 

tumor suppressor function, as opposed to an oncogenic function of cycD2 (Musgrove et 

al., 2011).  

In this study, we presented evidence that endogenous cycD2SV behaves as a 

negative cell cycle regulator modulating cycD2 levels during states of growth arrest.  We 

demonstrated that during confluence and serum starvation conditions, cycD1, D2 and D3 

protein levels decrease, while cycD2SV protein levels increase. A similar pattern was 

observed for cycD1, cycD2 and cycD3 mRNA levels during confluence, however, 
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cycD2SV mRNA levels did not fluctuate. Knock down of cycD2SV during confluence 

was able to rescue cycD2 protein levels but not those of cycD1 or cycD3, and had no 

effect on CDK4 or CDK2 protein levels. In addition, cycD2SV knockdown increased S-

phase entry in HEK293 cells. Cumulatively, these results suggest a direct involvement of 

cycD2SV in the down regulation of cycD2, and possibly increasing the efficacy of p27 in 

CDK inhibition during confluent culture condition. Collectively, these results advance 

our current knowledge of cell cycle exit mechanisms mediated by cell-to-cell contact 

inhibition. It is not yet clear however, whether cycD2SV binds to monomeric cycD2 or 

cycD2 complexed with CDK4. Our previous results, along with results reported by 

Denicourt et al. would suggest that cycD2SV is capable of binding both cycD2 and 

CDK4, targeting them for UPS/autophagy degradation. However, knockdown of 

cycD2SV experiment in this study suggests that cycD2SV during confluence may only be 

modulating cycD2 levels, and not those of CDK4. Alternatively, cyclin dependent 

kinases have been shown to be stable throughout the cell cycle and perhaps CDK4 

clearance as part of a cycD2/CDK4 complex, could be compensated for by transcriptional 

or translational upregulation.  In addition, due to the high sequence similarity between 

cycD2SV and D-type cyclins, how cycD2SV specifically recognizes and sequesters only 

cycD2 is yet to be determined. Furthermore, it would be interesting to determine whether 

cycD2SV flags cycD2 for proteasomal degradation by promoting GSK3β Thr280 

phosphorylation of cycD2 or provides an alternative unique degradation pathway 

independent of GSK3β phosphorylation. 
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Chapter 4. Discussion 

 With the understanding that CDKs play an essential role in cell cycle 

progression, the idea of inhibiting CDKs has emerged as a possible anti-cancer 

therapeutic target. Currently, there are two types of scaffold-based CDK-inhibitors: ATP 

competitive inhibitors and non ATP competitive inhibitors. ATP competitive inhibitors 

compete with ATP binding to CDKs. Since CDKs need ATP to function, binding of the 

ATP competitive inhibitors interferes with CDK activity. Most of the CDK-inhibitors 

developed to date belong to the ATP competitive inhibitors, however, in recent years 

there has been a rise in non ATP CDK-inhibitors due to the limited clinical efficacy and 

toxicity issues related to ATP competitive inhibitors. Non ATP competitive inhibitors are 

usually therapeutic peptides which are modeled based on: 1) CDK substrates, 2) 

inhibitors of CDK/cyclin complexes, and c) inhibitors of the cyclin binding groove 

(Rizzolio et al., 2010).  

In the studies presented here, we demonstrate the ability of cycD2SV to form 

protein aggregates and inhibit cell division in a variety of immortalized and transformed 

cell lines. Mechanistically, we provide evidence that cycD2SV sequesters cycD2 and 

CDK4 and targets them for selective autophagic degradation via the adaptor protein p62. 

We believe that narrowing down the cell cycle inhibitory (CCI) domain of cycD2SV 

could lead to an effective anti-cancer therapeutic peptide. Deletion experiments revealed 

that the first 53 amino acids of cycD2SV are responsible for protein aggregation. 

Surprisingly, amino acids 54-136 of cycD2SV were capable of inhibiting cell cycle, 

albeit not as potently as full length cycD2SV, even though there was no protein 

aggregation present. This result led us to conclude that while the 54-136 amino acid 
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sequence lacked the aggregation domain, it contained the cell cycle inhibitory domain. 

The 54-136 amino acid sequence stands at 84 amino acids just over the 76 amino acids 

size recommended for therapeutic peptides. As such, deletions from the CT and NT are 

needed to further narrow down the cell cycle inhibitory domain, especially given the need 

of the addition of accessory sequence(s) to the peptide to assist in cell targeting and cell 

entry.   

The field of cancer treatment is moving slowly towards personalized care, where 

the paradigm of one-fits-all is slowly being phased out. While cancers fall into distinct 

classifications such as breast, stomach, and colon cancers, etc., cancers belonging to the 

same group can be different at the molecular level. An example of such is in breast 

cancer, where breast cancer cells in some, but not all, patients are positive for human 

epidermal growth factor receptor 2 (HER2) (Slamon et al., 1989). The discovery of the 

HER2 led to the development of drugs such as trastuzumab and lapatinib, which inhibit 

the HER2 receptor (Burris, 2004; Hudis, 2007). This development has allowed us to treat 

HER2 positive breast cancers in a more effective way (Tsang and Finn, 2012). As such, 

characterizing cancers at the molecular level would enable us to pick the most effective 

agents to use for treatments. However, it is also essential to understand the mechanism of 

action of the various therapeutic agents available to us to allow for maximum efficacy. 

Furthermore, a therapeutic peptide designed based on the CCI of cycD2SV would be 

most useful in cancers with D-type cyclin overexpression or CDK4 overactivation. 

However, based on knockout experiments, one could infer that (theoretically) a cycD2SV 

CCI based therapeutic would be most effective in gonadal cancers, brain cancers, Non-

Hodgkin lymphoma, and pancreatic cancer. This deduction is based on the essential role 
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cycD2 and CDK4 play in the proliferation of these cell types (See section 1.4, Table 2). 

Other cell types have developed compensatory mechanisms where D-type cyclins and 

CDK4 are no longer essential for cellular proliferation. As such, inhibition of CDK4 and 

cycD2 function within these cell types might not be enough to cause cell cycle arrest. 

Also, cancers with pRb inactivation would be immune to such an approach. 

Additional obstacles for the use of cycD2SV as a therapeutic peptide stem from 

the limitations of peptides when used as a therapeutic agent. The major limitations of 

therapeutic peptides are: low bioavailability and half-life due to proteolytic digestion by 

gastric enzymes, high clearance by the liver and kidneys (hepatic and renal clearance), 

and poor membrane penetration as a result of their hydrophilicity (Talmadge, 1998; 

Vlieghe et al., 2010). However, some of these limitations can be overcome by following 

therapeutic peptide optimization protocols (Ladner et al., 2004; Witt and Davis, 2006; 

Witt et al., 2001). Many modifications, such as the use of cyclic peptides and pseudo-

peptides, have been recently reported to help peptides resist degradation and elimination, 

and improve their overall bioavailability without jeopardizing their biological activity 

(Vlieghe et al., 2010).  

Based on data provided in this dissertation, we demonstrate that cycD2SV 

overexpression, while capable of inducing cell cycle arrest, does not cause apoptosis.  

Initial experiments completed on cells overexpressing cycD2SV demonstrated that cells 

expressing this protein survived for up to one week in culture (Data not shown). 

Additional experiments completed using TUNEL staining did not reveal any apoptotic 

cell death in HEK293 cells overexpressing cycD2SV (See section 2.5.9, Fig. 21D). These 

results suggested that while cycD2SV inhibited cell cycle progression, it did not induce 
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apoptotic cell death. As such, we propose the use of cycD2SV as a cytostatic agent which 

can be administered in between rounds of chemotherapy or radiation treatment. 

According to the Log Kill hypothesis, anti-cancer drugs follow a log kill kinetic where a 

given dose of the drug kills a constant proportion of cancer cells, as opposed to a constant 

number of cells (Dy and Adjei, 2008; Skipper et al., 1964). Thus, if the initial tumor load 

is 10
12 

cells, and a drug kills three logs of cells per round of treatment, the tumor burden 

would decrease by 10
3
 cells every round of treatment. However, given the non-specificity 

of chemotherapeutic drugs which cause severe side-effects, in between treatment rounds 

a rest period is given to allow for normal cells to recover. Unfortunately, during this time 

a portion of cancer cells recover as well. By administering cycD2SV peptide during the 

rest period, we could potentially halt cancer cell recovery. This would lead to the overall 

decrease of the total number of chemotherapy rounds, which in turn would improve 

patient quality of life, as well as decrease medical costs.    

We are aware that once the CCI is narrowed down, further experiments to assess 

the function and ascertain the in vivo success of the peptide are necessary. To test the 

effectiveness of the therapeutic peptide, one could test the ability of the peptides to bind 

and inhibit the activation of CDK4 in the presence of cycD2 and CAK. In vitro 

phosphorylation experiments could be performed by adding various peptides to a test 

tube with recombinant CDK4, cycD2 and CAK proteins in the presence or absence of 

gamma 
32

P-ATP. Following a thirty minute incubation at 30ºC, an aliquot from each 

reaction would be resolved by western blot. Autoradiographic exposure of the resolved 

gel should reveal the status of CDK4 phosphorylation. Tubes with biologically active 

CCI peptides should have little or no CDK4 phosphorylation, while tubes with 
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biologically inactive peptides should have high levels of CDK4 phosphorylation [Method 

adapted from (Denicourt et al., 2008)]. Experiments should also be conducted to test for 

the effectiveness of the therapeutic peptide in an in vivo setting. Addition of the HIV 

TAT-1 sequence (RRRQRRKKRG) will facilitate peptide entry through the plasma 

membrane of living cells (Fischer et al., 2005; Tunnemann et al., 2006; Zorko and 

Langel, 2005). The efficacy of the cycD2SV CCI peptide can be tested in human cancer 

xenograft models. For example, human breast cancer cells such as MCF-7 cells can be 

injected into the lower mammary fat pad of SCID mice. When tumor size reaches 100 

mm
3
, mice can be treated with an intratumor peptide injection (control scrambled peptide 

vs. CCI peptide) as described earlier (Du et al., 2007; Paine-Murrieta et al., 1997). 

Relative tumor growth can be assessed over a period of 40-50 days. One can expect that 

mice receiving the CCI peptide injections will have retarded tumor growth compared to 

mice receiving control scramble peptide injections. 

In this dissertation, we demonstrate that elevated levels of cycD2SV, whether by 

overexpression (transient transfection) or upregulation during states of growth arrest, 

induces cell cycle exit. As such, in addition to using cycD2SV as a therapeutic peptide, 

an alternative method of exploiting cycD2SV-induced cell cycle arrest could be achieved 

by attempting to elevate endogenous cycD2SV levels in cancer cells with various agents. 

For example, the cardiac glycoside digoxin, which has been used to treat heart failure, is 

known to modulate splicing (Stoilov et al., 2008). Interestingly, digoxin was shown to 

inhibit tumor growth while its mechanism of action is debated (Lopez-Lazaro, 2009; 

Zhang et al., 2008a). If digoxin administration is capable of altering cycD2 splicing to 
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favor cycD2SV expression, it could offer a new mechanism by which digoxin can induce 

cell cycle exit in cancer cells. 

Cells have developed many mechanisms in order to deal with stress induced by a 

variety of conditions such as cellular confluence, nutrient deprivation and protein 

aggregation. Given that protein aggregates usually occur as a result of protein misfolding, 

the response developed by cells to handle protein aggregates, such as cycD2SV, is 

referred to as the unfolded protein response (UPR) (Brewer and Diehl, 2000). Evidence 

provided for cycD2SV misfolding includes TCRα reporter retention in HEK293 cells, co-

transfected with cycD2SV, and the presence of high molecular weight bands when 

lysates from HEK293 cells were resolved in native gels under non-denaturing conditions 

(Sun et al., 2009). Also, the analysis of the 3D structure of cycD2SV revealed an 

overhanging NT domain. We believe that as a result of the truncation of cycD2SV and 

the absence of the CT domain present in other D-type cyclins, the NT is no longer folded 

correctly, resulting in protein aggregation.  Once the UPR is stimulated, cells either 

overcome the protein aggregates via clearance or undergo apoptosis if the problem is 

unresolved (Niwa and Walter, 2000). As discussed earlier, cycD2SV is cytostatic and 

does not induce apoptosis. However, HEK293 cells overexpressing cycD2SV did not 

survive in culture after subjecting them to trypsinization and replating. Huang et al. 

reported that trypsinization can induce a stress response in cultured cells (Huang et al., 

2010). Specifically, trypsinization led to the downregulation of the cell survival protein, 

Bcl-2, and the upregulation of the proapoptotic protein p53 and the CKI, p21. While 

cycD2SV mediated UPR is not sufficient in the induction of apoptotic cell death, our 

results indicate that cycD2SV expressing cells are sensitized to cell death when exposed 
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to additional stressors such as trypsinization. How cycD2SV collaborates with 

trypsinization is still not known and perhaps more experimental work is needed to 

elucidate the mechanism underlying this phenomenon.  

In preliminary studies, we observed that cells overexpressing cycD2SV contained 

higher levels of p53 when compared with control untransfected cells (data not shown). 

This observation was consistent with our earlier findings, where cycD2SV 

overexpression induced the GADD45α gene expression, a p53-inducible gene. p53 is a 

tumor suppressor gene which is capable of inducing cellular senescence, cell cycle arrest, 

or apoptosis (Jin and Levine, 2001). One of the well studied mechanisms for p53 

activation is its role in DNA damage. In response to DNA damage caused by ionizing 

radiation or ultraviolet light, ATM activates the checkpoint kinases Chk1 and Chk2 

which in turn cause activation of p53 via phosphorylation at Ser20 (Borras et al., 2011). 

53BP1 is a DNA double strand break (DSB) sensor which is recruited to sites of DSBs. 

As such, cells containing DSBs stained with 53BP1 exhibit visible nuclear foci which are 

used to identify DNA damage (Rappold et al., 2001; Schultz et al., 2000; Wang et al., 

2002) .  Based on 53BP1 staining completed on HEK293 cells overexpressing cycD2SV, 

cycD2SV does not seem to induce DNA damage (data not shown). However, based on 

upregulation of p53 and sensitization of cycD2SV expressing cells to trypsin induced cell 

death, it would be interesting to further examine whether D2SV expression also sensitizes 

cells to a variety of anticancer agents.  

In summary, we identified a splice variant of cycD2, cycD2SV, which is capable 

of inducing cell cycle arrest in a variety of transformed and immortalized cell lines. We 

provided a mechanism whereby cycD2SV sequesters important cell cycle proteins such 
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as cycD2 and CDK4, and targets them for selective autophagic degradation. We also 

propose the upregulation of the tumor suppressor protein, p53, as a possible additional 

mechanism by which cycD2SV induces cell cycle exit. However, it is not clear whether 

cycD2SV sequestration of cell cycle proteins and p53 upregulation are events which are 

capable of independently inducing cell cycle arrest or if they are synergistic in nature. By 

sequestering important G1 proteins, such as cycD and CDK4, and targeting them for 

degradation we believe that cycD2SV induces cell cycle arrest at the G1 phase of the cell 

cycle. However, if cycD2SV does indeed assist in the upregulation, activation and 

stabilization of p53, in addition to inducing a G1 arrest, cycD2SV might be capable of 

inducing G2 phase arrest. We have narrowed down the cell cycle inhibitory domain, 

however, further deletion studies are required to design a peptide which is usable as a 

therapeutic peptide. We identified that cycD2SV is capable of inducing cell death in cells 

exposed to stressors such as trypsinization, and it would be interesting to determine 

whether cycD2SV is capable of sensitizing cancer cells to a variety of anti-cancer agents.      

 

4.1 Major Conclusions   

Based on overexpression experiments we conclude that cycD2SV mediates cell 

cycle exit via two mechanisms: 1) by binding important cell cycle proteins, such as 

cycD2 and CDK4, and targeting them for selective autophagosome degradation and, 2) 

by inducing cellular stress and upregulating a potent G2/M inhibitor, GADD45α, (Fig. 

26). In this dissertation we demonstrate that cycD2SV is capable of binding both CDK4 

and cycD2 in immunoprecipitation experiments. Whether cycD2SV, is capable of 

binding to CDK4 or cycD2 separately or in complex is yet to be determined. However, 
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once cycD2SV is bound to CDK4, cycD2 or CDK4/cycD2 complexes, we believe that 

cycD2SV sequesters these proteins in the cytoplasm where they are targeted for selective 

autophagosome degradation. We believe that a misfolded structure of cycD2SV which 

differs significantly from the conventional cyclin structure, increases its propensity for 

intracellular aggregation. These aggregates may occur as a result of self association or 

oligomerziation, similar to those processes described for cycD3 or p57, and/or in 

association with other cell cycle proteins such as cycD2 and CDK4. The creation of these 

aggregated masses induces ER stress resulting in impaired ERAD. In addition, the 

cellular stress induced by cycD2SV protein aggregation results in the upregulation of a 

G2/M inhibitor, GADD45α. However, the exact mechanism for GADD45α upregulation 

by cycD2SV protein aggregation is yet to be elucidated.  

Additionally, based on the evidence presented in this dissertation, endogenous 

cycD2SV plays a critical role in cell cycle exit. Experiments completed on confluent and 

serum deprived HEK293 cells demonstrate the upregulation of cycD2SV protein levels 

suggesting a role for the splice variant during states of growth arrest. Knocking down of 

cycD2SV during confluence specifically rescued cycD2 protein levels but had no effect 

on other cell cycle protein levels such as cycD1, cycD3, CDK4 and CDK2. Additionally, 

knockdown of cycD2SV upregulates S-phase entry in HEK293 cells further implicating 

cycD2SV in cell cycle arrest. In addition to the known role of cycD2 in pRb 

phosphorylation, during early G1 cycD2 has been shown to sequester the CKI p27 in the 

cytoplasm and interfere with its negative cell cycle regulatory function.  Given that early 

upregulation of cycD2 during G1 phase is necessary to ensure the sequestration of p27 to 

allow for G1 transition, we propose that during states of growth arrest cycD2SV 
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upregulation may be responsible for alleviating p27 inhibition by cycD2. Once cycD2 is 

sequestered by cycD2SV, p27 is free to translocate to the nucleus where it inhibits 

cyclin/CDK complexes and interferes with G1 progression (Fig. 43).   
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