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Shaped ultrafast pulses designed for controlled-rotation (C-ROT) operations on exciton qubits in

semiconductor quantum dots are demonstrated using a quantum control apparatus operating at

�1 eV. Optimum pulse shapes employing amplitude and phase shaping protocols are implemented

using the output of an optical parametric oscillator and a programmable pulse shaping system, and

characterized using autocorrelation and multiphoton intrapulse interference phase scan techniques.

We apply our pulse characterization results and density matrix simulations to assess the fundamental

limits on the fidelity of the C-ROT operation, providing a benchmark for the evaluation of sources of

noise in other quantum control experiments. Our results indicate the effectiveness of pulse shaping

techniques for achieving high fidelity quantum operations in quantum dots with a gate time below

1 ps. VC 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4731723]

I. INTRODUCTION

Semiconductor quantum dots (QDs) are strong candi-

dates for future solid state quantum computing architectures,

in which the fundamental qubits may be realized using the

quantum states of excitons or individual carrier spins.1–13

Such an approach offers the promise of long term scalability

through rapid advances in semiconductor growth and fabri-

cation techniques, including tailored coupling via optical

microcavity and waveguide modes,7,11,13 as well as ease of

integration with conventional computing technology. The

possibility of manipulating the fundamental quantum states

using optical techniques would exploit established photonic

technologies, and may lead to THz operation rates. This

potential has led to an intensive research effort in recent

years dedicated to the pursuit of coherent optical control of

quantum states in semiconductor quantum dots, including

demonstrations of single qubit rotations involving excitons

and single carrier spins,14–22 entanglement,23–25 adiabatic

passage,26,27 and quantum state tomography.28

Femtosecond pulse shaping techniques provide inde-

pendent control of the temporal characteristics of the phase

and amplitude of an optical pulse,29 providing a means to tai-

lor the light-matter interaction responsible for quantum con-

trol. The benefits of pulse shaping have been realized, for

example, in the control of atomic and molecular systems30–34

and chemical reactions.35,36 It has recently been shown theo-

retically that the application of pulse shaping techniques to

optically controlled quantum operations in semiconductor

quantum dots can lead to substantial improvements in per-

formance metrics such as gate fidelity and speed.4,6,37 For

these studies, the pulse shaping method was applied to the

controlled-rotation (C-ROT) operation involving exciton

qubits, representing a useful prototype for the general appli-

cation of shaping techniques to optical control of charge and

spin states in semiconductor quantum dots. The C-ROT

operation is achieved using a four-level system consisting of

the vacuum ground state j00i, two exciton states j01i and

j10i, and the biexciton state j11i within a single self-

assembled semiconductor QD (Fig. 1(a)). Two qubits are

represented by the single exciton states j10i and j01i and the

C-ROT operation is performed by implementing a p rotation

on the first (target) qubit if and only if the second (control)

qubit is in state 1. For the successful experimental imple-

mentation of optical control schemes employing pulse shap-

ing techniques, it is essential that the quantum control

system be well characterized using convenient, real-time

pulse measurement tools.

Here, we report the experimental demonstration of the

pulse shaping protocols found in Ref. 37 for C-ROT opera-

tions in quantum dots using a quantum control apparatus

operating in the infrared spectral region (�1 eV, aimed at

quantum dots with emission wavelengths in the 1.3 lm tele-

com band), in contrast to existing quantum control demon-

strations in the visible and near infrared.30–36 This apparatus

is also used to assess the experimental limitations on gate fi-

delity due to inaccuracies in the pulse shaping system and

other laser instabilities, indicating the feasibility of high fi-

delity (�0.99) quantum operations with a gate time (GT)

below 1 ps with the implementation of pulse shaping. These

findings thereby provide a useful benchmark in assessing

noise limitations in more general quantum control applica-

tions using shaped optical pulses. In this work, the theoreti-

cal simulations in Ref. 37 are also extended to the

application of shaping protocols to C-ROT operations on

quantum dots of cylindrical symmetry, for which the exciton

states are spin polarized, illustrating the universality of our

approach. The pulse shapes were characterized using inter-

ferometric and noncollinear (zero-background) autocorrela-

tion techniques as well as multiphoton intrapulse

interference phase scan (MIIPS).43,44 We find that the MIIPS

trace exhibits unique visual signatures that would greatly aid

in the implementation of real-time quantum control experi-

ments. Our results lay the foundation required for the experi-

mental implementation of general phase and amplitude pulse

shaping protocols for application to a variety of quantum
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processes in semiconductor quantum dots, including Rabi

rotations,38 adiabatic passage,26,27,39 and schemes for dy-

namical decoupling.40–42

II. NUMERICAL PULSE SHAPE OPTIMIZATION FOR
CONTROLLED ROTATIONS

The interaction between the four-level system in

Fig. 1(a) and the applied laser field is described by the Ham-

iltonian Hint ¼ �~l � ~EðtÞ, where ~EðtÞ ¼ 1
2
�̂E0ðtÞ½expð�ixt

�iuðtÞÞ þ expðixtþ iuðtÞÞ� is the electric field of the pulse

and ~l is the electric dipole moment operator. Femtosecond

pulse shaping systems, which are readily available from a

variety of commercial sources,45 provide independent con-

trol over the temporal (or equivalently spectral) characteris-

tics of the amplitude E0(t) and phase u(t) of the laser pulse.

This ability to finely tune the optical field provides a flexible

tool for manipulating the quantum control Hamiltonian Hint.

In this work, we focus on a typical 4-f pulse shaper configu-

ration,29 in which the pulse characteristics are manipulated

in the spectral domain using a mask M(x) placed in the Fou-

rier plane. The Fourier transform of an ultrafast pulse exiting

the pulse shaping system is given by

~EoutðxÞ ¼ ~EinðxÞMðxÞ; (1)

where ~EinðxÞ is the Fourier transform of the transform-

limited (TL) input pulse, for which u¼ 0 and

E0ðtÞ ¼ jE0jsechð1:76t=sÞ, with s¼ 130 fs. The mask func-

tion M(x) is imposed using a spatial light modulator (SLM)

and has the general form

MðxÞ ¼ AMðxÞexp½iUMðxÞ�: (2)

Dual mask SLMs provide independent control of AM(x) and

UM(x). In this work, we apply the phase-only and

amplitude-only shaping protocols developed in Ref. 37 to

the C-ROT operation on spin-polarized exciton qubits, as

depicted in Fig. 1(a). Circularly polarized selection rules

(and degenerate j01i and j10i single exciton states) occur in

cylindrically symmetric quantum dots. The corresponding

level scheme for excitons and biexcitons in elongated

quantum dots exhibiting linearly polarized optical selection

rules and a nonzero exchange splitting between the single

exciton states (typically �100 leV) was considered in

Ref. 37. The exciton dipole moment, the ground state exciton

energy, and the biexciton binding energy were chosen to

reflect typical values measured in experiments.46,47 The

amplitude-only shaping mask is given by

AMðxÞ ¼ exp � x� xb

Dx1=ð2ln2Þ1=2

 !2
2
4

3
5

������
�A0exp � x� xa

Dx2=ð2ln2Þ1=2

 !2
2
4

3
5
������; (3)

where Ea ¼ �hxa and Eb ¼ �hxb are the transition energies

from j00i to j10i and from j01i to j11i, Dx1 and Dx2 are the

Gaussian function bandwidths and A0 is an amplitude factor.

In this case, UM(x) from Eq. (2) is set to zero for simplicity.

The phase-only shaping mask is given by

UMðxÞ ¼ acos½cðx� xbÞ � u�: (4)

The fidelity of the C-ROT operation was maximized by vary-

ing Dx1, Dx2, A0 (amplitude shaping scheme) or a, c, and u
(phase shaping scheme) as well as the pulse area

H ¼ ðl � �̂=�hÞ
Ðþ1
�1 E0ðtÞdt. The constraints on the free pa-

rameters are the same as in Ref. 37 except that the initial TL

pulse duration is taken to be 130 fs (corresponding to the full-

width-at-half-maximum (FWHM) of the experimental pulses)

and H was allowed to vary up to 8p radians, reflecting experi-

mentally accessible values.48 The chosen constraints ensure

that AM(x) and UM(x) are sufficiently slowly varying to be

implemented with high accuracy on a standard 128 pixel

SLM. Only the fidelity associated with the C-ROT gate is

considered here: a fidelity of unity tied to quantum state initi-

alization is assumed. The quantum state dynamics are calcu-

lated using the rotating-wave approximation. Details of the

numerical optimization routine are provided in Ref. 37.

FIG. 1. (a) Energy level diagram showing excitonic transitions in semiconductor quantum dots with cylindrical symmetry. The system ground state (no

excitons) is j00i. Opposite circularly polarized light (represented by rþ and r�) leads to the generation of excitons with opposite spin (j01i and j10iÞ). The

biexciton state j11i consists of two excitons of opposite spin, with biexciton binding energy Db. (b) Schematic diagram of the portion of the quantum control

apparatus used to generate and characterize the pulse shaping protocols. Femtosecond pulses from the laser enter the pulse shaper where amplitude or phase

masks are implemented on TL pulses. The shaped pulses enter the interferometric/non-collinear autocorrelator. Mirror M1 is mounted on a speaker driven

by a function generator, proving a rapid scan delay line. The retroreflected beam is focused using lens L1 into a BBO crystal for second harmonic genera-

tion. Mirror M5 (beamsplitter BS2) is used for noncollinear (interferometric) autocorrelation measurements. Filter F1 removes any remaining IR compo-

nents. Detector D is a photomultiplier tube used to collect autocorrelation traces or an optical fiber input connected to a spectrometer, providing feedback to

the pulse shaper.
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The results of simulations of the C-ROT gate are shown

in Figs. 2(a) and 3(a) for the optimum amplitude-shaped and

phase-shaped pulses, respectively. In each case, the gate per-

formance is compared to that for an unshaped (TL) pulse

with an equivalent gate time.49 The shaped pulses substan-

tially outperform the unshaped pulses for both phase and am-

plitude shaping protocols, leading to the intended final

system state for initial conditions corresponding to unity

occupation of each of the four basis states. In contrast, for

the TL pulses, there is an undesired change in the system

state at the end of the pulse when the system is initially in

j00i or j10i. The shaped pulses therefore provide a much

higher gate fidelity, corresponding to 0.999995 (amplitude-

shaped pulse) and 0.999998 (phase-shaped pulse). The fidel-

ities for the unshaped pulses are much lower (0.767445 and

0.944764 for the results in Figs. 2(b) and 3(b), respectively).

The inclusion of relaxation using measured recombination

and dephasing times in similar quantum dots50 reduces our

calculated fidelities by �0.004, reflecting a key advantage of

the subpicosecond gate times considered here. The poor per-

formance of the TL pulses is due to the lack of spectral selec-

tivity between the j00i to j10i and j01i to j11i optical

transitions, which are both strongly driven (in phase) by sep-

arate spectral components within the bandwidth of the opti-

cal pulse. In contrast, engineering the control Hamiltonian

using pulse shaping allows one to tailor the evolution of the

quantum state of the system. In this case, transient dynamics

can occur during the laser pulse, but the desired system state

is attained at the end of the quantum operation.

Figure 4(a) shows the variation of gate fidelity with

biexciton binding energy (Db). The fidelity increases with Db

in all cases, reflecting the relaxed constraints on the C-ROT

performance due to the increasing energy difference between

the j00i to j10i and j01i to j11i optical transitions. The fidel-

ities saturate close to unity for both shaping schemes for

Db> 2.5 meV, although the amplitude-shaped pulses provide

higher fidelities for Db between 1.0 meV and 2.0 meV. The

gate times for the optimized pulses are shown in Fig. 4(b).

FIG. 2. Occupation dynamics and pulse characteristics for: (a) the optimum

amplitude-shaped control pulse and (b) the TL pulse with equivalent gate

time (Db¼ 2.5 meV). Panels (i) and (ii) indicate the state dynamics for initial

occupation in j01i and j00i, respectively. Only transitions coupled to the

laser field are shown. Panels (iii) and (iv) show the temporal and spectral

characteristics of the optical pulses.

FIG. 3. Occupation dynamics and pulse characteristics for: (a) the optimum

phase-shaped control pulse and (b) the TL pulse with equivalent gate time

(Db¼ 2.5 meV). Panels (i) and (ii) indicate the state dynamics for initial

occupation in j01i and j00i, respectively. Only transitions coupled to the

laser field are shown. Panels (iii) and (iv) show the temporal and spectral

characteristics of the optical pulses.

FIG. 4. (a) Gate fidelity of optimal phase-shaped (diamond), amplitude-

shaped (circle), and TL pulses with equivalent gate times for both phase (�)

and amplitude (þ) cases as a function of biexciton binding energy. (b) Gate

time of optimized phase-shaped (diamond) and amplitude-shaped (circle)

pulses as a function of biexciton binding energy.
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The operation times for the phase shaping protocol are up to

50% longer than the gate times for the amplitude-shaped

pulses, reflecting the complex shape of the temporal enve-

lope associated with the simple phase-shaping mask function

used here. Summaries of the optimized amplitude and phase

mask parameters are given in Tables I and II, respectively.

III. EXPERIMENTAL IMPLEMENTATION OF
OPTIMIZED PULSE SHAPES

A. Quantum control apparatus

Previous work in quantum control has involved optical

sources and experiments in the visible or near-infrared spec-

tral region.30–36 As a result, the majority of development

efforts for pulse shaping systems and pulse characterization

equipment have been focused on this wavelength range.

Self-assembled In(Ga)As quantum dots offer considerable

flexibility for quantum computing applications due to the

ability to fabricate ordered quantum dot arrays and compos-

ite microstructures.51,52 The ground state optical transition in

these quantum dots typically occurs in the range

0.8–1.1 eV.46,47,53,54 The implementation of optically con-

trolled quantum gates on exciton or spin states in these quan-

tum dots therefore necessitates the development of a

quantum control apparatus and suitable characterization

tools operating in the infrared. A schematic diagram of the

portion of the quantum control apparatus used for imple-

menting the amplitude and phase shaping protocols and char-

acterizing the resulting pulse shapes is shown in Fig. 1(b).

The optical source is an optical parametric oscillator (OPO)

that is synchronously pumped by a mode-locked Ti:sapphire

oscillator. The center wavelength of the OPO pulses was

tuned to the j01i to j11i transition. The ground state optical

transition (j00i to j10i) occurs at 1215 nm.46 The biexciton

binding energy was allowed to vary, as in the theoretical cal-

culations. The programmable pulse shaping system utilizes a

128 pixel dual-mask SLM in the Fourier plane to apply am-

plitude or phase masks to the incident pulses. The shaped

pulses were characterized using both interferometric and

noncollinear autocorrelation measurements using the same

apparatus, as shown in Fig. 1(b). The second harmonic

(SH) signals were generated in a b-barium borate (BBO)

crystal and detected by a photomultiplier tube. In order to

implement MIIPS, the photomultiplier was replaced by an

optical fiber input and fed into a spectrometer. The second

harmonic spectrum simultaneously provides feedback to the

pulse shaper and measurement of the real-time MIIPS trace.

B. Dispersion compensation

The output of a typical ultrafast laser system is not an

ideal transform-limited pulse, even for a standard mode-

locked femtosecond oscillator. When laser accessories such

as optical parametric oscillators and regenerative amplifiers

are used, the phase distortions become even larger. In addi-

tion, as a laser pulse travels through an experimental setup,

dispersive optics further distort the pulse phase. The ability

to apply the desired pulse shape precisely at the QD sample

position, accounting for phase distortions accumulated from

transit through the apparatus, is imperative. This requires an

accurate measurement of the pulse phase so that appropriate

dispersion compensation may be introduced. We employ a

pulse shaping system equipped with MIIPS.43,44 As MIIPS is

a single beam technique, and is insensitive to the optical

mode, it is readily implemented at the QD sample position

after all dispersive optics in the apparatus, representing a sig-

nificant advantage over other pulse characterization techni-

ques for this type of application.55,56 In order to implement

MIIPS, the QD sample at the laser focus is replaced by a

nonlinear crystal and the SH spectrum is measured using an

optical fiber connected to a spectrometer (Fig. 1(b)). As

described in Ref. 43, a sinusoidal reference phase function is

imposed on the input pulses using the SLM and the SH spec-

trum is measured as a function of the phase argument (d).

Maxima in the resulting two-dimension plot of SH wave-

length versus d provide a measure of the second derivative

of the pulse phase u00(x). Integration then provides u(x),

which can be compensated using the SLM to obtain TL

pulses. For completeness, the pulses in this work were also

characterized using interferometric and zero-background

autocorrelation techniques.

The results of pulse characterization before and after

dispersion compensation are shown in Fig. 5. The FWHM of

the zero-background autocorrelation trace before compensa-

tion is 398 fs, corresponding to a pulse duration, assuming a

TABLE I. Optimum pulse parameters, including operation GT, obtained for

the amplitude shaping protocol for a range of biexciton binding energies.

Db (meV) F �hDx1ðmeVÞ �hDx2ðmeVÞ A0 H (p rad) GT (fs)

0.00 0.500 9.921 12.463 0.387 1.531 261.7

0.25 0.539 6.188 6.426 0.902 7.930 442.6

0.50 0.623 6.083 6.877 0.915 8.000 429.5

0.75 0.706 6.083 7.158 0.921 8.000 401.8

1.00 0.833 6.083 7.550 0.947 8.000 403.2

1.25 0.949 6.083 7.928 0.937 8.000 407.9

1.50 0.990 6.083 8.118 0.941 8.000 390.5

1.75 0.999 6.408 8.830 0.939 7.995 374.6

2.00 1.000 6.086 9.209 0.908 6.231 370.9

2.25 1.000 6.741 10.555 0.904 6.185 340.0

2.50 1.000 7.475 12.068 0.903 6.410 312.3

TABLE II. Optimum pulse parameters, including operation GT, obtained

for the phase shaping protocol for a range of biexciton binding energies.

Db (meV) F a (p rad) c (fs) u (p rad) H (p rad) GT (fs)

0.00 0.500 1.000 303.8 1.000 3.471 773.5

0.25 0.571 0.737 304.3 �0.109 4.227 588.1

0.50 0.643 0.737 304.3 �0.100 4.233 589.1

0.75 0.714 0.736 304.3 �0.087 4.241 589.2

1.00 0.781 0.736 304.3 �0.075 4.242 589.4

1.25 0.843 0.735 304.3 �0.062 4.228 589.6

1.50 0.897 0.734 304.3 �0.050 4.223 589.6

1.75 0.941 0.734 304.3 0.962 4.219 590.7

2.00 0.974 0.734 304.3 �0.025 4.209 591.2

2.25 0.994 0.734 304.3 0.987 4.198 591.8

2.50 1.000 0.734 303.3 �1.000 4.185 592.0
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hyperbolic secant shape, of 257 fs. After dispersion compen-

sation, the pulse duration is reduced to 137 fs, indicating the

removal of a substantial amount of phase distortion. (Note

the difference in the range of the time delay axes on the left

and right sides of Fig. 5.) The raised wings in the lower en-

velope of the interferometric autocorrelation in Fig. 5(c) is a

characteristic signature of linear chirp (second-order phase

distortion), indicating that this type of phase distortion domi-

nates in the pulses prior to compensation. The observation of

a clean TL interferometric autocorrelation in Fig. 5(d) indi-

cates that these second-order phase distortions have been

removed. The superior sensitivity to pulse chirp of the inter-

ferometric autocorrelation over the noncollinear autocorrela-

tion comes at the expense of an increased complexity of

optical alignment. The associated MIIPS traces are shown in

Fig. 5(e) (before compensation) and Fig. 5(f) (after compen-

sation). The results in Fig. 5(f) indicate evenly spaced (by p)

parallel diagonal lines, as expected for a TL pulse.43 The

second-order phase distortion in the pulses prior to compen-

sation is indicated in Fig. 5(e) by the appearance of unequal

spacing between the lines. A small difference in the relative

angle of the lines is also apparent in Fig. 5(e), reflecting a

small amount of third-order phase distortion. In contrast, no

residual phase distortion is apparent in the MIIPS trace for

the compensated pulses (Fig. 5(f)). The dramatic difference

between the pulse characterization results shown on the left

and right sides of Fig. 5 emphasizes the essential role played

by dispersion compensation in the implementation of opti-

mized pulse shapes for quantum control experiments.

C. Shaped pulse characterization

The spectral and temporal characteristics of the shaped

pulses are shown in Fig. 6 for the optimum pulse parameters

corresponding to a biexciton binding energy of 2.5 meV (see

Tables I and II). It is evident from Fig. 6(a) that the ampli-

tude mask leads to a large overall reduction in the total pulse

FIG. 5. Results of pulse characterization before ((a), (c), and (e)) and after

((b), (d), and (f)) the introduction of dispersion compensation using MIIPS.

(a) and (b) show the results of noncollinear autocorrelation measurements;

(c) and (d) show results of interferometric autocorrelation measurements; and

(e) and (f) show the measured MIIPS traces.

FIG. 6. Shaped pulse characteristics for the optimized control pulses

(Db¼ 2.5 meV). Results for the amplitude-shaped pulses are shown on the

left ((a), (c), (e), and (g)) and the phase-shaped pulses are shown on the right

((b), (d), (f), and (h)). (a), (b) Measured laser spectrum before and after

application of the shaping mask; (c), (d) measured and calculated zero-

background autocorrelations of shaped pulses; (e), (f) measured interferomet-

ric autocorrelations of the shaped pulses; (g), (h) calculated interferometric

autocorrelations of the shaped pulses.
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area, representing an inefficient use of laser resources in the

application of quantum control. In contrast, for the phase-

shaping protocol, no loss of pulse area occurs in the ideal

case. The characteristics of the shaped pulses in the temporal

domain are presented in Figs. 6(c)–6(h). For each shaping

protocol, the measured noncollinear and interferometric

autocorrelations are shown together with corresponding cal-

culated autocorrelation traces. These calculations were

obtained by numerically imposing the shaping masks onto

the experimental laser spectrum assuming the input pulses

have zero initial phase at all wavelengths.57 The application

of the amplitude mask introduces temporal structure on the

pulse that is manifested in the autocorrelation traces through

the appearance of weak shoulders. The phase-shaped pulse

exhibits a complex temporal profile, leading to an autocorre-

lation trace with an oscillatory structure, as seen in Figs. 6(d)

and 6(f).

Measurements of the pulse autocorrelation and spec-

trum provide an accurate real-time characterization tool for

verifying the proper application of the shaping protocols

during quantum control experiments. The need for stable

spatial and temporal overlap of the two beams in the auto-

correlator at the BBO crystal nevertheless makes this

approach highly sensitive to drifts in the optical system. In

addition, duplication of much of the optical setup is

required in order to create an equivalent focus to the sample

position at the location in the setup where the autocorrelator

is placed. This equivalent focus is needed to accurately

reproduce the dispersion effects of all optical elements in

the setup. Measurements of the shaped pulse characteristics

using MIIPS were also performed to gauge the sensitivity

of this technique to the mask parameters. The MIIPS traces

corresponding to the shaped pulses in Fig. 6 are shown in

Fig. 7. Calculated MIIPS traces are also shown, for compar-

ison. The observation of equally spaced parallel lines in the

MIIPS trace for the amplitude-shaped pulse in Fig. 7(a)

verifies that the spectral phase profile is constant. This in-

formation is apparent from the MIIPS trace without the

need for additional analysis, unlike the autocorrelation

traces in Figs. 6(c) and 6(e). The severe restriction in the

transmitted optical power through the shaper as a result of

the imposed amplitude mask limits the signal-to-noise ratio.

It is clear from the measured results in Fig. 7(b) that the

phase mask leads to a dramatic change in the measured

MIIPS trace when compared to the corresponding TL result

in Fig. 5(f). The appearance of a cross hatch pattern is re-

flective of the nonlinearity of the sinusoidal phase mask uti-

lized for the phase shaping protocol. The calculated MIIPS

traces in Figs. 7(c) and 7(d) provide good agreement with

the measured MIIPS data.

The sensitivity of the MIIPS trace to the mask parame-

ters for the phase-shaping protocol is illustrated in Fig. 8,

where the measured MIIPS results are shown as a function

of Db. These traces all show a cross hatch pattern, however,

the locations on the trace where the intensity is a maximum

varies for different values of Db. It is clear from the pulse

parameters in Table II that the optimum values of a and c
are approximately constant for all Db. The variations in the

visual features in the MIIPS traces in Fig. 8 are therefore

tied to variations in u. In order to gain more insight into the

dependence of the features in the MIIPS trace on the mask

parameters, we performed numerical simulations for a wide

range of values of a, c, and u. These simulations show that

a and c have similar effect on the trace. As the magnitude

of either a or c is increased from zero, the trace evolves

from parallel lines (TL case) to a cross hatch pattern. Fur-

ther increasing the magnitude then leads to dissociation

into modulated horizontal lines. This dependence may be

seen by comparing the MIIPS traces in Figs. 8(a) and 8(e),

which have different values of a. As u is varied from �p to

p, the cross hatch pattern shifts diagonally to the lower right

in the MIIPS trace, and the relative intensity of alternating

cross points reverses twice. Variations in u also lead to

changes in the asymmetry of the bright regions, as evident

in the MIIPS results in Fig. 8. The high sensitivity of

the MIIPS trace to the mask parameters for the phase-

shaping protocol makes it an excellent real-time diagnostic

tool in quantum control experiments on semiconductor

quantum dots.

IV. EXPERIMENTAL LIMITS ON QUANTUM GATE
PERFORMANCE

The pulse characterization results in Secs. III B and III C

have allowed the authors to quantify the experimental limits

on the fidelity of the C-ROT gate considered here. As other

quantum processes (such as adiabatic rapid passage) are

likely to be less sensitive than the C-ROT to sources of

noise, the calculated gate errors obtained from our detected

uncertainties represent a worst-case scenario for quantum

control. There are three dominant sources of error: (i) an

uncertainty in the implementation of the desired pulse shape;

(ii) pulse to pulse intensity fluctuations; and (iii) fluctuations

FIG. 7. Measured MIIPS traces of (a) amplitude-shaped and (b) phase-

shaped control pulses. Calculated MIIPS trace of (c) amplitude-shaped and

(d) phase-shaped control pulses (Db¼ 2.5 meV).
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in the center wavelength. (We note that some degree of spa-

tial chirp is occasionally detected in the experimental MIIPS

traces (e.g., Fig. 7), however, this does not represent a funda-

mental limitation unlike the other effects listed above.58)

Numerical simulations of the C-ROT gate were performed to

determine the gate error associated with each of the above

effects. The resulting changes in the gate fidelity are shown

in Table III. For these simulations, the error associated with

(i) was estimated from the measured accuracy of dispersion

compensation, as this takes into account both the uncertainty

in the calibration of the SLM and the measurement of the

pulse phase prior to compensation. Using the MIIPS com-

pensation approach (with a total of six iterations), a typical

value for the ratio between the measured pulse duration s
(after compensation but before shaping) and the theoretical

pulse duration sTL (based on the measured pulse bandwidth)

is 1.002 indicating a small deviation from the transform-

limit. The uncertainty in the imposed phase and amplitude

mask was then modeled by including an unintended residual

chirp in the phase profile59 and an associated percentage

change in the amplitude mask. Fluctuations in the pulse to

pulse intensity reflect the stability of the OPO laser source

used in this work, and are <0.5%. Due to the active feedback

of the cavity length, the center wavelength typically fluctu-

ates over the range 60.2 nm.

It should be noted that the implementation of dispersion

compensation (using MIIPS or other approaches) requires an

accurate measurement of the pulse characteristics at the sam-

ple position, or at an equivalent focus. In this work, we envi-

sion quantum hardware incorporating one or more quantum

dots in a lateral microcavity,7,11 possibly extendable to an

array of such cavities coupled by optical waveguides.13 Our

estimated uncertainties in the pulse shape implementation

are appropriate for optical excitation parallel to the growth

direction in such a configuration provided that an anti-

reflection coated wafer is employed. The use of a structure

incorporating a vertical microcavity would require a separate

analysis of the sources of error taking into account pulse

propagation effects. We note that the quantum dot selection

rules do not represent a significant source of error as we have

shown that the shaping protocols are effective in both cases

of cylindrically symmetric and elongated quantum dots.

The results in Table III indicate that the C-ROT fidelity

is more sensitive to sources of error for the phase mask than

for the amplitude mask. This is likely due to the fact that the

total pulse area is an adjustable parameter in the optimization

routine, and for the optimum phase mask, the pulse area

induces multiple Rabi rotations. It may be possible to reduce

these sensitivities through use of a different mask function

for the phase profile, however, our analysis was limited in

this work to the mask function in Eq. (4). The influences of

experimental error are in all cases �1% or less, comparable

to the effects of decoherence, as discussed in Sec. II and in

Ref. 37. These results reinforce the feasibility of high-

fidelity quantum operations in semiconductor quantum dots.

V. CONCLUSIONS

The application of pulse shaping protocols in infrared

quantum control experiments on semiconductor quantum

dots is investigated. Numerically optimized pulse shapes for

C-ROT operations on exciton qubits are implemented in a

FIG. 8. Measured MIIPS traces of phase-shaped control pulses for various

values of Db. The mask parameters at each Db are listed in Table II.

TABLE III. Calculated change in fidelity for the C-ROT gate associated

with different sources of error determined from the measured pulse charac-

teristics. The deviation from the ideal pulse shape is estimated using the

ratio s/sTL¼ 1.002, which describes the accuracy of the applied dispersion

compensation. Peak to peak pulse fluctuations (0.5%) and wavelength insta-

bilities (60.2 nm) reflect the characteristics of the OPO used in our experi-

ments and may not represent fundamental limits.

Source of error Amplitude mask Phase mask

Pulse shape inaccuracy 0.0034 0.0096

Peak to peak intensity fluctuations 0.00002 0.0002

Wavelength instability 0.0008 0.011
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4-f pulse shaper geometry using an apparatus operating at

�1 eV, matching the optical transitions of In(Ga)As self-

assembled quantum dots. Our pulse characterization results

show that accurate dispersion compensation is essential to

achieve the desired pulse shapes at the quantum dot sample,

and that MIIPS provides a sensitive real-time diagnostic tool

in these experiments. Our findings are used to evaluate

reductions in fidelity associated with imperfections in the

pulse shaping system and other noise sources, indicating that

these effects lead to only �1% change, comparable to the

effects of decoherence. These results indicate that high fidel-

ity operations in semiconductor quantum dots are readily

achievable with a gate time below 1 ps with the implementa-

tion of pulse shaping techniques, laying the foundation for

the application of these techniques to a variety of other quan-

tum processes.
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leiter, Appl. Phys. B: Lasers Opt. 84, 317 (2006).
48A. J. Ramsay, T. M. Godden, S. J. Boyle, E. M. Gauger, A. Nazir, B. W.

Lovett, A. M. Fox, and M. S. Skolnick, Phys. Rev. Lett. 105, 177402

(2010).
49The gate time for a given excitation pulse was determined by normalizing

the intensity profile and determining the width of a normalized square

pulse with the same total area.
50P. Borri, W. Langbein, S. Schneider, U. Woggon, R. L. Sellin, D. Ouyang,

and D. Bimberg, Phys. Rev. Lett. 87, 157401 (2001).
51H. Heidemeyer, U. Denker, C. Müller, and O. G. Schmidt, Phys. Rev.

Lett. 91, 196103 (2003).
52E. Peter, P. Senellart, D. Martrou, A. Lemaı̂tre, J. Hours, J. M. Gérard, and

J. Bloch, Phys. Rev. Lett. 95, 067401 (2005).
53T. Yang, O. Shchekin, J. D. O’Brien, and D. G. Deppe, Electron. Lett. 39,

1657 (2003).
54D. Dalacu, D. Poitras, J. Lefebvre, P. J. Poole, G. C. Aers, and R. L.

Williams, Appl. Phys. Lett. 82, 4803 (2003).
55R. Trebino, K. W. DeLong, D. N. Fittinghoff, J. N. Sweetser, M. A.

Krumbügel, B. A. Richman, and D. J. Kane, Rev. Sci. Instrum. 68, 3277

(1997).
56C. Iaconis and I. A. Walmsley, Opt. Lett. 23, 792 (1998).
57Calculations of autocorrelation and MIIPS traces were done by importing

the measured laser spectrum into a commercial pulse shaping program,

femtoPulse Master, purchased from Biophotonic Solutions Inc.
58Spatial chirp may be manifested in MIIPS as a difference in the amplitude

of the signal for d¼ 0 to p and d¼p to 2 p, as seen for example in Fig. 7.

These effects are likely tied to the sensitivity of the OPO mode profile to

tuning, and were only observed occasionally.
59A. E. Siegman, Lasers (University Science Books, Sausalito, 1986).

014313-8 Gamouras, Mathew, and Hall J. Appl. Phys. 112, 014313 (2012)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  129.173.74.49 On: Wed, 08 Jun 2016

15:26:29

http://dx.doi.org/10.1103/PhysRevA.57.120
http://dx.doi.org/10.1103/PhysRevLett.85.5647
http://dx.doi.org/10.1103/PhysRevB.62.R2263
http://dx.doi.org/10.1103/PhysRevLett.87.067401
http://dx.doi.org/10.1103/PhysRevA.62.012305
http://dx.doi.org/10.1103/PhysRevB.65.075307
http://dx.doi.org/10.1103/PhysRevLett.83.4204
http://dx.doi.org/10.1103/PhysRevLett.89.167402
http://dx.doi.org/10.1103/PhysRevLett.90.206802
http://dx.doi.org/10.1103/PhysRevB.74.205415
http://dx.doi.org/10.1103/PhysRevA.61.032307
http://dx.doi.org/10.1103/PhysRevLett.83.2270
http://dx.doi.org/10.1103/PhysRevLett.99.040501
http://dx.doi.org/10.1103/PhysRevLett.87.133603
http://dx.doi.org/10.1038/nature00912
http://dx.doi.org/10.1103/PhysRevLett.87.246401
http://dx.doi.org/10.1103/PhysRevLett.87.246401
http://dx.doi.org/10.1103/PhysRevLett.88.087401
http://dx.doi.org/10.1103/PhysRevB.66.081306
http://dx.doi.org/10.1103/PhysRevLett.92.227401
http://dx.doi.org/10.1103/PhysRevLett.92.227401
http://dx.doi.org/10.1103/PhysRevB.73.125304
http://dx.doi.org/10.1038/nature07530
http://dx.doi.org/10.1038/nature06472
http://dx.doi.org/10.1126/science.1083800
http://dx.doi.org/10.1103/PhysRevB.78.075301
http://dx.doi.org/10.1126/science.289.5486.1906
http://dx.doi.org/10.1103/PhysRevLett.106.067401
http://dx.doi.org/10.1103/PhysRevLett.106.166801
http://dx.doi.org/10.1103/PhysRevLett.96.087402
http://dx.doi.org/10.1063/1.1150614
http://dx.doi.org/10.1038/24329
http://dx.doi.org/10.1103/PhysRevLett.100.103004
http://dx.doi.org/10.1103/PhysRevLett.69.2062
http://dx.doi.org/10.1103/PhysRevLett.69.2062
http://dx.doi.org/10.1103/PhysRevA.68.041402
http://dx.doi.org/10.1063/1.468368
http://dx.doi.org/10.1146/annurev.pc.43.100192.001353
http://dx.doi.org/10.1126/science.288.5467.824
http://dx.doi.org/10.1103/PhysRevB.84.205322
http://dx.doi.org/10.1103/PhysRevLett.88.117901
http://dx.doi.org/10.1103/PhysRevB.78.155315
http://dx.doi.org/10.1103/PhysRevA.78.022315
http://dx.doi.org/10.1103/PhysRevB.78.165311
http://dx.doi.org/10.1103/PhysRevB.71.155305
http://dx.doi.org/10.1364/OL.29.000775
http://dx.doi.org/10.1364/JOSAB.23.000750
http://dx.doi.org/10.1364/JOSAB.23.000750
http://dx.doi.org/10.1063/1.1584514
http://dx.doi.org/10.1063/1.1584514
http://dx.doi.org/10.1007/s00340-006-2327-6
http://dx.doi.org/10.1103/PhysRevLett.105.177402
http://dx.doi.org/10.1103/PhysRevLett.87.157401
http://dx.doi.org/10.1103/PhysRevLett.91.196103
http://dx.doi.org/10.1103/PhysRevLett.91.196103
http://dx.doi.org/10.1103/PhysRevLett.95.067401
http://dx.doi.org/10.1049/el:20031058
http://dx.doi.org/10.1063/1.1588369
http://dx.doi.org/10.1063/1.1148286
http://dx.doi.org/10.1364/OL.23.000792

