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Abstract

Three models for the generation and propagation of hydrodynamic noise near the
ocean surface are presented, and are compared for their ability to predict hull noise
generated by CFAV Quest. The simulated fluctuating pressure field on the hull is also
validated against experimental results. The near field flow is first solved using the
NWT CFD package, and the hydrodynamic noise is calculated using the Lighthill-
Curle acoustic analogy. The far field sound is obtained using three methods: a
method of images solution to the Lighthill-Curle equations, a simple source model
of the transmission loss, or a normal mode model of the transmission loss. Both
the simple source and method of images models improve the SPL predictions of the
Lighthil-Curle equations. Best performance is obtained from the method of images,
improving predictions by approximately 40 dB. The normal mode model is shown to
give poor results, due to assumed sea-floor boundary conditions.
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Chapter 1

Introduction

In the design of ocean going vessels, and military craft in particular, acoustic perfor-

mance is a critical factor. In the marine environment, the attenuation of light and

radio waves is much higher than that of sound waves, and acoustics therefore rises

in importance as one of the primary sensor mediums. Acoustic factors will impact a

variety of ship systems, including sensors and detection, communication, and stealth

operations. Knowledge of the noise a ship creates during operation is therefore critical

for the successful operation of many vessels.

The unique sound profile of a ship in operation is referred to as the ship’s acoustic

signature. It has many contributing factors, including but not limited to ship-board

machinery, cavitation around propellers, crew operations, the flexing of hull plates and

members, and hydrodynamic hull noise. Hydrodynamic hull noise is the sound created

by fluid flow along a rigid ship hull, and it is this noise source on which this study

focuses. Hull noise is not a major contributing factor to a ship’s radiated acoustic

signature, which is typically negligible compared to machinery and propeller noise,

however it is important in specific contexts. The ship’s SONAR (sound navigation

and ranging) dome will be especially sensitive to hull noise. Located on the bow of the

ship, ahead of the machinery and propellers which dominate the radiated signature,

the sonar dome will hear primarily hear the noise generated in the bow of the ship.

This bow noise will form the limits of the sonar domes detection envelope; in order

to truly detect a signal, the SONAR dome must be able to separate it from the

background noise. At the bow of the ship, the hydrodynamic hull noise will be a

significantly greater contributor to the signature heard at the SONAR dome, and is

therefore critical for good SONAR performance.

Hydrodynamic hull noise is generated by the motion of any rigid body traveling

through fluid. Disturbances caused by turbulence within the boundary layer region

along the ships hull will cause fluctuations in pressure and stress, which will radiate

1
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away from the ship as sound. The character of this sound is affected by several pa-

rameters including the ships velocity, ambient conditions, and hull geometry. Due

to its intimate link with fluid turbulence, a difficult and poorly understood phe-

nomenon itself, hydrodynamic hull noise is relatively poorly studied in comparison to

other noise sources. By borrowing techniques developed by the field of computational

aero-acoustics, it is possible to accurately simulate and predict hull noise based on

operating conditions and CAD models of the ship’s hull. Computational methods

provide a powerful tool for research and investigation of hydrodynamically produced

sound, and the insights gained from these models will lead to a greater understanding,

and ultimately control, of this portion of a ships acoustic signature.

1.1 Literature Review

Computational aero-acoustics is a quickly growing field that has developed a number

of approaches to the problem of noise generation by fluid flow. While originally

developed for aerospace applications, the equations and methods are adaptable to

use in a variety of conditions, including simulations of wind turbines, race cars, and

even watercraft (in the application of which it is referred to as computational hydro-

acoustics). These approaches will vary greatly in their complexity and cost, both in

terms of time and computer power. What follows is a review of some, but by no

means all, of the simulation methodologies utilized in flow noise problems.

Hull noise is generated and propagated by effects routed purely in fluid dynamics,

and it would follow that it is possible to simulate and predict it using the meth-

ods and tools of computational fluid dynamics, or CFD. It is theoretically possible

to discretely solve the compressible fluid flow equations on a grid accurate enough

to reproduce the pressure and density fluctuations that make up sound, however in

practice this approach is a poor and often unfeasible option. The conversion from

fluid flow energy to acoustic energy is very inefficient; the vast majority of the energy

remains in the fluid flow. For flows of low Mach number, the efficiency of transfer is

proportional to the fourth power of the Mach number, ηacoustic ∝ M4 [8]. Addition-

ally, the wavelength of sound produced in a flow will be proportional to the ratio of

eddy size le to Mach number, λ ∝ le
M

[16]. This ratio leads to a large disparity in

scale between the salient features of the flow field and those of the sound field. These
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effects combine to require a prohibitively fine grid on which to discretize the equa-

tions. Accurately including the turbulence effects that create the noise is a further

complication, as turbulence modeling in CFD is itself a developing field. Directly

solving for the turbulent motions adds further strict requirements into the discretiza-

tion and is currently limited to flows of prohibitively low Reynolds number[30]. While

a direct solution of the Navier-Stokes equations would be the most physically correct

approach, such a solution is technologically un-feasible for the problem at hand.

The alternative strategy typically is to split the problem into two. The fluid

flow of interest is first solved using CFD procedures utilizing either direct numerical

simulation (DNS) of turbulence or turbulent modeling. While acoustics is technically

a compressible flow phenomenon, work by Ask et al [4] has shown that in flows of

low Mach number, the incompressible fluid flow equations may be used to evaluate

the flow features of the source terms with negligible error in subsequent acoustic

predictions. From the resulting flow field, acoustic source functions are extracted and

used to solve for the overlaying acoustic field using a second independent model. In

this manner, the acoustic field and flow field are one-way coupled: while the flow field

creates and modifies the acoustic, the acoustic field cannot change the flow. Such a

seperation is valid only in flow regions without significant non-linearity[30]. For low

Mach number flows, which includes most hydroacoustic problems, the only regions

with significant non-linearity would be those dominated by turbulence. In the present

study, this would include the ships wake and boundary layer.

Two stage modeling offers a number of advantages. Since the fields are solved

separately, appropriate grids and models can be chosen for each independently of the

other, thus resolving the problem presented by scale differences. Feasibility studies

have shown that both large eddy simulation and detached eddy simulation turbulence

models should be adequate for hydro-acoustic study[3] [12] [33]. Two stage modeling

allows the acoustic model to be re-run for differing acoustic conditions while retain-

ing the basic flow information; since CFD modeling is by far more computationally

expensive, this restarting option represents a considerable time savings. The disad-

vantage of such a process is that it is not general, and cannot be easily applied in

flows where it is difficult to define linear and non-linear regions.

Once the problem has been seperated, a number of different approaches can then
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be taken to solve for the acoustic field, with factors such as transmission distance,

frequency bandwidth, and depth all playing a part. The simplest method conceptually

is to discretize the wave equation over the area of interest. To avoid aliasing and other

errors, the grid must be small enough to sample the highest frequency with two to

eight points per wavelength, and should be uniform[20]. This method quickly becomes

computationally expensive as higher frequencies and longer ranges are required. It

is also difficult to define appropriate boundary conditions such that there are no

false reflections from the far field[15][10]. More complicated methods of discretization

exist to help address these issues, however they often require specific environmental

conditions or more accurate knowledge of the boundary conditions than is available.

For simulating ships in the open ocean, with the ranges of interest on the scale of

kilometers, and large frequency bands, direct discretization is a poor choice.

Most noise models instead use one of several integral solutions to the wave equa-

tion. The first and most famous of these is Lighthill’s acoustic analogy [18]. Lighthill

was able to derive a form of the wave equation from a combination of the continuity

and momentum conservation equations for fluid flow such that the source terms in his

equation formed a stress tensor that could be obtained directly from turbulent flow

information. With this equation he was able to show that the sound generated by

this turbulent stress in a fluid flow was analogous to the sound in a stationary fluid

with a proportional field of acoustic sources.

Curle extended Lighthill’s solution in [9] to include the presence of solid bound-

aries. He was able to show that solid boundaries will result in an additional surface

distribution of dipoles representing the force per area exerted on the fluid by the

boundaries. Furthermore, he was able to show through dimensional analysis that this

surface distribution will, in the limit of low Mach number, dominate the volume dis-

tribution in terms of the intensity of sound generated. In this way, the non-linearity

caused by turbulence in the boundary layer can be safely neglected, and the acoustic

problem can be solved directly at the ships hull.

Subsequently, Ffowcs Williams and Hawking were able to generalize Lighthill and

Curle’s work for objects in arbitrary motion[32]. Their equations have since become

the standard on which most aeroacoustic noise models are now constructed. However,

for simple low constant speed problems, such as the motion of a ship in the ocean,
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the generalization to Ffowcs Williams-Hawking’s equations is not needed, and in

fact if incompressible flow is assumed they will reduce to Curle’s equations. For

application to the generation of noise by CFAV Quest, solving the Lighthill-Curle

acoustic analogy in conjunction with the incompressible Navier-Stokes equations and

an LES turbulence model will adequately capture the generation of hydrodynamic hull

noise, with negligible error compared to the direct solution for the acoustic motions

from the compressible Navier-Stokes equations[23].

Lighthill’s and Curle’s equations are exact in their solution for the noise in that

they contain all the relevant effects of the generation and propagation of noise from

flow in the free field. This includes effects such as the complicated reflection, diffrac-

tion and interference caused by the solid boundaries, and dispersion of acoustic energy

through spherical spreading. It is important to note however that while these models

can accurately model the source characteristics, they have been solved on a homoge-

neous infinite medium. The real ocean is obviously neither homogeneous nor infinite.

As a result, neither of Lighthill’s nor Curle’s equations is capable of predicting the

noise produced when there are interactions with sea boundaries, such as the surface

or ocean floor, or effects due to inhomogeneity of the ocean, such as variable sound

speeds or absorption spectra. In this manner, the Ligthill-Curle acoustic analogy is

an exact solution for the problem of sound generation by flow in the free field, while

the problem at hand requires the solution for sound generation by flow in a bounded

field. It is therefore important to consider not only the generation of noise by fluid

flow but also its propagation through space and time.

Recent work in the field has focused on the development of generalized acoustic

analogies that can be adapted to suit the circumstances and propagation effects of

interest. This work supposes that any acoustic analogy can be viewed as a wave

operator applied to a flow solution, which is equal to a source function whose de-

pendent variable is also the flow solution[11]. The difficulties then are whether or

not the operator can be accurately inverted, and whether or not the source function

accurately represents the propagation physics of interest. Lighthill’s, Curle’s and

Ffowcs Williams-Hawking’s equations can all be viewed in this manner, and work

by Lilley[19], Goldstein[13], and others have demonstrated techniques for more gen-

eral problems. The choice of acoustic analogy is now typically problem specific, and
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different propagation physics can be included in either the source function or the

propagation operator. Work on these methods is ongoing, and current results have

shown that this approach can be very susceptible to errors from the CFD stage[30].

Additionally, nearly all of the research on such models has been done from the point

of view of aeroacoustics. Propagation physics in the ocean is very different from prop-

agation physics in the atmosphere, with phenomenon such as sea surface and floor

interaction, and significant non-homogeneity of the fluid medium. Furthermore, such

a method could not be generally applicable, as the propagation physics is tied to the

source function. It is unclear whether the present techniques could be adapted to

solve such problems, and so a different approach is needed.

The alternative is the inclusion of a third stage of modeling, which will simulate

the effect of different propagation phenomena. Ocean acoustic propagation is well

studied by oceanographers, and a number of computational frameworks are avail-

able. The simplest again assume a homogeneous ocean and quantify the effect of a

phenomenon, such as absorption, using simple equations that can be added to the

predicted signal[10]. However, work by Pederson [26] has shown that the homoge-

neous assumption can lead to drastic losses of accuracy in the far field for near surface

simulations. In order to quantify the effect of a inhomogeneous ocean, more complex

models are required.

The most widely used are ray theory models, wherein the sound wave fronts

emitted from a source are discretized into a set of rays that travel outwards. The

interaction of each ray with a boundary can then be modeled using simple equations

for reflection and transmission. Inhomogeneity is included by discretizing the water

column vertically, and including a refraction effect every time a ray moves between

vertical layers. The resulting sound intensity at an observer can be determined from

the number of arriving rays. Ray models suffer from a number of drawbacks however.

They are prone to over predict shadow zones, or areas where sound will not arrive,

and have difficulty resolving caustics, or areas where many rays will arrive[15]. Ped-

erson has shown that these problems are particularly pronounced in longer ranges

(> 5km) for near surface simulations[26], which are of particular importance for the

present study. Ray models are also frequency limited, and give increasingly poor re-

sults as the spectrum of interest is lowered[10]. While ray models are limited by their
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low frequencies, two step CFD and source models are limited in their high frequency

resolution, as higher frequencies require increasingly small and computationally ex-

pensive time steps. Due to these conflicting restraints, ray theory is a poor choice for

application with ship noise models.

Normal mode models are a prominent alternative modeling scheme. In normal

mode models, the frequency response of the water column to excitation from acoustic

sources is calculated for the spectrum of interest. This response takes the form of

a number of modes of excitation. The horizontal propagation of these modes to an

observer position can then be calculated, assuming no changes in the water column

response. Accurate description of the boundaries of the water column, namely the

sea surface and ocean floor, enable these models to accurately capture all effects of

the bounded ocean. This model again uses a vertically discretized water column to

account for changes in ambient conditions. While the interaction of the modes is

less intuitive, the resulting model will be able to accurately reproduce the effects

of reflection, refraction and transmission in the propagation. Pederson et al [27]

have shown that normal mode models are capable of accurately predicting acoustic

propagation in surface ducts to far greater ranges than ray theory models, and are not

prone to over predict shadow zones and caustics. They are, additionally, not lower

frequency limited.

Additional propagation models have been developed for a variety of other cir-

cumstances. Parabolic models assume that acoustic energy will propagate close to a

reference speed in the fluid – either the shear or compressional speed depending on

the problem. This assumption allows the elliptical wave equation to be recast as a

parabolic equation, which can be solved easily from an initial solution using marching

schemes. Marching schemes greatly simplifies the computation, provided the initial

solution is known. Wave number integration or fast field techniques have a similar

theoretical basis to normal mode models, but use different, and slightly more com-

plex, mathematical techniques to solve them. These alternative techniques are more

restrictive in their assumptions, and do not allow as wide a range of environmental

conditions[10] [15]. They also require a more intimate knowledge of initial conditions

than can generally be assumed, making them poor choices for the hydrodynamic noise

problem.
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1.2 Problem Statement

Previous work at Dalhousie University by Stefan Murphy, Dr. Julio Militzer and Dr.

Mae Seto has developed a two step hydro-acoustic model with the goal of predicting

the contribution of hydrodynamic hull noise to the acoustic signature of CFAV Quest,

a DRDC (Defense Research and Development Canada) research ship [23]. This model

combined Dr. Militzer’s implementation of the Numerical Wind Tunnel (NWT) CFD

package with an acoustic post processor developed by Murphy that was based on a

modified version of Curle’s solution to Lighthill’s equation.

The NWT is a powerful CFD package developed over many years by Dr. Militzer

and his colleagues, and contains a number of features useful for the combination

with an acoustic post processor. In the CFD step, the Navier-Stokes equations are

discretized using a finite volume method over an unstructured Cartesian grid. This

mesh is anisotropic adaptive, and is combined with an immersed boundary method

for the specification of boundary conditions. These features greatly aid problem

setup by reducing the time required for grid generation. It also uses a 3D unsteady

implicit discretization of the equations, with Crank-Nicholson time advancement at a

constant time step, which is a highly accurate method for unsteady flow. Additionally,

it has parallelization and automatic load rebalancing for distributed processing, which

greatly speeds up computation[6]. Finally, it features a hybrid LES turbulence model

developed specifically for use in acoustic applications[23].

Murphy went on to validate this combination of the NWT package with his acous-

tic post processor against a benchmark problem of flow around a circular cylinder.

The final results of his simulations were shown to over-predict the sound pressure

levels found in an at-sea trial of the Quest[23]. It was hypothesized that this over-

prediction was due to interactions with the sea surface, which were not included in

the post processor. The aim of the current work is to develop a propagation model to

accurately capture those effects. To this end, three propagations models have been

developed for comparison. Two of these models, a simple source model and a normal

mode model, have been adapted from literature; the third, a method of images solu-

tion to the Lighthill-Curle equations, is of the authors design. The accuracy of the

CFD simulations will also be investigated using newly-available experimental data

for the ship’s hull pressure fluctuations. The following sections are laid out such that
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chapter 2 will present the theory of sea surface effects and the derivation of the imple-

mented models, chapter 3 will present and compare the results of the CFD simulation

and the experimental hull pressure fluctuations, chapter 4 will present and compare

the results of the propagation models with experimental sound measurements, and

chapter 5 will present conclusions and recommendations for future work.



Chapter 2

Theory of Acoustic Modeling

Any process that creates an unsteady pressure field in a fluid medium can result

in sound. The hybrid methodology simplifies the hydrodynamic sound problem by

separating the generation and propagation of that sound from the physical flow that

creates it. As this study focuses on the modeling of the generation and propagation

of that sound, and the impact of a free sea surface, it will not present details on

the methodology of computational fluid dynamics. For a detailed discussion of the

Numerical Wind Tunnel CFD package and its use in conjunction with the acoustic

post-processor, please see [23] or [6].

This chapter first focuses on the generation of acoustic energy. It begins with a

discussion of acoustic sources, their efficiencies, and how to describe them mathemat-

ically. It will then go on to derive the Lighthill and Curle equations, and present

details of their implementation in the post processor. Following the discussion on

the generation of acoustic energy, the focus will shift to its propagation. The Lloyd’s

Mirror effect of the sea surface will be introduced, including a discussion of two prop-

agation modeling methods. This discussion will be followed with details on the effect

of a variable speed of sound on acoustic propagation, and the presentation of the

Normal Mode model to account for it. The method of images model, and the results

from all three propagation models, are the fundamental results of this study.

2.1 Source Modeling

In the hybrid methodology implemented in this study, the generation of sound from

flow has been split from the flow itself, as well as from the propagation of that sound

into the far field. This section will focus on the theoretical background of the sound

generation stage.

10
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2.1.1 Acoustic Sources

Noise sources in a fluid can be classified by the physical mechanism that they use to

convert non-radiating flow energy into radiating acoustic energy. These classifications

each correspond mathematically to the dominant order of a multipole source. The

order of the pole will describe the directionality of the source, as well as the efficiency

of the flow-to-acoustic energy conversion. Only the first three such poles play a

significant role in subsonic flow acoustics[29].

Monopoles

Monopoles are zero order multipoles and physically correspond to fluctuations in

volume, mass, or heat. They can be represented as a pulsating sphere, and are om-

nidirectional and spherically symmetrical. Monopoles can. however. have directional

character when they are assembled into arrays, due to interference. Monopoles can

only be present at fluid boundaries, due to the physical mechanisms that create them.

Figure 2.1 shows a simple 2D representation of a monopole and its radiation pattern.

Figure 2.1: Monopole radiation pattern

The efficiency of an acoustic source is calculated from the radiation efficiency,

defined as the ratio of acoustic power to the total power of the acoustic and flow

fields. Expressed in terms of characteristic frequency ω, reference length l0, flow

speed u0 and Mach number M , the radiation efficiency of a monopole source is:

ηrad =

(
ωl0
u0

)
M (2.1)

Examples of monopole sources include pulsating bubbles, unsteady combustion

processes, cavitation, and heat or mass injection. Fluid structure interaction can
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result in unsteady flexing of hull plating, which is also a major source of monopole

noise. Monopole sources on CFAV Quest include propeller cavitation, hull plate

flexion, fluid injection by bow thrusters, fluid flow over thruster apertures, and the

presence of air bubbles in the fluid along the hull. However, this study does not

include the effects of either the propeller or fluid structure interaction, the CAD

model in use removes the bow thrusters for simplicity, and the effects of air bubbles

are not considered. As such, monopole sources of sound will not be considered.

Dipoles

Dipoles are first order multipoles, and correspond to fluctuating forces. A solid bound-

ary is again required, in order to introduce the fluctuating forces that convert into

sound pressure. Dipoles are represented mathematically as two equal monopoles of

opposite phase, located a small (relative to their wavelength) distance apart. The

fluid between them is subject to a fluctuating force due to their changing phases,

resulting in radiation of acoustic energy in a cosine directional pattern, as shown in

figure 2.2. The radiation efficiency of a dipole source is given as

ηrad =
1

2

(
ωl0
u0

)3

M3 (2.2)

Figure 2.2: Dipole radiation pattern

Dipole sources are extremely common in most fluid noise applications, and can

include phenomenon like rotor blades, control surfaces, and vortex shedding. A major

source of dipole noise in ships is the propeller. However, the propeller has a very well

defined frequency range, and is so dominant that it is easily detected and distinguished
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in measurements. The noise produced by unsteady fluid flow over a solid surface is

a dipole source, and is the dominant sound source in the hydrodynamic hull noise

problem.

Quadropoles

Finally, quadropoles are multipoles of second order and have as their physical basis

fluctuating stress. Fluctuating stresses are the result of turbulent motion within the

fluid itself, and therefore can be caused independently of any solid boundaries. They

can be represented as either four monopoles of alternating phase or two dipoles of

opposite phase, and can be arranged either in a line or as a square (shown in figure

2.3). The result has no net fluctuation of fluid or forces, but does have fluctuating

Reynolds stress due to turbulence, which results in the generation of sound waves.

The efficiency of quadropole sources is given by:

ηrad =
1

27

(
ωl0
u0

)5

M5 (2.3)

The turbulent fluid that surrounds any object, or even in the absence of an object,

is itself a source of quadropole noise. However, as can be seen from equation 2.3, the

efficiency is proportional to the fifth power of the Mach number. Therefore for most

subsonic applications with M << 1 the generation of quadropole noise is so inefficient

as to be negligible.

Figure 2.3: Quadropole radiation pattern
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2.1.2 Lighthill’s Equation

The problem of predicting noise generated strictly from fluid flow was first tackled by

M.J. Lighthill in 1951[18]. Lighthill postulated that the sound generated by fluid flow

was caused by turbulent fluctuations within the flow, in the form of a stress tensor.

The fluctuating stress tensor was then used as a forcing function on a uniform free field

at rest. His equation showed that a distribution of quadropole sources on a uniform

resting field, whose strength was proportional to the fluctuating stress tensor, would

produce hydrodynamic noise analogous to that produced by the flow. What follows

is a brief version of Lighthills derivation of the acoustic analogy.

Beginning with the governing equations of fluid flow with no external forces, the

continuity equation is expressed as:

∂ρ

∂t
+

∂

∂xi

(ρui) = 0, (2.4)

and the Reynolds form of the momentum equation as:

∂

∂t
(ρui) +

∂

∂xi

(ρuiuj + pij) = 0, (2.5)

where ρ is density, ui is velocity, and pij is pressure. By the elimination of the mo-

mentum density (ρui) from each, Lighthill arrives at an inhomogeneous wave equation

of the form
∂2ρ

∂t2
− a20∇2ρ =

∂2

∂xi∂xj

(Tij), (2.6)

where a0 is the ambient speed of sound. The source term contains the stress tensor

Tij = ρuiuj + pij − a20ρδij, (2.7)

which is known as Lighthills stress tensor. The general solution of 2.6 is given by

ρ−ρ0 =
1

4πa20

∫
V

∂2Tij

∂yi∂yj

dy

|x− y|+
1

4π

∫
S

(
1

r

∂ρ

∂n
+

1

r2
∂r

∂n
ρ+

1

a0r

∂r

∂n

∂ρ

∂t

)
dS(y), (2.8)

where r = |x− y|, n is the normal vector pointing outward from the fluid, and the

quantities
∂2Tij

∂yi∂yj
, ∂ρ
∂n
,ρ,∂ρ

∂t
are taken at the retarded time t−r/a0. Here, the integration

volume V is taken to be external to any solid boundaries such as a ship hull, and the

integration surface S is taken over the surface of such a solid boundary.
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In his original derivation, Lighthill was interested in the solution for flows without

the presence of solid boundaries, and so the surface integral was taken to be 0 and

the solution reduced to the retarded potential,

ρ− ρ0 =
1

4πa20

∫
V

∂2Tij

∂yi∂yj

dy

|x− y| . (2.9)

It can be seen that the sound radiates as if from a distribution of quadropole sources

whose strength is given by Tij. Lighthill went on to simplify this solution by imagining

a quadropole field as the limit of four separate single source fields coming infinitely

closer together. Equation 2.9 then simplifies down to

ρ− ρ0 =
1

4πa20

∂2

∂xi∂xj

∫
V

Tij(y, t− |x−y|
a0

)

|x− y| dy. (2.10)

2.1.3 Curle’s Equation

Curle went on to expand upon Lighthill’s analogy by including the effects of solid

boundaries on the flow, such as from the walls of the ship. Solid boundaries will

influence the sound predicted by Lighthill’s equation in two ways: first, the surface

integral from 2.8 will not disappear, and second, the volume integral will be modified

to account for reflections of the quadropole noise off of the solid boundary. The

surface integral is first simplified by∫
S

{
1

r

∂ρ

∂n
+

1

r2
∂r

∂n
ρ+

1

a0r

∂r

∂n

∂ρ

∂t

}
dS(y)

=

∫
S

li

{
1

r

∂ρ

∂yi
+

1

r2
∂r

∂yi
ρ+

1

a0r

∂r

∂yi

∂ρ

∂t

}
dS(y)

=

∫
S

li
1

r

∂

∂yi
(ρδij)dS(y)−

∫
S

li

{
1

r2
∂r

∂xi

ρ+
1

a0r

∂r

∂xi

∂ρ

∂t

}
dS(y)

=

∫
S

li
1

r

∂

∂yi
(ρδij)dS(y) +

∫
S

li
∂

∂xi

(
1

r
ρδij)dS(y), (2.11)

where li are the direction cosines of the outward normal from the fluid ((l1, l2, l3) = n),

and the retarded time identity

∂

∂xi

{
1

r
f(t− r

a0
)

}
= −

{
1

r2
f +

1

a0r
f ′
}

∂r

∂xi

,

was used on the second surface integral.

In equation 2.10 Lighthill simplified the volume integral by assuming the quadropole

sources to be the limiting case of a distribution of point sources coming infinitely close
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together. This assumption is not valid in the presence of solid surfaces, and so an

alternative is required. Curle realized that this assumption is analogous to twice

applying the divergence theorem to the volume integral, yielding first∫
V

∂2Tij

∂yi∂yj

dy

r
− ∂

∂xi

∫
V

∂Tij

∂yj

dy

r
=

∫
V

∂

∂yi

[
∂Tij

∂yj
/r

]
dy

=

∫
S

li
∂Tij

∂yj

dS(y)

r
, (2.12)

and second ∫
V

∂Tij

∂yj

dy

r
− ∂

∂xj

∫
V

Tij
dy

r
=

∫
S

ljTij
dS(y)

r
. (2.13)

Combing 2.12 and 2.13 gives

∫
V

∂2Tij

∂yi∂yj

dy

r
=

∂2

∂xi∂xj

∫
V

Tij(y, t− r
a0
)

r
dy

+
∂

∂xi

∫
S

ljTij

(
y, t− r

a0

)
dS(y)

r
+

∫
S

li
∂Tij

∂yj

dS(y)

r
, (2.14)

and substituting both 2.14 and 2.11 into 2.8 will then result in

ρ− ρ0 =
1

4πa2o

∂2

∂xi∂xj

∫
V

Tij(y, t− r
a0
)

r
dy

+
1

4πa20

∫
S

li
1

r

∂

∂yj
(Tij + a20ρδij)dS(y)

+
1

4πa20

∂

∂xi

∫
S

lj
1

r
(Tij + a20ρδij)dS(y). (2.15)

By substituting in Lighthill’s stress tensor, 2.7, equation 2.15 becomes

ρ− ρ0 =
1

4πa20

∂2

∂xi∂xj

∫
V

Tij(y, t− r
a0
)

r
dy

+
1

4πa20

∫
S

li
1

r

∂

∂yj
(ρvivj + pij)dS(y)

+
1

4πa20

∂

∂xi

∫
S

lj
1

r
(ρvivj + pij)dS(y). (2.16)

Since li
∂

∂yj
(ρuiuj + pij) = −li

∂
∂t
(ρui), and given that it is required that any surface is

fixed or vibrating on its own plane, then liui ≡ 0 and 2.16 reduces to

ρ− ρ0 =
1

4πa20

∂2

∂xixj

∫
V

Tij(y, t− r
a0
)

r
dy − 1

4πa20

∂

∂xi

∫
S

Pi(y, t− r
a0
)

r
dS(y), (2.17)

where Pi = −lipij. Equation 2.17 is Curle’s solution for the sound generated aerody-

namically in the presence of solid boundaries, and shows that the sound field can be
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thought of as a volume distribution of quadropoles whose strength is proportional to

the turbulent stress, and a surface distribution of dipoles whose strength is propor-

tional to the pressure force exerted on the fluid by the boundaries. Curle was then

able to show through a dimensional analysis that quadropole sources will have a neg-

ligible influence on the sound field as compared to the dipoles, due to the difference

in their efficiency as sources.

The acoustic post processor uses a modified version of Curle’s solution, wherein

the spatial derivatives have been transformed into temporal ones, and the equations

rearranged so that the derivatives are located within the integrals instead of without.

These modifications were made to simplify the coding and implementation procedures.

Details on the derivation of the modified version can be found in Larsson et al[17],

while the implementation and discretization can be found in [23].

2.2 Propagation Modeling

Two step hydroacoustic models are excellent tools for modeling the generation of

sound from the turbulent motions of fluid, but they are often inadequate for predict-

ing the observable noise at an arbitrary location. Once generated, acoustic waves

must travel or propagate through an often complex medium before arriving at an

observer, potentially a considerable distance from the sound source. To arrive at an

accurate result, the models used to generate flow noise must be coupled with accurate

propagation models that can capture the relevant acoustic effects of the environment

in which they travel.

The Lighthill and Curle solutions to the acoustic analogy problem both give ex-

cellent results for the generation of sound and its propagation in the near field close

to the source. While they are exact solutions of the aerodynamic sound problem

as posed by Lighthill and Curle, their description of that problem involved a homo-

geneous infinite medium, which is not the case here. In an infinite, homogeneous

medium, the propagation of an acoustic signal is relatively straightforward. A point

source would radiate sound equally in all directions, and the signal strength would

drop proportionally with distance. This drop is because while the acoustic energy

emitted by the source is constant, the area that that energy travels through is con-

stantly increasing. The intensity of the sound heard is defined as the sounds power
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per unit area, I = p2

ρa0
, and is analogous to the flux of acoustic energy through a point.

As the sound propagates through the ocean as a spherical wave, the surface area of

the sphere will increase with distance. While the flux remains constant the intensity

will therefore drop proportionally; this phenomenon is referred to as spherical spread-

ing. Spherical spreading, and all other propagation effects, is typically measured in

terms of a transmission loss, or the ratio of a reference intensity to the intensity at

the observer. The transmission loss due to spherical spreading is given by equation

2.18:

TL = −20 log r. (2.18)

The acoustic post processor, as built from Curle’s solution, is more than capable

of handling the effects of spherical spreading, however the assumption of an infinite

homogeneous medium can cause significant problems when applied to a real medium

such as the ocean. The ocean is not infinite, and the presence of the sea surface and

floor can cause significant propagation effects. Nor is it homogeneous. The properties

of the ocean can change continuously with both depth and range due to distributions

of salinity and temperature, and also discontinuously due to the presence of other

structures or marine life. Effects of inhomogeneity include absorption, wherein dif-

ferent frequencies of sound are dissipated due to the action of viscosity or density

variation, and refraction due to variations in the local sound speed. This study fo-

cuses generally on the effect of the sea surface, and specifically on the Lloyd’s Mirror

effect it creates. It will also include a discussion on variation due to sound speed

gradients, but does not explore other phenomenon such as absorption.

2.2.1 Lloyd’s Mirror Interference

The presence of a bounding half plane in an acoustic medium, such as the sea surface,

significantly alters acoustic propagation. In an unbounded flow the only path a signal

can take from a source to a receiver is the straight line or direct path (DP) between

the two. Sound, however, can reflect off of the ocean surface, which creates a second

surface reflected path (SRP) that the sound can and will travel along to arrive at the

source. These two propagation paths are illustrated in figure 2.4.
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Figure 2.4: Propagation paths in the Lloyd’s Mirror effect

When a wave hits a boundary and is reflected, it is not unaltered. The act of

reflection will cause the wave to undergo a 180◦ phase shift, and will also modulate

the amplitude according to how rough the ocean surface is. This effect varies from

a simple loss of amplitude in the case of rough seas, to the superimposition of some

portion of the sea states frequency content onto the signal, in the case of dominant

swell. For the purposes of this discussion, the sea state is taken to be calm and the

ocean surface is assumed to be acoustically smooth, meaning amplitude modulation

is negligible.

When the two signals recombine at the receiver, they will superimpose on each

other and cause interference. The surface reflected path will not only have a 180◦

phase shift due to the reflection, but will also have a second phase shift that is

due to differences in travel time along the two paths. When they recombine, they

will produce a unique interference pattern that is referred to as the Lloyds Mirror

Effect. Figure 2.5 shows a typical Lloyds Mirror interference pattern. This type of

propagation effect can have a significant impact on acoustic propagation, and is the

major effect of the ocean surface.

In general, the pattern can be divided into three distinct regions based on the

range. In the near field region, typically within 250 m of the source, the surface

reflected path will be much longer than the direct path, resulting in a much higher

attenuation from distance. When they recombine, the surface reflected path will not

have the strength to cause significant interference, and the effect is generally negligible

within this region. In the intermediate field from approximately 250 m to 5 km, the

travel time between the signals begins to be comparable. The peaks and nulls in the

interference are created by the phase difference between the signals cycling between

in-phase and out-of-phase conditions. Peaks correspond to a nearly in-phase state
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Figure 2.5: Example Lloyd’s Mirror interference pattern. Source depth 50m, receiver
depth 100m, frequency 300 Hz

where the signal is practically doubled, while nulls correspond to the out-of-phase

state where the signal is nearly eliminated. Finally, in the far field region, the signals

are increasingly out of phase as the two paths become identical, resulting in a steadily

increasing transmission loss. The far field loss can be approximated as twice that of

spherical spreading, or −40 log r.

A general expression for the Lloyd’s Mirror transmission loss can be difficult to

obtain for all but the simplest of sources. For a point source transmitting at a single

frequency, the acoustic pressure field can be determined from

p(r, z) =
eikR1

R1

− eikR2

R2

, (2.19)

with R1 =
√
r2 + (z − zs)2 and R2 =

√
r2 + (z + zs)2. Here, r is the horizontal range

between source and observer, z is the observer depth, zs is the source depth, and k is

the wave number of the source. Remembering that the transmission loss is just the
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ratio of the intensities, the Lloyd’s mirror transmission loss can then be calculated

with regards to a reference pressure p0 by

TL = 20 log
|p(r, z)|
|p0| . (2.20)

Combined, equations 2.19 and 2.20 represent the solution for the Lloyd’s Mirror

interference of a simple source vibrating at a single frequency, and can be applied

to the entire spectrum of interest. These equations are presented here in the form

taken from [15], however they are well known and appear in several different forms

throughout the literature. It is the first of three propagation models investigated in

this study, and will be referred to as the simple source model.

2.2.2 Method of Images

As stated in the previous section, equation 2.19 assumes a simple point source vibra-

tion at a single frequency, close to the sea surface. A simple point source is assumed

to be acoustically compact; that is, it is small when compared to the wavelength of

sound it produces. For a complex shape such as a ship, which will emit a sound over

a broadband instead of a single frequency, it is not reasonable to make this com-

pactness assumption. While equation 2.19 can still be used to generate reasonable

approximations of the Lloyd’s Mirror transmission loss, a more physically accurate

model would be preferable.

The derivation of equation 2.19 begins with a point source located near an acoustic

half plane, as was shown in figure 2.4. Rather than model the SRP path and its

reflection from the surface, the medium is modeled as infinite, and the source is

mirrored about the surface to create a second “image” source. This image source is

taken to be 180◦ out of phase with the real source. In this way, the straight line image

path in figure 2.6, can be taken as analogous to the surface reflected path in figure

2.4

The principle of superposition states that in a linear system, the total response of

a system to multiple inputs can be obtained from the superposition of the responses to

the individualized inputs. Using this principle to combine the sounds from the direct

path and image path of a simple acoustic source results in equation 2.19. From the

same principle, a Lloyd’s Mirror model for a complex, acoustically non-compact source
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Figure 2.6: Image and real source direct paths

can be obtained by creating an image of the ship, mirrored about the sea surface and

180◦ out of phase. The Lighthill-Curle equations can then be re-solved for this image

ship, and the two solutions superimposed at the receiver position. This methodology

comprises the second propagation model, called the method of images. To the authors

knowledge, a method of images solution to the Lighthill-Curle acoustic analogy for the

problem of hydrodynamic generation of sound in the vicinity of a reflecting half plane

has not been previously attempted, and so represents a significant new contribution

to the field of hydroacoustics.

2.2.3 Normal Mode Models

The second restricting assumption of the Lighthill-Curle equations was the homo-

geneity of the medium. The ocean is a complex medium and is often inhomogeneous,

both radially and vertically. Radial changes are often caused by ocean currents, bi-

ological processes, and physical structures, and are therefore difficult to account for

in a general model, and will not be considered. Vertical inhomogeneity can be more

easily measured, modeled and predicted. Heating and cooling from the sun and sea

surface will create gradients of temperature and salinity, which will ultimately result

in a varying speed of sound through the vertical water column.

As sound moves through a medium with a varying speed of sound, it will undergo

refraction. This refraction will cause the path followed by a sound signal to curve,

resulting in drastically more complex Lloyd’s Mirror geometry. Studies by Pederson

[26] have shown that the assumption of a constant speed of sound in cases involving
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Lloyd’s Mirror can lead to a loss of far-field accuracy as high as 40 dB.

Normal mode models are one set of models developed by physical oceanographers

for dealing with varying sound speed gradients. What follows is the derivation of a

normal mode model as presented in [15]. The ocean is taken to be radially symmet-

rical, giving the wave equation for acoustic pressure,

∇2p(r, z)− 1

c(z)2
∂2p(r, z)

∂t2
= 0, (2.21)

where c(z) is the local speed of sound. The wave equation is then transformed via

the Fourier transform into the Helmholtz equation,

1

r

∂

∂r

(
r
∂p(r, z)

∂r

)
+ ρ(z)

∂

∂z

(
1

ρ(z)

∂p(r, z)

∂z

)
+

ω2

c2(z)
p(r, z) = −δ(r)δ(z − zs)

2πr
. (2.22)

It is assumed that there is a solution to the unforced equation of the form p(r, z) =

Φ(r)Ψ(z). This solution is substituted into equation 2.22; dividing through by Φ(r)Ψ(z)

results in

1

Φ(r)

[
1

r

d

dr

(
r
dΦ(r)

dr

)]
+

1

Ψ(z)

[
ρ(z)

d

dz

(
1

ρ(z)

dΨ(z)

dz

)
+

ω2

c2(z)
Ψ(z)

]
= 0. (2.23)

Since the terms inside the square brackets are functions of only r and z, respectively,

this equation is solvable by the method of separation of variables. Setting the terms

equal to the separation constant ξ2 yields the modal equation,

ρ(z)
d

dz

[
1

ρ(z)

dΨ(z)

dz

]
+

[
ω2

c2(z)
− ξ2

]
Ψ(z) = 0, (2.24)

and the range equation,

d

dr

(
r
dΦ(r)

dr

)
− rΦ(r)ξ2 = 0. (2.25)

The modal equation, 2.24, is a regular Sturm-Liouville problem. Its boundary

conditions are taken to be the pressure release condition at the surface, Ψ(0) = 0,

and a perfectly rigid sea floor, dΨ
dz
|z=D = 0, where D is the channel depth. The

equation will have an infinite number of solutions Ψm(z) which are analogous to the

modes of vibration for a string of length D. Each solution is unique and is paired with

a horizontal propagation constant ξ2. The functions Ψm(z) are referred to as the

modes or eigenfunctions of the solution, and ξ2 as the mode numbers or eigenvalues.

The mth mode will have m zeroes on the interval [0, D] and the mode numbers will
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all be real and ordered such that ξ21 > ξ22 > ξ23 .... The mode scaling is arbitrary, but

will be here normalized such that

∫ D

0

Ψ2
m(z)

ρ(z)
dz = 1. (2.26)

Additionally, the modes are orthogonal, requiring that

∫ D

0

Ψm(z)Ψn(z)

ρ(z)
dz = 0, m �= n. (2.27)

The final important property of the solution to the modal equation is that the modes

form a complete set, and therefore we can represent the pressure as a sum of the

normal modes,

p(r, z) =
∞∑

m=1

Φm(r)Ψm(z). (2.28)

Using this relation, equation 2.22 can be rewritten as

∞∑
m=1

{
1

r

d

dr

(
r
dΦm(r)

dr

)
Ψm(z)

+Φm(r)

[
ρ(z)

d

dz

(
1

ρ(z)

dΨm(z)

dz

)
+

ω2

c2(z)
Ψm(z)

]}
= −δ(r)δ(z − zs)

2πr
, (2.29)

which can be simplified by use of the modal equation 2.24 to yield

∞∑
m=1

{
1

r

d

dr

(
r
dΦm(r)

dr

)
Ψm(z) + ξ2mΦm(r)Ψm(z)

}
= −δ(r)δ(z − zs)

2πr
. (2.30)

The operator
∫ D

0
(·)Ψn(z)

ρ(z)
dz is then applied to equation 2.30, and due to the or-

thogonality property, 2.27, only the nth term will remain in the sum,

1

r

d

dr

[
r
dΦn(r)

dr

]
+ ξ2nΦn(r) = −δ(r)Ψn(zs)

2πrρ(zs)
. (2.31)

The solution to equation 2.31 is given in terms of a Hankel function,

Φn(r) =
i

4ρ(zs)
Ψn(zs)H

(1)
0 (ξnr). (2.32)

The solution for the acoustic pressure is therefore

p(r, z) =
i

4ρ(zs)

∞∑
m=1

Ψm(zs)Ψm(z)H
(1)
0 (ξmr), (2.33)
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which is rewritten in terms of the asymptotic approximation

p(r, z) � i

ρ(zs)
√
8πr

e−iπ/4
∞∑

m=1

Ψm(zs)Ψm(z)
eiξmr

sqrtξm
. (2.34)

Equation 2.34 can be expressed in terms of transmission loss, with the reference

pressure taken to be p0(r) =
eiξ0r

4πr
, as

TL(r, z) � −20 log

∣∣∣∣∣
1

ρ(zs)

√
2π

r

∞∑
m=1

Ψm(zs)Ψm(z)
eiξmr

sqrtξm

∣∣∣∣∣. (2.35)

Normal mode models can be viewed then as solving for the response of the vertical

water column to the excitation from an acoustic source, in this study the ship CFAV

Quest. This response is expressed in terms of a sum of modes, which are varyingly

damped as they propagate into the far field. The interaction of these modes will

combine to give the total response of the system at a given receiver point, and will

include the effects of the water column boundary conditions, such as the Lloyd’s

Mirror effect. Critical factors for the development of a normal mode model include

the number of modes utilized and their sampling, as well as the sound speed profile

taken for the vertical water column. These parameters will be explored in more detail

in section 4.2.2. A normal mode model as presented above is the final propagation

model investigated.

2.2.4 Implementation

Three different methodologies for modeling the propagation of acoustic sound into the

far field of the near surface ocean environment have been presented. They include the

Lloyd’s Mirror equation for an acoustically compact source, or simple source model,

the method of images, and a normal mode propagation model. The implementation

of these three models into the existing acoustic post-processor will be specific to the

varying needs of each.

The method of images is unique among the propagation models in that it is solved

in the time domain, and must be computed along with the solution to the standard

Lighthill-Curle equation. It is therefore the first to be called in the post-processor,

and the most seamlessly implemented. As discussed above, the post-processor simply

assumes a second image ship in the infinite medium, mirrored about the sea sur-

face from the real ship. The calculations for the Lighthill-Curle equations are then
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repeated at every time step, calculating a second image signal in addition to the orig-

inal signal. Once both time signals have been calculated, a phase correction must be

added to the image signal. The Lighthill-Curle equations are calculated in terms of

retarded time t− r/a0, however the receiver time r will be a seperate time vector for

both the real and image signals. If the image signal is not modified, there will be no

phase difference between the image and real signal, and so no Lloyd’s Mirror interfer-

ence will arise. The discretized phase difference is calculated based on the difference

in path length, and the image signal is then delayed by padding the front of the signal

with mean values. The 180◦ phase shift is then applied to the image signal, and both

signals are added to yield the superposition solution. Both the superposition signal

and the real source signal are output by the post-processor, and the real source signal

is passed to the two remaining propagation models. As the method of images solution

is an original method, this implementation is also original and of the author’s design.

The remaining models both express their solutions in terms of a transmission loss

in the frequency domain. The signal output by the post-processor must therefore also

be transformed into its power-spectral density in order to implement these models.

A spectrogram of the signal is taken; time and frequency parameters are customiz-

able so that desired fidelities for the time and frequency components can be achieved.

The time-frequency domain of the spectrogram is then passed to the simplified source

model, which solves for the expected transmission loss over the domain due to Lloyd’s

Mirror interference, as per equations 2.19 and 2.20. The difference between the pre-

dicted loss from Lloyd’s Mirror and that predicted by spherical spreading is then

calculated and added to the spectrogram, which is then taken as the output of the

simplified source model. This implementation follows basic practice as presented in

[10],[29], and [15].

The process for the normal mode calculations is similar but more complex. The

time-frequency domain of the original signal’s spectrogram is passed to the normal

mode model. Equation 2.35 is solved on the domain, having been discretized as

follows. As with the derivation, the discretization and implementation presented here

follow that utilized by Jensen et al in [15].

The water column is discretized from z=0 to z=D into N equal intervals with

mesh width h = D/N . The modal equation, 2.24, will be discretized over this mesh.
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Constant density, but not speed of sound, is assumed throughout the column. Using

the notation Ψj = Ψ(zj), the Taylor series expansion of Ψ is obtained

Ψj+1 = Ψj +Ψ′jh+Ψ′′j
h2

2!
+ Ψ′′′j

h3

3!
+ ..., (2.36)

with prime denoting differentiation with respect to z. This expansion can be rear-

ranged to obtain a forward difference approximation of the first derivative,

Ψ′j =
Ψj+1 −Ψj

h
−Ψ′′j

h

2
+ ..., (2.37)

which can be truncated to a first order approximation,

Ψ′j �
Ψj+1 −Ψj

h
. (2.38)

A second order approximation is obtainable by substituting into the modal equation,

2.24,

Ψ′j �
Ψj+1 −Ψj

h
+

[
ω2

c2(zj)
− ξ2

]
Ψj

h

2
. (2.39)

Using a similar method results in the backward difference approximations

Ψ′j �
Ψj −Ψj−1

h
, (2.40)

and

Ψ′j �
Ψj −Ψj−1

h
−

[
ω2

c2(zj)
− ξ2

]
Ψj

h

2
. (2.41)

Finally, the combination of the forward and backward difference formulations yields

a centered difference approximation of the second derivative,

Ψ′′j �
Ψj−1 − 2Ψj +Ψj+1

h2
. (2.42)

Recalling the continuous modal equation and its boundary conditions,

Ψ′′(z) +
[

ω2

c2(z)
− ξ2

]
Ψ(z) = 0, (2.43)

A1Ψ(0) + B1
dΨ(0)

dz
= 0, (2.44)

A2Ψ(D) + B2
dΨ(D)

dz
= 0, (2.45)

it is now possible to use the difference approximations to obtain a series of difference

equations for the water column. These difference equations are collected to form an
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algebraic eigenvalue problem of the form A(ξ2)Ψ = 0, where Ψ is the vector of the

approximations of the eigenfunctions evaluated at the mesh points Ψ0,Ψ1, ...,ΨN . A

is the coefficient matrix defined by

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

d0 e1

e1 d1 e2

e2 d2 e3
. . . . . . . . .

eN−2 dN−2 eN−1

eN−1 dN1 eN

eN dN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2.46)

with

d0 =
−2 + h2[ω2/c2(z0)− ξ2]

2hρ
+

A1

B1

, (2.47)

dj =
−2 + h2[ω2/c2(z0)− ξ2]

hρ
, j = 1, ..., N − 1, (2.48)

dN =
−2 + h2[ω2/c2(z0)− ξ2]

2hρ
+

A2

B2

, (2.49)

ej =
1

hρ
. (2.50)

This matrix is solved using the TNTmatrix libraries eigenvalue solution routines[28],

yielding discretized approximations to the eigenfunctions and eigenvalues. These are

then used with equation 2.35 to solve for the transmission loss of the domain. As

with the equation model, the difference between the transmission loss predicted by the

normal mode model and that predicted by spherical spreading is taken, and added

to the original spectrogram. Figure 2.7 shows the process flow diagram, including

all three propagation models, for the entire solution to the hydrodynamic hull noise

problem.

2.3 Chapter Summary

As fluid flows through a medium, disturbances caused by turbulence within the flow

can be transformed into acoustic energy which can propagate throughout the medium

as sound. The generation of sound in a free fluid flow can be described as a distribution



29

Figure 2.7: Process flow diagram for the hydrodynamic hull noise simulation problem
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of quadropole sources according to Lighthill’s equation for aerodynamic sound. In the

presence of solid boundaries, such as along the hull of a ship, this sound generation is

better described as a distribution of dipoles along the solid boundary, as per Curle’s

equation. The efficiency of the conversion from flow energy to acoustic energy is much

greater in dipoles, and so they dominate at low Mach numbers, such as flow around

a ship hull.

In more complex flow environments, different effects can alter the propagation of

acoustic energy into the field far from the source. These effects are best described

as transmission losses, and are often above and beyond the loss due to spherical

spreading that is predicted by the Lighthill-Curle equation. In the presence of the

sea surface, the dominating effect is the generation of Lloyd’s Mirror interference.

It is caused by reflections of sound from the sea surface arriving at a receiver and

interfering with sound signals that arrived directly from the source.

Three different methods of simulating this transmission loss have been described,

each utilizing different simplifying assumptions. The equation for the Lloyd’s Mirror

loss of a simple, acoustically compact source assumes that the source is small com-

pared to the wavelength of sound which is produces, which cannot be guaranteed for

the broadband noise produced by a ship in motion. The method of images solution

utilizes the principle of superposition to solve for the total response of the ocean to

both the real ship and a Lloyd’s Mirror image ship, but assumes that the ocean is

a linear system. Finally, normal mode models calculate the response of the vertical

water column to excitations caused by the acoustic source, in the form of a set of

normalized modes. These modes are then propagated into the far field according to

their mode number. The complex interaction of these modes will capture both the

effects of sea surface reflections and the varying properties of the vertical water col-

umn, eliminating the linearity assumption. All three models have been implemented

into a Lighthill-Curle acoustic post processor and will be compared for their ability

to accurately predict the sound generated by CFAV Quest in at-sea trials.
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Validation of the Bow Pressure Field Fluctuations

The nature of the simulation process is such that each consecutive model builds on the

output of the previous. The accuracy of the first stage, the modeling of fluid flow, is

therefore critical to the success of all later stages of modeling. Errors introduced into

the process here will propagate throughout the subsequent results of the simulation,

and it is vitally important to understand and control the sources of error at this level.

Previous efforts to validate the NWT for use with an acoustic post-processor used

benchmark results for the lift and drag characteristics of the flow around a cylinder.

While such simple shapes give good insight into the capabilities of CFD tools like

NWT, extrapolating the accuracy from that to the model of a ship such as CFAV

Quest is a large step.

In order to further validate the NWT as an acoustic simulation tool, experimental

data from the actual ship was required. During at-sea trials of CFAV Quest, dynamic

rangings were conducted with a series of pressure sensors mounted to the bow of the

ship. The recorded hull pressure fluctuations are here compared to those simulated

by the NWT, in order to assess NWT’s ability to accurately predict hull pressure.

Recalling equation 2.7, hull pressure is one of the components of the Lighthill stress

tensor source term for sound generation. This chapter will present the results of that

comparison, and will go on to discuss the sources and significance of error in the

simulated hull pressure field.

3.1 Simulation and Experimental Sea Trials Data

Experimental data on the hull pressure fluctuations of CFAV Quest was collected

during a dynamic acoustic ranging outside of Halifax. Repeated north-south runs

were conducted in level flight with the ships engines held at constant RPM. Sea state

and wind speed were both low enough to be considered negligible. Hull pressure data

was sampled at 25 kHz, and logged and filtered by DRDC staff. Figure 3.1 shows the

31
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Figure 3.1: Schematic diagram showing the location of hull pressure sensors on CFAV
Quests bow

STL model of CFAV Quest used in simulations, with the location of the mounted hull

sensors highlighted and named in order from bow to stern: 51, 52, 53, 57, 58, and 59.

In this figure, the design waterline corresponds to 0 on the z axis. It is important to

note that the aspect ratio of this figure is not to scale. Further details on the ranging

setup and conditions are available in the Chief Scientists log [1] and cruise plan [2].

For this study, only the bow half of the ship has been modeled. This is in keeping

with the methodology used by Murphy in [23]. An artificial end cap has been added

which is not shown in figure 3.1, the prevent any flow from entering the interior of the

model. This choice was originally made to save computation time by reducing the

computational domain, and in recognition of the relative contribution of the hydrody-

namic hull noise on the bow to the ships signature as heard at the SONAR dome. It

has been continued hear for the same reasons, and to maintain comparability between

this work and that of Murphy. Impacts of this simplification will be elaborated on in

section 3.3.
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For numerical purposes, the ship model was scaled down by 10, while flow speed

was scaled to unity. The simulation Reynolds number, based on the ships beam,

is matched with experiment by adjusting the simulated fluid’s kinematic viscosity.

Reynolds numbers similitude is important to maintain in order to ensure that the

balance of inertial and viscous forces in the simulation matches experimental condi-

tions. This balance will govern a variety of flow properties, including but not limited

to boundary layer thickness, turbulent length scales, and viscous dissipation. Due to

the heavy interaction between flow acoustics and flow turbulence, Reynolds number

similitude is essential to a good acoustic solution.

Approximately 350,000 cells are used to define the domain, which has Neumann

boundary conditions at the inlet, Dirichlet at the outlet, slip conditions on the sides,

and no-slip at the ships hull. The grid is continuously adapted as per the NWT’s

grid adaptation algorithms (see [6]); a sample grid is included in appendix C. The

simulations were developed for ten seconds to ensure a quasi-steady state, and then

acoustic source data was recorded for seven seconds. The time step is held constant

at 0.0015 seconds. Time step size will be inversely proportional to frequency resolu-

tion, but directly proportional to simulation run time. While higher frequencies are

preferable, hardware and run time limitations are unavoidable. This time step was

chosen to balance these contradicting needs, giving a maximum resolved frequency of

333 Hz, with a run time on the order of several months.

Table 3.1 lists the simulated ship speeds, Reynold’s number, experimental engine

RPM, and the corresponding target experimental ship speeds. The reader will note

that the target ship speeds do not precisely match the simulation speed. In experi-

ment, the ships engines were run at a constant RPM so as to reach the target velocity

and maintain a constant power output. Measurements of actual ship velocity through

water are not available, and so the RPM and target velocities represent approxima-

tions only. Quasi-semi state flow solutions were available at four and six knots prior to

receiving experimental data. Due to the time required to develop steady state data,

several months of simulations, the choice was made to accept the velocity mismatch.

The impact of this decision will be elaborated upon in section 3.3.
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Simulation Speed Reynolds Number Engine RPM Target Experimental Speed
(knots) (knots)

4 1.79E8 30 3
6 2.60E8 60 6

Table 3.1: Simulated and corresponding experimental conditions

3.2 Hull Pressure Comparisons

The simulated pressure signals corresponding to the hull sensors were extracted from

the acoustic source data for comparison with the data obtained from the trials. The

trials data contained only the fluctuating component of pressure; the signal had 0

mean. As such, the NWT data has also had its mean value removed. Figure 3.2

gives a comparison of RMS pressure fluctuation for each sensor at all ship speeds.

Here, dark blue and light blue represent north and south bound trial runs of CFAV

Quest respectively. Since the simulated sea state is assumed calm with no ambient

convection, the ships bearing will have no effect on simulations. North and south

bound runs therefore cannot be distinguished within NWT, and so in order to arrive

at two signals for comparison, port and starboard signals from the simulated ship are

used. Here, red represents a port signal, and green a starboard signal. Since DRDC

logs are ambiguous as to which side of the ship recordings were taken on, both are

shown. This convention and reasoning is followed for every subsequent comparison.

Marker type here indicates the ship speed. For the readers convenience the sensor

points in a related run have been connected, but this should not be taken to indicate

a continuous or streamline flow from sensor to sensor. The difference between the

averaged simulation and experimental results is also plotted, and is shown in percent

error, here defined as |Experimental−Simulation|
Experimental

.

It can be seen that the error of RMS predictions decreases along the length of the

ship, to a minimum at sensor 57, and then increases rapidly again through sensors

58 and 59. With the exception of the 4 knot north-bound case at sensor 57, the

simulations under-predict the RMS fluctuation at every sensor. Furthermore, the

error is proportional to ship speed, with four knots having a lower error at all sensors

and a dramatically lower minimum error of 10%, compared to 85% at six knots.

For a more detailed analysis of the simulation and trials data, the signals must be

converted into the frequency domain. A time step size of 0.0015 s is equivalent to a
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Figure 3.2: RMS pressure fluctuations for each sensor at varying ship speeds

Nyquist frequency of 333 Hz. In simulation, recall that the ships beam is scaled to

1.26 m, and the velocity held constant to 1 m/s. Again taking the ship’s beam as the

characteristic length, with Strouhal number defined as:

St =
fl0
u0

, (3.1)

the simulated range of Strouhal number will lie between 0 and 420. Trials data is

available up to 12.5 kHz, with a beam of 12.6 m and ship speeds at four and six knots.

Table 3.2 gives the corresponding frequency limit for a Strouhal number limit of 420.

Spectrum estimates of all signals have been obtained from Welch’s method, using 8

Hamming windows at 50% overlap. For more information on Welch’s method, see

appendix A or [25].

Figures 3.3 and 3.4 show these spectrum estimates for each of the six sensors at

the four and six knot simulation speeds respectively. The trials results clearly show

a decrease in spectral power with increasing frequency, while the simulation results

show a more uniform distribution in power across the spectrum. It should be noted
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Ships Speed Maximum Frequency
(knots) (Hz)

4 68.53
6 102.8

Table 3.2: Maximum comparable frequency from a limiting Strouhal number of 420

that while the power appears constant in the four knot case it is in fact varying, on

average by ±1dB.

It can be seen that in all cases, the simulations perform better in the high Strouhal

number range. Best results are obtained in the band over St = 200. Simulation results

also fail to replicate local peaks of spectral energy, such as those shown at St = 175

and St = 300 in Sensor 51, six knots.

Figure 3.3: Hull pressure spectrum estimates, 4 knots
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Figure 3.4: Hull pressure spectrum estimates, 6 knots

Figure 3.5 gives the averaged simulation error as a function of frequency for each

ship speed at each sensor. This value was obtained by taking the difference between

the average of the two trials signals (north and south) and the average of the two

simulation signals (port and starboard). Figure 3.6 takes this data and averages it

across the range of Strouhal numbers to arrive at a single averaged error value for

each sensor. This averaging was done without regard to phase, and so does not take

into account temporal variation of the error. In this way, the spectrum estimates

are assumed to be constant with time, which has not been definitively shown. It is

possible that a spectrographic analysis, which accounts for both phase and frequency

of the error, would provide a more detailed description of the spectral error. Time

restraints prevented such a detailed analysis. Figure 3.5 demonstrates the inverse

relationship between Strouhal number and error, with the vast majority of the error

in the low Strouhal number range. From figures 3.5 and 3.6 it can be observed that the

error is also again dependent on ship speed and sensor location, with error reaching

a minimum in the mid-bow region and at the lower ship speed.
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Figure 3.5: Averaged pressure spectrum error, by sensor and speed

Figure 3.6: Frequency averaged power spectral density error
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3.3 Discussion

3.3.1 Sources of Error

Extrapolating the results of six pressure sensors mounted on the ship’s bow to the

entire pressure field along the hull is at best problematic. While a greater resolution

of the pressure field is desirable, collecting data from sea trials on an actual ship is a

prohibitively expensive method for verifying the accuracy of the simulated pressure

field.

By examining the simulated pressure field for the entire bow of the ship, it is

possible to compare the simulated sensor results to the entire fluctuating field. Figure

3.7 shows the RMS pressure fluctuations at 6 knots, mapped along the ship’s bow

half and highlights the location of hull facets corresponding to sensors. These are

simulated results, and so the accuracy of their predictions is ambiguous. It can be

seen that the NWT predicts that the three bow-most sensors (51, 52, and 53) are

located in an area of high pressure fluctuation, while the stern sensor fluctuations (57,

58, and 59) are closer to the mean fluctuation across the bow. The two sternmost

sensors, 58 and 59, consistently had the highest simulation error, and the suggestion

of figure 3.7 that they are closest to the mean and therefore most typical of the sensors

further reinforces the possibility that the entire pressure field may be in error. The

results of figure 3.7 are typical of both simulated ship speeds, the plots for which are

reproduced in appendix C.

The results of comparison with trials data clearly shows significant error in the

low Strouhal number (St < 200) range. This error also increases as a function of ship

speed. If the sensor results can be taken as typical of the pressure field on the bow

of the ship, the pressure fluctuations then represents a potentially significant source

of error introduced at the early stages of the simulation process.

For the purposes of discussion, the potential sources of error will here be divided

into three broad categories: those introduced by simulation, by experiment, and

by signal processing. Simulation errors will here mean those errors introduced in the

CFD simulation process, and are thus only relevant to simulation results. Experimen-

tal errors, conversely, are those that are introduced in the collection of experimental

data during at sea trials and pertain to trials data only. The distinction is important
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because the third category, signal processing errors, potentially impacts both simu-

lation and trials data sets, and relates to errors and uncertainty caused by the signal

processing techniques applied.

Figure 3.7: Map of simulated RMS pressure fluctuations along the hull of CFAV
Quest at 6 knots

Simulation Error

The numerical nature of CFD simulations necessarily involves approximation and

error. Wherever possible, these have been limited to increase the utility of the sim-

ulation results, however they can never be completely removed. Errors in CFD are

often furthered classified into modeling errors, which can be thought of as the differ-

ence between the real flow and the the mathematical equations being used to describe

it, discretization errors, which are the result of discretizing the exact equations, and

iterative errors, which are the result of iteratively solving the discretized equations.

The iterative error of the solutions is known, with convergence of the solution

being assumed after achieving a residual of 1e−5 for velocity and 1e−6 for pressure.
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Previous work with the NWT package has shown that the discretization error is

problem dependent, typically on the order of Δx2. A more exact figure in terms of

dB error could be obtained through a grid convergence study, wherein progressively

smaller CFD grids are simulated and the resulting error in the acoustic predictions

is quantified. Time restrains prevent the undertaking of such a study, however it is a

recommended step in future research.

Three potential sources of modeling error exist in this simulation methodology.

The NWT is currently incapable of modeling the free ocean surface, or any effects

associated with it. Neglecting the ocean surface not only effects the transmission of

sound and is the motivating factor for this study, but will also impact the flow simu-

lations themselves. The relative importance of free surface effects can be qualitatively

described by the Froude number,

Fr =
V√
gl
, (3.2)

which measures the ratio of inertial forces in a flow to gravitational forces. Again

the characteristic length l is taken to be the ships beam. Along with the Reynolds

number, the Froude number is used as a measure of the expected resistive forces felt

by a ship in motion. The Froude number here is 0.28 for the 6 knot case, and 0.18 for

the 4 knot case. Where the primary resistive mechanism attributed to the Reynolds

number is skin friction, the biggest, and certainly most visible, mechanism attributed

to Froude number dependence is the generation of the bow wave.

Any ship in motion will generate a wave train, starting at the bow of the ship.

This wave will have a significant effect on the resistance or drag felt by the ship,

and will dramatically alter the character of the pressure field on the ship [21]. While

predicting the exact height and energy of the bow wave is a complex topic in itself,

a large factor for both will be the ships velocity, as denoted by the Froude number.

Simple bow wave analysis takes the wavelength of the produced wave to be λ = 2πV 2

g

with its origin at λ
4
. Taking this value as the wave origin would locate the wave within

5 m of the forward perpendicular at all speeds in our simulation, and within 10 m or

2 wavelengths of the forward sensors.

In addition to the presence of the bow wave, a free sea surface would itself require

alternative boundary conditions to those in the simulated flow. In the absence of

surface tension effects, which can be safely neglected at these length scales, the free
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surface boundary condition is often taken as a pressure matching boundary condition.

This condition would require the pressure in the liquid water flow to be matched

with the air pressure at the oceans surface. The calculation is complicated by the

requirement to calculate the location and velocity of the free surface, which would be

non-constant. The location of all six simulated sensors are close to the ships waterline,

within 1 m, which has here been modeled as a simple slip boundary condition. Slip

boundaries do not prescribe a pressure at the boundary, and instead only require flow

tangency. The boundary condition is therefore not guaranteed to match real-world

conditions, nor is it guaranteed to be located in the correct location.

While an exact analysis is not possible, it is worth noting from figure 3.7 that

the current simulation results predict large pressure fluctuation near the boundary.

A more physically accurate pressure boundary condition in that region would likely

have a significant impact on the local pressure field.

In addition to neglecting the generation of the bow wave and the incorrect free

surface boundary condition, the ship itself has been approximated using only the bow

half. The growth and separation of the turbulent boundary layer is dependent on the

gradients of pressure which develop along the length of the ships hull. By neglecting

the rear portion of the hull, those gradients will be increasingly in error as mid-ship

region is approached. As a result, the boundary layer thickness and the turbulent

variables at the rear of the ship will be less accurate. Furthermore, the cut in the

ship will effectively create a wake with turbulent wake dynamics at the mid ship,

where it would not physically exist. This may feedback onto the ships hull ahead of

the cut, causing a further loss of accuracy in that region. It was seen that the worst

comparisons between experimental and simulated results were obtained at sensors 58

and 59, located close to the cut plane. This may be partially explained by the lack

of the ships stern half.

The third major source of potential modeling error is the turbulence model. As

mentioned in chapter 1, the NWT uses a hybrid of the Smagorinsky LES model and

the Baldwin-Lomax mixing length model. LES models spatially filter the fluid flow,

directly calculating those turbulent fluctuations above the filtering length. Fluctua-

tions below the filtering length are not directly resolved, rather their effect is modeled

using a sub-grid scale (SGS) model. LES models give good results for free flows and
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separated flows, however they give poor results for the flow closest to solid surfaces.

This tendency to poorly predict near-wall values is due to the fact that they do not

directly calculate the small scale motions that dominate in the near-wall region[7].

Despite this limitation, LES models are important because they can give time

variant turbulence solutions. Alternative models make use of Reynolds averaging

(RANS) methodologies and only report time averaged turbulence quantities. Sound

generation is by nature a time variant quantity, and LES models are therefore more

appropriate. There remains the issue that the near-wall turbulent parameters are

extremely important to the generation of sound.

The hybrid Baldwin-Lomax Smagorinsky, or BLS, model was developed to at-

tempt to address this issue. The Baldwin-Lomax model is a RANS model, and is

used to supplement the SGS model of the standard Smagorinsky model. It calculates

the sub-grid eddy viscosity based on a mixing length, and so is referred to as a mixing

length model. The hybrid model was shown to give improved simulation results over

either Baldwin-Lomax or Smagorinsky models by themselves, as well as being able

to handle both seperated flows and flows with significant near-wall features[7].

Research has shown however that while such methods can give improved results

for near-wall flow, the turbulent structures that appear in such flow are often not

physically realistic and the values can still not be viewed as accurate in all cases. The

Baldwin-Lomax and other RANS models are all dependent on a set of calibration

statistics, which will have significant effects on their turbulent flow[24] [31]. Baggett

also shows in [5] how the artificial separation of scales in a hybrid LES and RANS

model can lead to the generation of spurious turbulent structure when combined with

the no-slip boundary condition. In brief, it is shown that the RANS models must

artificially inflate the turbulence in order to properly communicate the boundary

condition through the near wall region. While this may not be a concern for large

scale flow features it will lead to inaccuracy for quantities in the near wall region,

such as the fluctuating pressure on the hull of a ship.

While the hybrid model is an improvement compared to the Smagorinsky LES

model alone, there are many reasons to doubt its accuracy. Near wall flow features

are of primary concern for the generation of acoustic energy. Furthermore, the tuning

parameters used in this model have not been calibrated for this specific use, but rather



44

are those most commonly used in literature. Wilcox points out in [31] that mixing

length models such as Baldwin-Lomax are especially in need of tuning, and are very

difficult to extrapolate out of the cases they have been tuned for. For these reasons

the turbulence model can here be taken as a significant potential source of modeling

error.

Experimental Error

Errors introduced by the experimental setup of the at-sea trials are difficult to ascer-

tain due to the independent collection of that data. It is known that DRDC techni-

cians filtered the pressure data, however details of the filters used are not known to

the author as of this writing. Similarly, details on the make and installation of the

pressure transducers used are not known. The operating range of the pressure sensors

is reported in the Chief Scientist’s log[1] as per table 3.3.

Sensor Operating Range (± kPa)
51 250
52 252
53 193
57 183.9
58 315.2
59 198.3

Table 3.3: Experimental sensor operating range

Of particular note in examining the experimental data is the fact that the exact

ship speed is neither controlled nor recorded. As was mentioned above, and listed in

table 3.1, the engine’s RPM was kept constant in order to achieve a desired speed

through water. While the engine RPM was controlled, there is no record of whether

the desired ship speed through water was attained or held. It is likely that the ship

underwent fluctuating accelerations about an average speed that may or may not have

been the desired one. Conversely, the CFD simulation process maintains an exactly

constant ship speed as per table 3.1.

On examination of that table, it is also clear that the target ship speed and

simulation speed do not always match, as is the case for four knots. The reason for this

mismatch is that, at the indicated speed, semi-steady state data was already available.

Eliminating the requirement to advance a simulation to the steady state condition
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significantly reduces the computational time. Due to the uncertain nature of the

trials data ship speeds, the loss of accuracy resulting from this mismatch of simulated

and experimental data was deemed acceptable in exchange for the considerable time

savings.

Without knowing details of the ship’s velocity through the water, it is difficult to

quantify the impact of this error. Average error in spectral estimates does appear

to be proportional to ship speed by a factor of approximately 12 dB/knot, or 24

dB/m
s
. A fluctuating acceleration compounds the problem by making the ship speed

non-constant.

Signal Processing Error

Signal processing techniques were, wherever possible, kept identical between trials and

simulation data. This matching was done with the intention that any error introduced

as a result of the bias or variance of the technique would be matched between both

sets of data. The higher sampling frequency and signal length of the trials data will

naturally result in much greater resolution of the spectral content of the trials signals.

In all spectrum estimation techniques, the accuracy of the final estimate will always

be proportional to signal length, and the trials data will thereby always yield a more

accurate estimate.

Nevertheless, significant error can be present in the spectrum estimates of both

experimental and simulation data. While the use of Welch’s method reduces the

bias and variance of spectrum estimates compared to the periodogram, it does not

remove it. Furthermore, because Welch’s method still ultimately relies on the Fourier

transform to obtain spectral data, it is subject to the well known problem of Gibbs

phenomenon.

Gibbs phenomenon is the name given to the behavior of the Fourier series around

discontinuities. In spectral estimation, the finite signal being examined is assumed

to be cyclical with a period equal to its signal length. This assumption results in

discontinuities at the ends of the signal. When the Fourier transform of this signal

is taken, false oscillations will be introduced at the ends of the estimated spectrum.

The error from these oscillations can be reduced in spectral width and energy by

increasing the signal length, but they cannot be removed without modifying the
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Fourier transform. Since frequencies over the Nyquist limit are of no interest due to

aliasing, this effect will only impact low frequency data. While the effect of this error

can be significant it is difficult to quantify for complex signals. The use of 8 Hamming

windows at 50% overlap in the Welch spectral estimate was done in an attempt to limit

the impact of this error on the estimates. It is possible that alternative parameters for

window shape, length and overlap could yield better spectral power density estimates,

however an in-depth study of the signal processing methodology is beyond the scope

of this study.

The presence of Gibbs phenomenon is more obviously seen in the very low fre-

quency behavior of the simulation results. The sharp increase of power seen in all

estimates as they approach zero is due to Gibbs effects. Due to the gradual increase

in power with lower frequency seen in the trials data, it is difficult to say how much

of an impact Gibbs phenomenon has. Since the signal lengths of the trials data is

much larger than simulation, it is likely that the impact is greatly reduced. While

more advanced signal processing techniques are available to help mitigate the impact

of this effect, they are beyond the scope of the current work. Gibbs phenomenon

remain an important source of error at very low frequencies, due to the significant

error found in the low frequency region where they exist.

3.3.2 Sensitivity to Pressure Error

While the presence of error in the hull pressure fluctuation predictions at the bow is a

concern, it is important to remember that the overall goal of this modeling process is

not the prediction of bow pressures. The varying pressure field on the hull of the ship

is one of two factors in the generation of hydrodynamic noise, with the other being

the viscous stress tensor on the surface. While errors in the pressure calculated at the

CFD stage of the simulation process will propagate throughout the entire simulation,

the effect they have on the final acoustic prediction is difficult to predict. Without

experimental data on the surface stress, it is impossible to determine the accuracy of

that quantity. Errors in the pressure data are not necessarily indicative of errors in

the flow velocity data on which the stress tensor is based; it is possible that the CFD

process is accurate for one but not the other.

Figure 3.8 shows the sound pressure levels as predicted for six knot simulations
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with modified pressure signals. The blue line represents the un-altered SPL, without

including any sea-surface effects, while the red, green and magenta lines respectively

represent a 10, 20 and 30 dB alteration to the pressure signal at all points. The

resulting shift in predicted SPL is seen to be almost double the shift in the input

pressure signal. It is important to note that the pressure signal error is not distributed

uniformly across the frequency band, nor is it uniform across the hull, and so a

frequency independent shift at all points is at best a poor indicator of its character.

Nevertheless, the result does show a significant effect on the final SPL prediction.

Table 3.4 gives the approximate error for each simulation speed, averaged across

frequency and sensor. It can be seen that for all simulation speeds a frequency

independent error can be reasonably assumed.

Figure 3.8: Plot of simulated SPL from unmodified and altered pressure signals

Speed (knots) Error (dB)
4 14.32
6 53.15

Table 3.4: Averaged simulation error
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3.4 Chapter Summary

The results of experimental data collected during at-sea trials of CFAV Quest were

compared to the simulated data. Simulated data was shown to under-predict the

RMS pressure fluctuation by a varying but significant margin that increased with

the speed of the ship. Spectral analysis revealed that the majority of the error was

confined to the low Strouhal number range (Str < 200). Results above Str = 200

were increasingly accurate. Results below Str = 200 diverged significantly, with error

ranging from 20 dB to 140 dB. Error was also shown to be spatially distributed, with

those sensors located at the fore and aft extremes of the simulation showing higher

error.

Two potential sources of modeling error were identified. The NWT is incapable

of modeling the generation and flow effects of the wave found at the bow of a ship

in motion. This wave can have a significant impact on the local pressure field in

the bow, but a quantitative analysis of the error associated with its neglect is not

possible at this time. Additionally, the turbulence models used in the NWT are known

to give both physically and numerically inaccurate results in near-wall regions, such

as the pressure fluctuation on the ships hull, and are sensitive to problem specific

tuning parameters. These parameters have not been investigated for this application,

instead a general set has been implemented.

Two potential sources of experimental error were identified. The pressure signals

have been filtered using an unknown process, and the accuracy of this filtration can-

not be assessed. The ship’s exact speed is not known and likely non-constant, and

experimental target ship speeds are known to not match the simulation ship speed

in all cases. This velocity mismatch constitutes a major potential source of error,

since error was shown to be strongly velocity dependent. Time restraints prevented

generating additional simulation data to match the experimental velocity.

The pressure fluctuation’s average broadband error for all sensors was shown to

be 14.32 dB at four knots and 53.15 dB at 6 knots. A simple sensitivity analysis

showed that if this error is assumed for the entire pressure field, a proportional error

can be expected in the acoustic prediction. Chapter four will present the results of

acoustic predictions and discuss their accuracy in greater detail.



Chapter 4

Acoustic Simulation Results

The first and most important goal of this project is the accurate prediction of the

hydrodynamic hull noise as heard by a hydrophone located close to the sea surface.

As was discussed in section 2.2, simulations done without including the effects of the

free sea surface are physically inaccurate, and the results produced by Murphy in

[23] over-predicted sound pressure levels (SPL). Three different propagation models

have been constructed to include the Lloyd’s Mirror effect, the dominant effect of the

sea surface. This chapter begins by verifying the Lloyd’s Mirror models implemented

in the post processor against the results published by Pederson in [26][27]. The

conditions of the at-sea trials of CFAV Quest, and their simulation setup will then be

discussed, followed by a comparison of the simulation and experimental results.

4.1 Lloyds Mirror Validation

The propagation models were chosen for their ability to realistically model the Lloyd’s

Mirror effect of the sea surface for a complex source. It remains to be seen, however,

with what degree of accuracy the implemented models are able to reproduce the

character of Lloyd’s Mirror interference. To this end, the simplified and normal mode

models have both been run in identical Lloyd’s Mirror conditions, and compared

against results from literature. The method of images solution requires a detailed

solution in the time domain, as opposed to the spectral methods used by the simplified

and normal mode models. Time restraints on this project therefore prevent a Lloyd’s

Mirror validation from being carried out on the method of images solution.

Models were validated against data collected by Pederson, as presented in [27]

and [26]. In brief, a simple source, transmitting at 1030 Hz, was towed at a depth

of 55 ft across a 10 kyd range with a hydrophone recording at 50 ft depth. The

source was pulsed at specific intervals to create a set of ranged data points that

reveal the distinctive pattern of Lloyd’s Mirror interference. The water column was

49



50

modeled as a bi-linear gradient, given by equation 4.1. The tuning parameters were

found by bathymetry measurements, and their mean values were taken to be C0 =

4940.87ft/s, za = 320ft, γ0 = 0.0144s−1,andγ1 = −0.431s−1.

C(z) =

⎧⎪⎪⎨
⎪⎪⎩

C0√
1−2 γ0

C0
Z
, z < za

C0√
1−2 γ0

C0
za−2 γ1

C0
(z−za)

, z > za

(4.1)

These conditions were replicated in the acoustic post processor for the simplified

source and normal mode models. Figure 4.1 gives the results, along with a visual

representation of the bi-linear sound speed gradient. The blue line here represents

the results for the simplified equation, the red the normal mode model, and the violet

points the experimental results of Pederson. The green line shows the results of

neglecting Lloyd’s Mirror interference over that range, as per the original model; it is

simply the expected transmission loss from spherical spreading.

Figure 4.1: Sound speed gradient and Lloyd’s Mirror interference fields for a 1030 Hz
signal. 50 ft source depth, 55 ft receiver depth

As per Pedersons work, only the first 40 modes have been used in the normal mode
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model. These modes have been sampled at 4 samples/m. Theoretically, including

more modes would yield a solution of greater accuracy, at the cost of computation

time. One must be careful to avoid aliasing in the higher order modes; aliasing can

be resolved with increased depth sampling, but again at the cost of computational

performance. For validation purposes the modes were chosen to be matched in this

case, and the depth sampling was chosen for economy. The frequency of the highest

order mode used was confirmed to be well below the Nyquist limit.

Both the normal mode and simplified models do well in predicting Lloyds Mirror

interference in the near field, under 500 m. The simplified model shows excellent

results in the intermediate field, here taken to be between 500 m and 1.5 km, while

the normal mode model has difficulty predicting the exact location and depth of peaks

and nulls. Moving into the far field region, over 1.5 km from the source, the simplified

equation model increasingly over predicts the transmission loss. The divergence of

the simplified equation model in the far field is to be expected from the isovelocity

assumption, and in fact the same divergence was seen in Pedersons results for constant

sound speed [26]. It is important to note that while the divergence is expected, its

value can be difficult to predict, due to the effects of intense caustics and shadow zones

caused by refraction. The normal mode model does comparatively well in the far field,

on average under-predicting the experimental transmission loss by approximately 10

dB. It is however drastically noisier then the experimental results, fluctuating within

a 25 dB range.

The noise present in the far field of the normal mode model can be explained

by examining the formulation of the vertical water column. Pederson indicates that

the vertical water column used in experiment had an average depth of 2200 fathoms,

or approximately 4 km, and details on the sea floor boundary condition are not

included. Computational restraints prevented the simulation of a 4 km water column,

and so the data in figure 4.1 uses a 500 m deep column and assumes a stiff sea floor,

modeled by a Neumann boundary condition. The formulation of sea floor boundary

conditions in normal mode models is a complex topic requiring detailed knowledge

of the experimental conditions, and will not be covered here. It can however have a

significant impact on modeling results. A stiff sea floor can itself act as an efficient

reflector, in the same manor as the sea surface, and thereby can cause a second Lloyd’s
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Mirror effect to be generated.

Figure 4.2 shows the results of formulating the simple source model so as to

account for a perfect reflection from the sea floor. This sea floor reflection was ac-

complished with the addition of a third simple source term in the pressure equation,

p(r, z) =
eikR1

R1

− eikR2

R2

− eikR3

R3

, R3 =
√
r2 + (2D − z − zs)2. (4.2)

From this model, far field noise similar to that predicted by the normal mode model

can be observed. The transmission loss is also seen to diverge in the far field, sug-

gesting that the presence of the sea floor decreases far field transmission loss. These

results suggest that sea floor reflections will introduce noise into the far field predic-

tions of the normal mode model, as well as decreasing the predicted transmission loss.

Based on this evidence it is concluded that the predictions of the normal mode model

are physically accurate for the assumed boundary conditions, but that the sea floor

boundary condition itself is inappropriate for the problem.

Figure 4.2: Simple Source Model representation of Lloyd’s Mirror Including Sea Floor
Reflection

Both of the models were able to replicate the unique character of Lloyd’s Mirror

interference in the intermediate field (its characteristic peaks and nulls), however
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the simplified model was able to more accurately predict their location and value.

In the far field, the simplified source model over-predicts the transmission loss, as

expected for its finite sound speed assumption. The normal mode model however

suffers from the effects of its sea floor boundary condition, causing it to predict

a noisy far field, whose average transmission loss under-predicts the experimental

value. Despite this noise, the normal mode model may still provides a more accurate

estimate in the Lloyd’s Mirror far field, depending on the horizontal range. For the

purposes of simulating the sea surface Lloyd’s Mirror effect, both models will be taken

as adequate.

4.2 Simulation Setup and Trial Conditions

4.2.1 Experimental and Simulation Conditions

The simulation setup details remain the same as those presented in section 3.1. For

the acoustic trials, recordings were taken using sonobuoys located of a depth of 90

ft. Two different ship aspects, or approach angles, were recorded in trials. The

head aspect has the recording sonobuoy initially 1123 m from the bow, with the ship

approaching head on. The beam aspect has the sonobuoy initially 644 m directly to

port, with the ship maintaining course and passing the buoy. The ship speed is taken

to be 10 knots in both aspects, and the sea state is again assumed negligible. The

further assumption of a still ocean without any convection of sound by mean flow

allows the CFD data for a given speed to be used for either aspect. Figure 4.3 shows

diagram of the experimental setup for both aspects.

A static acoustic ranging of the Quest was performed prior to the dynamic ranging.

Quest was placed on static moorings and its onboard machinery state varied while

acoustic recordings were taken. By staggering the startup of various pieces of essential

ship board machinery, and using various common machinery states, information on

the operational noise of different pieces of ship board machinery could be gathered.

These different components were then isolated and used to design a filtering envelope,

with the goal of being able to accurately filter machinery noise out of dynamic ranging

acoustic data. This process was carried out by DRDC specialists. A number of other

steps were taken to remove ambient and propeller noise as well. The experimental
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Figure 4.3: Geometric Setup of Acoustic Rangings of CFAV Quest

data in this chapter has therefore been filtered and conditioned. Due to security

concerns the details of this filtering process and the raw unfiltered data are not able

to be released. The experimental data presented in this chapter therefore represents

a limited subset of the total acoustic data, and the accuracy of the experiment and

details of the filtering process are not known.

4.2.2 Modal Parameters

The normal mode model requires additional information on the water column in

order to achieve best results. A brief parametric study of the normal mode model

was undertaken, using the same experimental data as in section 4.1 as a tuning case.

The number of modes used and the sampling of those modes will be examined for

their contribution to the final result. Various options for the sound speed gradient

will also be discussed.

Figure 4.4 shows the results from the normal mode model with a varying number of

modes. From theory, increasing the number of modes should increase the performance
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of the model. However, care must be taken to ensure that the modes are adequately

sampled so that the higher order modes are not subject to aliasing. Typically, the

contribution of higher order modes will suffer from diminishing returns, as higher

modes tend to be damped out over large ranges. Figure 4.4 shows a clear difference

in the quality of the intermediate field prediction between 20 modes (blue) and 40

modes (red), however that difference is not as pronounced between 40 and 80 modes

(green). These signals were produced with constant sampling for each, and therefore

the 80 mode signal is most at risk of aliasing among its modes. A spectrum analysis

indicated that all the modes are still below the Nyquist limit for the 80 mode signal,

however they are several factors closer then those of the 40 mode signal. As more

modes are included, the transmission loss tends to converge to a constant value in

the intermediate field.

The 20 mode signal, while suffering from far less far field noise, does not accurately

predict the depth of the nulls in the intermediate field. As the number of modes

used increases, the depth of the nulls and their location becomes more accurate,

however far field noise is also increased. As was shown in figure 4.2, the far field noise

is believed to be a physical prediction that results from the assumption of a rigid

sea floor, and not a numerical artifact originating from the mode sampling. From

theory, higher mode numbers should be preferred at all ranges provided they have

been adequately sampled. However, the results from 4.4 indicate that higher mode

numbers are preferential only in the near and intermediate fields, in order to ensure

resolution of the Lloyd’s Mirror character. In the far field, higher mode numbers

increase the noise introduced by the rigid sea floor assumption, to the detriment of

far field predictions. For these reasons, the appropriate number of modes must be

viewed as being dependent on the range of interest in the application.

Increasing the sampling ratio has little affect on the averaged results but does

affect the noise in the signal. Figure 4.5 illustrates this result for 40 modes at varying

sampling ratios. For readability of the plot, a 15 sample moving average filter was

applied to the data to smooth the noise. A casual analysis of the data would seem to

show that lower sampling ratios give better results. However, an analysis of the modes

used at these lower ratios clearly shows that they have been undersampled. Obviously

a minimum sampling ratio must be maintained in order to ensure that all modes used
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Figure 4.4: The effect of varying the number of modes used in the transmission loss
approximation of the normal mode model

are adequately sampled, here between 0.5 and 1 samples/m. Beyond this point there

is little to recommend one sampling ratio over the next, as they increasingly overlap.

The moving average filter limits the ability to discern the character of Lloyd’s Mirror

interference from this plot, however analysis of the un-filtered data reveals its presence

in the higher three sampling ratios, with negligible difference between them. Based

on this, the major benefit of increasing the sampling ratio is simply increasing the

number of adequately sampled higher order modes. It is concluded that so long as

the sampling is adequate for the desired number of modes, little is gained by further

increases.

The last parameter that must be supplied to the modal model is the sound speed

gradient itself. The normal mode model was built such that the gradient must be

supplied by the user, here four gradients will be explored. The character of the

gradient will greatly affect the results, and will also largely determine the models

response to variable depth and sea floor boundary conditions. Wherever possible this

parameter should be determined from experimental data. However, such data is not
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Figure 4.5: The effect of varying the mode sampling ratio on the simulation trans-
mission loss

available from the acoustic trials conducted on CFAV Quest, and so the gradients

used in the model have been taken from literature. Figure 4.6 gives the results from

simulations using different sound speed gradients. For readability, the far field has

been separated from the near and intermediate field in this figure, and a moving

average filter of 10 samples width was applied to the far-field data only. The sound

speed gradients are additionally plotted at the left of the figure.

The isovelocity gradient represented assuming that the ambient speed of sound is

constant, in this case rounded to 1500 m/s. It is interesting to note that this case

does not converge to the same result as the simplified equation model, not shown

here, which also has a constant speed of sound. This difference is again due to the

influence of the sea floor. The simplified equation model assumes an ocean of infinite

depth with no sea floor effects. In reality this assumption is incorrect, and a number

of effects can be caused by the sea floor, such as reflection and scattering.

The Munk profile is an idealized deep water profile commonly used for sea-surface
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modeling problems in the deep ocean[22][15]. The Munk profile is given by the equa-

tion

c(z) = 1500
[
1 + ε

(
z̃ − 1 + e−z̃

)]
, (4.3)

with ε = 0.00737 and z̃ = 2(z−1300)
1300

. Due to the 500 m depth chosen in this investiga-

tion, some of the Munk profiles deep water character is lost. The profile will change

directions at a point specified in the depth scaling function. The shallower depth was

chosen due to performance limitations of other profiles, and because the trials data

is taken in shallower water. The Pederson profile is the bi-linear gradient given by

equation 4.1, as above. Finally, the Hines profile is taken from experimental data

reported for the Halifax area in the summer by Hines in [14]. The Hines profile data

is reported up to a depth of 100 m, and has been extrapolated from there using the

first derivative of the gradient at 100 m.

Figure 4.6: The result of normal mode model simulations with varying sound speed
gradients

The performance of the different gradients is best broken down into the interme-

diate and near field, and the far field. In the near and intermediate field, none of the

models is able to perfectly replicate the distinct null seen at 450 m. The Munk profile
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is able to match its depth but then shows a marked gradual rise instead of the sharp

increase that is characteristic of Lloyd’s Mirror nulls. This rise is not duplicated in

the other models or experiment. It is possible that it may be eliminated through

the use of more, higher order modes, however, for the sake of comparison all mod-

els shown here use the same modal parameters (in this case, 500 modes used). The

Pederson and isovelocity models both distinctly show the peaks and nulls, however

neither model is able to accurately predict their depth or location. Finally, the Hines

profile has some success predicting the location of the peaks and nulls, but cannot

adequately predict their depth, especially in the case of the 450 m null.

In the far field, the models all continue the trend of under-predicting the experi-

mental transmission loss. The isovelocity and Munk profiles perform best on average,

within 5 to 10 dB of experimental on average, while the Hines and Pederson profiles

are typically over 10 dB in error. None of the models shows any distinct advantages

over the others; all show significantly more noise than is present in the experimental

results, in which none of the oscillations that do appear are reflected in the simulation.

The isovelocity profile poorly reflects the physics of the real ocean due to its

constant sound speed, and would seemingly add no physical realism to offset its

complexity when compared to the simplified source or method of images, and so

will not be considered. The Pederson profile represents a simplified profile that has

been tuned using experimental parameters gathered for the validation case, and so

it is expected that it will perform well in the validation case but not be generally

applicable. On the other hand, while the Hines model gives poor results for the

depth of the null in this case, it is important to remember that it is local to the

Halifax area where the Quest trials took place. The Munk profile, while performing

well in the far field, had wildly divergent results in the mid field region between 500

m and 1 km. For these reasons, the Hines profile is chosen for the simulation of

the Quest trials. The channel depth is taken as 100 m so as to match the Hines

profile data, and was sampled using 800 points. 400 modes was found to provide

a reasonable balance between computational time and accuracy, while still ensuring

that the highest order mode was adequately sampled.
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4.3 Results and Discussion

Figure 4.7 displays the simulation results for the ship moving at 10 knots, head aspect,

in a plot of sound pressure level or SPL versus Strouhal number. The original acoustic

model, which does not include the effect of Lloyd’s mirror interference is shown with

dark blue, the experimental sea trials results are violet, while red, green and cyan

represent the simple source, method of images, and normal mode models respectively.

The results for the beam aspect simulation are given in figure 4.8.

Figure 4.7: Acoustic Simulation Results, 10 Knots, Head Aspect

Table 4.1 summarizes the mean SPL from both cases. Both the simplified source

model and the method of images give improved predictions compared to the original

model. The simplified source model can be seen to improve the predictions of the

acoustic post processor by approximately 35 dB, while the method of images can

be seen to further improve predictions by 2.5 to 5 dB, for both aspects. In these

cases the improvements are broadband in nature, with seemingly no dependence on

Strouhal number. While it was not possible to validate the method of images against

experimental results, it was seen in section 4.1 that the simplified source model can be
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Figure 4.8: Acoustic Simulation Results, 10 Knots, Beam Aspect

expected to give good results for ranges under 2 km, in which both aspects are operat-

ing. Recall from chapter 2 that the method of images itself is utilized in the derivation

of the simple source model; the essential difference between the two methodologies as

implemented here is the assumption of a simple, acoustically compact source. It is

expected that the method of images will have a similar performance envelope when

compared to the simple source model. Based on its predictions relative to the val-

idated simplified source model, it can be confidently concluded that the method of

images also represents a valid, and improved, solution.

Model Mean SPL ref 20μPa
Head Aspect (dB) Beam Aspect (dB)

Original Model 58.7 64.2
Simple Source 20.2 30.6

Method of Images 17.7 24.9
Normal Mode 80.6 81.3
Experimental 12.8 14.8

Table 4.1: Mean Simulation Results, 10 knots
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The results from the normal mode model are not as promising. It predicts sig-

nificantly less transmission loss when compared to the other models, including the

original, unaltered post processor, and in fact raises the observed SPL at the receiver

by approximately 20 dB. A significant difference is seen in the character of the nor-

mal mode signal: unlike the simple source or method of images, the transmission loss

from the normal mode model does not appear to be independent of Strouhal number.

Several local minimums in the signal strength can be seen in figure 4.7, starting at

Str ∼ 120, and to a lesser extent in 4.8, starting at Str ∼ 300. Identical trends were

observed in section 4.1, where they were shown to be the result of incorrectly using

the stiff sea floor boundary condition. It is likely that this is again the case, however

without more detailed knowledge of the experimental environment, it is not possible

to formulate a more physically accurate boundary condition.

The reader will note that none of the propagation models appear to display evi-

dence of the pattern of peaks and nulls that was highlighted as being characteristic of

Lloyd’s mirror interference in chapter 2. The lack of peaks and nulls is not a failure

of the models, but rather a result of the operating conditions. The depth of the ship

as a source, in this case comparable to the draught of 4.8 m, is so small that it has

the effect of practically eliminating the intermediate portion of the field. Both as-

pects are then operating in the far field for this geometry, where the surface reflection

phase shift will dominate the travel time phase difference, and the two signals will be

increasingly out of phase. The simple source and method of images models correctly

predict increased transmission loss when compared to the spherical spreading case, in

this study represented by the original unaltered model. In figure 4.2, the influence of

the sea floor boundary condition was also shown to be a far field phenomenon, which

increases the likelihood that the deficiencies of the normal mode model are caused by

this assumption.

There are a number of potential sources of error that may explain the remaining

gap between the predicted and experimental signals. While the addition of the Lloyd’s

Mirror effect is a step towards accurately modeling acoustic propagation, a number of

additional propagation effects remain unaccounted for. Over longer ranges, absorp-

tion will play an increasing role in the transmission loss, as viscosity and other effects

convert the acoustic energy into heat. The ocean is also largely non-homogeneous,
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both vertically as discussed, but also horizontally. Non-homogeneity can be caused

by chemical concentrations, such as localized salinity, currents, or the presence of

undersea structures and life. While absorption is relatively easy to predict, horizon-

tal non-homogeneity is very complex, and would require a detailed knowledge of the

surroundings that is often not possible in experiments conducted at-sea.

The largest unaccounted for propagation effects will be the influence of convection,

roughness of the surface, and the sea floor. All of the analysis conducted assumed

a still ocean, which while ideal, is often not the case. Velocity fields in the water

will cause the sound to be convected in the direction of the flow, which will change

the received sound depending on the orientation of the receiver and the flow[15].

The presence of waves on the oceans surface will also impact its ability to reflect

sound and create Lloyd’s Mirror interference. Waves can be thought to roughen the

ocean surface, and thus cause scattering and imperfect reflection[15]. While the trials

conditions aimed for a small sea state to minimize convection, it is unlikely that a

perfectly calm ocean was achieved. Trial logs [1] do not quantify the sea state beyond

indicating “mild seas”.

As is seen in the normal mode models predictions and figure 4.2, the sea floor

can have a very large influence on acoustic propagation in shallow waters. Like the

oceans surface, the sea floor can reflect sound, causing its own Lloyd’s Mirror ef-

fect. It is however much more complex, in that its reflection characteristics will be

determined by its composition. A smooth, hard sea floor made of rock would be a

much more efficient reflector then one made of soft mud. Further to that, some sea

floors will absorb and transmit the sound internally, possibly allowing it to re-enter

the water column further downrange. It is possible, depending on the material, that

this transmission may even be faster then propagation in the water. All of these

factors combine to make modeling reflections from the sea floor much more complex

than those created by the oceans surface [15],[10]. Figure 4.3 displayed a schematic

diagram of the experimental geometry, including the minimum and maximum wave-

lengths captured by the simulation. Based on the 100 m depth, it is obvious the long

wavelength sound would have significant interaction with the sea floor. None of this

interaction was captured by the current models. Unfortunately, experimental data

in the low wavelength range is unavailable, and the accuracy of simulations in this



64

range cannot be assessed. Despite this inability, 5he neglect of the sea floor and its

effects is a significant source of model error.

Specific to the normal mode model is the error introduced by the assumed sound

speed gradient. The gradient used in the analysis of CFAV Quest was an experimen-

tally determined gradient reported by Hines in [14] as being ”a typical profile for the

region in summertime”. While using a local gradient is beneficial, exact agreement

with experimental conditions cannot be assumed. The trial’s during which Quest’s

signature was measured took place in mid October in the Halifax area, and due to

the expected seasonal variation of sound speed profiles, are not expected to match.

Further, the profile was extrapolated from 100 m depth to 500 m depth, the validity

of which is unknown. The assumed profile must therefore represent a potential source

of error. Figure 4.6 examines the sensitivity of the normal mode model to different

gradients, and it was seen that while there is significant sensitivity to the gradient

in the near and intermediate field, the far field variation was within 10 dB for every

gradient inspected. While this remains a source of error in the normal mode model,

it is not expected that this assumption can account for all of the error seen in the

normal mode model.

As with the pressure data, it is difficult to quantify the experimental error for

the acoustic results. Security concerns prevent the release of either the unfiltered

acoustic signal or the details of the filtration process. As Murphy discussed in [23], it

is more likely that the filtration process would remove desirable signal elements then

fail to remove undesirable ones, however a measure of the experimental error remains

unquantifiable by the author.

Finally, it is important to realize the limitations of the two stage modeling process,

and the errors that may be introduced by the CFD process. Chapter 3 highlighted

the accuracy of predictions of pressure fluctuation in the CFD data, and showed

that not only was pressure fluctuation significantly under predicted in six sensors

mounted on the hull, but also that this under prediction could potentially have a

large impact on the acoustic simulations. Several of the sources of modeling error

that were deemed significant to the CFD computation would also be significant to

the acoustic generation and propagation.

The wave system generated by the ship’s motion would generate and propagate
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noise, however this effect has been entirely neglected. This constitutes a significant

modeling error in both the CFD and acoustic stages of the modeling. The bow

and stern waves would significantly alter the flow field on the ships hull, and would

certainly change the character of noise generated. Furthermore, the ship would radiate

surface waves, which would themselves both generate noise and alter the character of

sound propagating through them. By neglecting the free ocean surface and the stern

portion of the ship, a large degree of modeling error is introduced.

Unfortunately, despite the results of the acoustic simulations, the impact of the

CFD error is still ambiguous. While the CFD pressure fluctuations were shown to

under predict those detected experimentally, the accuracy of the predicted stress field

is unknown. It is possible that the noise generation may be dominated by the stress

field, which may or may not be more accurate then the pressure. The error in the

pressure field was also seen to be dependent on location. Due to the low spatial fidelity

of the experimental setup, it is not possible to determine the accuracy of the entire

fluctuating pressure field. Without further testing in a more detailed and controllable

environment, it is not possible at this time to quantitatively discuss the impact of

errors introduced by the CFD calculation.

4.4 Chapter Summary

In this chapter the simple source and normal mode models were validated, and in

the case of normal mode, tuned, using experimental results. All models were able

to accurately recreate the peaks and nulls that defined Lloyd’s Mirror interference,

however in the validation and later the predictions for CFAV Quest, all the models ran

into difficulties in the far field. The method of images and simplified source models

both performed well at ranges under 2 km, and gave significantly improved predictions

compared to the original model. As the transmission range was increased to over 2

km, both the method of images and simple source models increasingly over predicted

the transmission loss as the assumption of a homogeneous transmission medium broke

down. Conversely, at the same ranges the normal mode model under-predicted the

transmission loss, as well as incorrectly predicted a high degree of spectral noise.

These features were reproducible in the simple source model by assuming a reflecting

sea floor, and so they are believed to be physical predictions due to the assumption
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of that boundary condition in the normal mode model.

Comparisons with results from at sea trials show that both the simple source

model and the method of images gave significantly improved results when compared

with the original acoustic post processor. As expected from the validation, the normal

mode model compared poorly in comparison. The trials ranges were all within the

far field, a range at which none of the models is optimum.

While the results from the method of images and simplified source models are very

similar, the method of images is the superior model. It removes some of the simplifying

assumptions used by the simple source model, and gave improved predictions for the

sound generated by CFAV Quest at 10 knots in both aspects. It is expected that if

this analysis were extended to higher Strouhal numbers the advantage of the method

of images would increase, as the acoustic compactness assumption of the simple source

model becomes increasingly inaccurate.

While the effect of Lloyd’s mirror interference can be significant, it is not the

only element of propagation physics in which the acoustic post processor was lack-

ing. Acoustic interactions with the sea floor can have a similar effect as Lloyd’s

Mirror interference. Additional propagation phenomenon, such as absorption, as also

not accounted for in any of these models. It is also worth noting that the results

from the normal mode model could be significantly improved with more knowledge

of the experimental conditions, including the composition of the sea floor and the

local sound speed gradient. The normal mode model presented here is a very simple

implementation of a complex model frequently used to great effect in computational

acoustic oceanography, and should not be discounted for future improvements and

applications. Finally, while some improvements on the acoustic predictions could be

gained by the addition of more acoustic propagation physics, it is unlikely that all of

the error seen here can be attributed to its lack. Further investigation is needed to

determine the nature and impact of errors introduced into the acoustic prediction by

the CFD calculations.



Chapter 5

Conclusions and Recommendations

5.1 Conclusions

The over arching goal at each stage of the modeling process presented herein has been

accurate prediction of the hydrodynamic hull noise of CFAV Quest. To this end it

was hypothesized in chapter 1 that a model capable of simulating the Lloyd’s mirror

effect of the ocean surface would improve upon the predictions of the Lighthill-Curle

acoustic analogy. It was also undertaken to further validate the combined simulation

process through an analysis of the NWT’s predictions for fluctuating hull pressures.

In chapter 2, the development of three different acoustic propagation models that

could predict the transmission loss due to Lloyd’s mirror was presented. These models

represented in turn an increasingly realistic set of assumptions about the underlying

acoustic propagation physics, with a corresponding increase in complexity. The simple

source model approximated the ship as an acoustically compact source in a linear

medium and solved for the transmission loss such a source would experience. The

method of images utilized a very similar derivation, but removed the restriction of an

acoustically compact source and instead solved the Lighthill-Curle acoustic analogy

equation with a method of images solution. To the authors knowledge, such a solution

to the problem of sound generation in the vicinity of a reflecting half plane has

not previously been attempted, and so the method of images solution represents

a significant contribution to the field of hydroacoustics. Finally, the normal mode

model sought to further remove the requirement of a linear or homogeneous medium,

by solving for the inhomogeneous water columns response to acoustic excitation.

These models were validated in chapter 4, and their results compared with data

obtained from at-sea trials of CFAV Quest. Both the simple source and method of

images models were shown to significantly increase the accuracy of predictions in both

head and beam aspects, with best results coming from the method of images. This

trend is expected to continue for all ranges at which the assumption of a homogeneous

67
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ocean is valid, typically on the order of 2 km.

The normal mode model, which was developed for its advantages in the far field,

did not perform as expected. In validation tests its accuracy in the near and interme-

diate fields was fair, if not as good as the method of images or simple source. However,

it significantly under-predicted the transmission loss in the far field. Results from the

normal mode model of CFAV Quest predicted sound pressure levels that were in fact

higher then those predicted by spherical spreading. This deficit is believed to be due

to assuming a stiff, solid sea floor boundary condition for the water column.

Finally, in chapter 3, the fluctuating component of hull pressure was compared

between the simulated flow field and that recorded in experimental trials of CFAV

Quest. The disagreement between the two pressure signals was significant. The

accuracy was shown to be proportional to the ships speed and inversely proportional

to the frequency of interest. The error was also seen to be geometrically distributed,

with those sensors at the extreme fore and aft ends of the simulated ship having the

worst accuracy. Pressure fluctuation is one of several factors in noise generation, and

a simple sensitivity study of the acoustic model showed that this pressure error would

affect the accuracy of the acoustic simulations.

Based on these results, a number of conclusions can be made. The validation of the

simulated pressure fluctuations revealed significant error in the CFD model. These

errors will propagate into the acoustic solutions, and must be resolved in order to have

confidence in the acoustic predictions. The one-way coupling of the acoustic solution

with the flow field solution requires the turbulent flow field to be well simulated,

and so an accurate CFD solution is critical for acoustic predictions. A number of

sources of error were highlighted, including turbulence modeling, the lack of a free

surface model or bow wave, and the choice to model only the bow half of the ship.

Recommendations for addressing these errors will be put forward in the following

section.

The major goal of the acoustic models in this work was to accurately capture

the Lloyd’s Mirror effect of the sea surface, and in that, all three models succeeded.

Despite the uncertainty of the CFD computation, the simple source model and method

of images solution were shown to improve far-field predictions, on average by 36.5 dB

and 40.2 dB respectively. The best acoustic results for all cases studied were obtained
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from the method of images. The added complexity of a method of images solution is

minor, simply requiring the Lloyd’s mirror calculations to be repeated for the image

ship. While this necessarily requires an approximate doubling of the computational

time in the acoustic post processor, the length of acoustic computations is dwarfed by

the CFD calculations. A method of images solution to the Lighthill-Curle acoustic

analogy will improve accuracy for acoustic predictions near a reflecting half plane

like the ocean surface, with minimal increase in model complexity and cost. It also

constitutes a novel new method for calculating the hydrodynamic hull noise generated

in the vicinity of a reflecting half plane. For these reasons, a method of images solution

to the Lighthill-Curle acoustic analogy is recommended for all future hydroacoustic

calculations in which the reflections from the ocean surface are a significant factor,

and a linear medium can be safely assumed.

For higher range problems, a method of images solution would still be in error due

to the assumption of a homogeneous ocean. In such cases, a non-linear model such

as the normal mode model must be considered. Such models can give significantly

improved predictions compared to ones which assume a constant velocity, so long as

all the details of the medium are properly accounted for. Due to a lack of knowl-

edge about experimental conditions during the acoustic trials, a number of details

such as sea floor boundary conditions and sound speed gradient had to be assumed.

These assumptions were shown to significantly and detrimentally effect the predicted

transmission loss. By replacing these assumptions with measured values, a significant

increase in accuracy is likely possible.

5.2 Recommendations

Two distinct paths are available for further progress on the acoustic modeling method-

ology: further refinement of the CFD calculation, and expanding the acoustic model

to include more realistic propagation. Numerous additional improvements to the pre-

dictive power of the acoustic post-processor are possible. Acoustic propagation in the

ocean is a complex subject, and a number of physical processes remain un-accounted

for in the present model. Acoustic interactions with the sea floor can be extremely

important in shallow water problems. At long ranges, phenomenon such as acous-

tic absorption and dissipation by viscosity can also become significant. At extreme



70

ranges, the effect of refraction due to gradients in the speed of sound become im-

portant, and any model making predictions at these ranges would have to take this

into account, such as was attempted in the normal mode model. A fully developed

propagation model would be able to account for all of these effects, and would provide

significantly more accurate predictions for those cases where they are important.

The improvement offered by these models is directly tied to the ability to describe

the ocean as an acoustic medium. As was seen in the normal mode model, expansion

of the acoustic propagation models requires increasing amounts of information about

the experimental environment. This necessarily increases the cost of validation ex-

periments, while at the same time specializing the models to specific applications. As

they specialize, they will also grow in complexity, and likely suffer from diminishing

returns in terms of prediction improvements in dB. Further, it was seen that there

is significant error being introduced into the modeling process by the CFD calcula-

tions. The tiered modeling approach means that that error will propagate through

and potentially overwhelm any further improvements made to the acoustic models.

Improvements to the flow field predictions could be obtained through a variety

of approaches. A grid convergence study has thus far not been attempted, and the

discretization error cannot be quantified. As a result, it is not currently known if the

mesh resolution is adequate to ensure a good representation of the flow field. The

model of CFAV Quest used here has been simplified by cutting it in half and placing

an end cap on the mid ship. This potentially introduces several sources of error as

was discussed in section 4.3. While time consuming, both of these steps are straight

forward in implementation, and offer significant potential.

Additionally, the hybrid Baldwin-Lomax-Smagorinsky turbulence model consti-

tutes another avenue for improvement, due to its tendency to produce physically

inaccurate results in the near-wall regions of interest in this study. New cutting edge

turbulence models have evolved using a similar framework to hybrid LES models,

known collectively as detached eddy simulation or DES. These models aim to marry

the resolution of large eddy motion from LES with the use of turbulence transport

equations to model the sub-grid scales. The addition of a more state of the art tur-

bulence model has the added advantage of being a widely applicable improvement to

the NWT, beyond its application to hydro-acoustics.
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Finally, the NWT is currently incapable of modeling a free surface boundary

condition for the flow around the ship, and so must instead assume a constant slip

wall. This assumed boundary condition is physically inaccurate, and a major source of

modeling error. A consequence of this lack is the inability to solve for the waves at the

bow and stern that would be generated by the ship in motion. These waves will not

only effect hull pressure distributions that generate noise, but also the propagation

of noise itself into the far field. By neglecting this set of phenomenon, significant

modeling error is introduced into the process. While the addition of free surface

effects into CFD models is not a simple undertaking, it would be a significant step

towards a more well-formulated problem.
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Appendix A

Welch’s Method

Welch’s method of power spectrum estimation is a popular alternative to the peri-

odogram for determining the power-spectral content of a signal. In the most common

method of spectrum estimation (known as the periodogram or sometimes referred

to as simply “taking the FFT”), the Fourier transform is calculated from the finite

signal x(n), 0 ≤ n ≤ N − 1 by

X(ejω) =
N−1∑
n=0

x(n)e−jωn (A.1)

using a Fast Fourier Transform algorithm. The spectrum estimate of the signal, IN(ω)

can then be calculated as

IN(ω) =
1

N
|X(ejω)|2 (A.2)

.

Welch’s method instead sections the original signal into K = N/M segments of

length M. Segments can be chosen to overlap. These segments are then convoluted

with an appropriately chosen window w(n). These windowed segments are then

Fourier transformed individually,

J
(i)
M (ω) =

1

MU

∣∣∣∣∣
M−1∑
n=0

x(i)(n)w(n)e−jωn
∣∣∣∣∣
2

, i = 1, 2, ..., K, (A.3)

with

U =
1

M

M−1∑
n=0

w2(n), (A.4)

and the spectrum estimate is obtained by averaging the windowed segments,

IM(ω) =
1

K

K∑
i=1

J
(i)
M (ω). (A.5)

.
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The practical effect of this method is to reduce the variance of the spectrum esti-

mate and smooth noise from the signal, at the cost of a reduction in spectral resolu-

tion. Different windows can be chosen and will have impacts on bias and smoothness

of the resulting estimate. The Hamming window used in this study is given by the

equation

w(n) = 0.54− 0.46 cos
(
2π

n

N

)
, 0 ≤ n ≤ N (A.6)

and is shown in figure A.1. Figure A.2 shows a comparison of the spectrum estimate

Figure A.1: A Hamming window for a 60 sample segment

given by a periodogram to that given byWelch’s method. The Welch estimate uses the

same windowing parameters as used in this study. There is a clear difference in both

the noise, and the mean value of the estimates. The details are not presented here,

but it can be shown that the periodogram has a higher estimation bias compared to

Welch’s method, and so is less accurate. For a more detailed analysis of the strengths

and weaknesses of the techniques, see [25].
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Figure A.2: A comparison of the periodogram to Welch’s method for a signal



Appendix B

Viewing NWT Data within Matlab

Previous work by Murphy in [23] utilized the OpenDX and ParaView programs in

conjunction with Matlab to analyze and visualize the data produced by the NWT.

A secondary result of the work presented herein has been the development of a suite

of Matlab routines that allow NWT data to be analyzed and visualized in Matlab

alone. What follows is a users guide to these routines. For brevity, code will not here

be reproduced.

NWT flow data is solved on an unstructured, anisotropic grid. Within the NWT

this grid is stored as an unstructured list of all the cells in the current domain, and

their reagent variables. This list can be output at frequencies specified by the NWT

user. Rather then code a new output function into the NWT itself, the Matlab scripts

were coded to use the same outputting format as OpenDX.

For every time step of interest, the NWT will output three binary files, which will

be named for the timestep, with the addition of one of three notifiers: .pos, .con, or

.dat. A full filename will then be ”step0001.dat.bin” for example. Combined, the .pos

and .con files describe the grid geometry, while the .dat file contains the flow data

stored on that grid. All data stored in these files is saved as 32 bit floats or unsigned

integers, depending on the data in question.

The .pos file will contain an M x 3 matrix, where M is a number related to the

number of cells and their refinement. Each row describes a single vertex of one cell in

the simulation domain. Due to the anisotropic refinement, the number of cells which

contain a given vertex will be non-constant, and it is not possible to tell the number

of cells from the number of vertices.

The .con file then contains an N x 8 matrix, where N is the number of cells.

Each row of this matrix corresponds to one cell in the simulation domain, and each

column entry gives the row index of one of the vertices of this cell. Since the grid

is unstructured, these cells will not be ordered of themselves, however their order is
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important for the index references of the .dat file. The same is true of the .pos file;

the individual vertices are not meaningfully ordered, however changing their order

would invalidate the indices of the .con file.

Finally, the .dat file contains all of the flow data. It contains an N x 3 matrix of

flow velocity vectors for each cell, an N x 1 vector of pressures, and an N x 1 vector

of cell ranks. The rank information relates to grid adaptation, and is of little use for

flow data analysis.

The first step for any matlab application of the NWT data will be the importAfter-

solve.m module. This module contains a series of functions for importing the three

files described above for any given timestep. The timestep should be supplied to the

function without file type suffixes, as in simply ”step0001”; if the timestep required is

not contained in the current working directory, the path must be supplied as well. If

an .stl geometry is required as well, an identical process is required, and the function

import stl.m is used. It uses the .pos and .con data output by NWT for the .stl

geometry, and if they are not in the working directory, the path must be provided to

the function.

Once the data is imported into Matlab, the grid may be viewed at any time using

the createGrid.m function. This function takes the geometry data and formats it

so that it is compatible with the Matlab patch command. The patch command is

built into Matlab, and can be used to visualize 3D objects by constructing them out

of facets or ’patches’. The createGrid.m commands formats the grid data such that

each cell is constructed of 6 of these patches, one for each face. It returns an array

of faces that, when sent to the patch command along with the vertex data in the pos

array, will allow it to plot the grid. The entire grid need not be formatted, by sending

subsections of the con array, smaller sub-domains can be formatted and viewed. In

conjunction with the grid search.m command (discussed below) this can be used to

view specific areas of interest on the grid.

Some simple analysis functions have been created. In order to explore the data

contained on the grid, the user must first define the subset of data they’re interested in.

The grid search.m function receives as input three vectors x,y, and z which describe

parts of the domain. These vectors are used as targets to search the grid against, the

function will return a matrix containing the indexes for the subset of the grid which
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contains the points described by vectors x,y and z.

It is important to note that a given point in three dimensional space may have up

to 8 cells which contain it, depending on whether that point lies within a cell, or on

a cells face, edge or vertex. The function pathfinder.m takes the subset of cells found

by the grid search.m function and reduces it such that a given point corresponds to

only one cell. It currently preferentially chooses the cell closest to the origin. The

user is free to set the resolution of the vectors x,y and z as high as they like, however

no interpolation of the data is done by these routines, they simply assign each entry

of the vectors to a cell.

A number of simple plotting routines have also been provided. The pathfinder

function outputs several variables which describe the dimensionality of the requested

sub-domain. These variables can be passed to the NWT plot.m function to generate

simple plots. These functions are currently limited in their geometric capabilities.

Lines must be straight and parallel with one of the cartesian basis vectors î, ĵ, ork̂,

and planes must use two of them as their basis. Analysis for more complex geometries

must be done on a case by case basis.



Appendix C

Additional Figures

Figure C.1: Simulated RMS hull pressure fluctuations at 4 knots (kPa)
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Figure C.2: Sample NWT Grid from 6 knots, 3D view and top down view


